Arch. Rational Mech. Anal. 220 (2016) 193-241
Digital Object Identifier (DOI) 10.1007/s00205-015-0929-z

@ CrossMark

Continuum Limit of Total Variation on Point
Clouds

NicoLASs GARCIA TRILLOS & DEJAN SLEPCEV

Communicated by F. OTTO

Abstract

We consider point clouds obtained as random samples of a measure on a Euclid-
ean domain. A graph representing the point cloud is obtained by assigning weights
to edges based on the distance between the points they connect. Our goal is to
develop mathematical tools needed to study the consistency, as the number of
available data points increases, of graph-based machine learning algorithms for
tasks such as clustering. In particular, we study when the cut capacity, and more
generally total variation, on these graphs is a good approximation of the perimeter
(total variation) in the continuum setting. We address this question in the setting of
I'-convergence. We obtain almost optimal conditions on the scaling, as the num-
ber of points increases, of the size of the neighborhood over which the points are
connected by an edge for the I"-convergence to hold. Taking of the limit is enabled
by a transportation based metric which allows us to suitably compare functionals
defined on different point clouds.

1. Introduction

Our goal is to develop mathematical tools to rigorously study limits of varia-
tional problems defined on random samples of a measure as the number of data
points goes to infinity. The main application is to establish the consistency of
machine learning algorithms for tasks such as clustering and classification. These
tasks are of fundamental importance for statistical analysis of randomly sampled
data, yet few results on their consistency are available. In particular, a largely open
question is determining when the minimizers of graph-based tasks converge, as the
amount of available data increases, to a minimizer of a limiting functional in the
continuum setting. Here we introduce the mathematical setup needed to address
such questions.

To analyze the structure of a data cloud one defines a weighted graph to repre-
sent it. Points become vertices and are connected by edges if sufficiently close. The
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edges are assigned weights based on the distances between points. How the graph
is constructed is important: for lower computational complexity one seeks to have
fewer edges, but below some threshold the graph no longer contains the desired
information on the geometry of the point cloud. The machine learning tasks, such as
classification and clustering, can often be given in terms of minimizing a functional
on the graph representing the point cloud. Some of the fundamental approaches are
based on minimizing graph cuts (graph perimeter) and related functionals (nor-
malized cut, ratio cut, balanced cut), and more generally total variation on graphs
[8,13,15,18-20,22,36,37,41,47,49,52,53]. We focus on total variation on graphs
(of which graph cuts are a special case). The techniques we introduce are applica-
ble to a rather broad range of functionals, in particular those where total variation
is combined with lower-order terms, or those where total variation is replaced by
Dirichlet energy.

The graph perimeter (a.k.a. cut size, cut capacity) of a set of vertices is the sum of
the weights of edges between the set and its complement. Our goal is to understand
for what constructions of graphs from data is the cut capacity a good notion of a
perimeter. We pose this question in terms of consistency as the number of data points
increases: n — 00. We assume that the data points are random independent samples
of an underlying measure v with density p supported in a set D in R¢. The question
is whether or not the graph perimeter on the point cloud is a good approximation
of the perimeter on D (weighted by p?). Since machine learning tasks involve
minimizing appropriate functionals on graphs, the most relevant question is if the
minimizers of functionals on graphs involving graph cuts converge to minimizers
of corresponding limiting functionals in a continuum setting, as n — o00. Such
convergence is implied by the variational notion of convergence called the I"-
convergence, which we focus on. The notion of I"-convergence has been used
extensively in the calculus of variations, in particular in homogenization theory,
phase transitions, image processing, and materials science. We show how the I"-
convergence can be applied to establishing consistency of data-analysis algorithms.

1.1. Setting and the Main Results

Consider a point cloud V = {Xy, ..., X, }. Let  be a kernel, that is, let n :
R?Y — [0, 00) be a radially symmetric, radially decreasing, function decaying
to zero sufficiently fast. Typically the kernel is appropriately rescaled to take into
account data density. In particular, let . depend on alength scale ¢ so that significant
weight is given to edges connecting points up to distance €. We assign for i, j €
{1, ..., n} the weights by

Wij=ne(Xi — X;) (1.1)
and define the graph perimeter of A C V to be
GPer(A)=2 > > Wi, (1.2)
X;€A X eV\A

The graph perimeter (that is cut size, cut capacity), can be effectively used as a term
in functionals which give a variational description to classification and clustering
[13,15,18-22,36,37,41,47,52,53].
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The total variation of a function « defined on the point cloud is typically given
as

D Wijlu(Xi) — u(X ). (13)
i
We note that the total variation is a generalization of perimeter since the perimeter
of a set of vertices A C V is the total variation of the characteristic function of A.
In this paper we focus on point clouds that are obtained as samples from a
given distribution v. Specifically, consider an open, bounded, and connected set
D c R? with Lipschitz boundary and a probability measure v supported on D.
Suppose that v has density p, which is continuous and bounded above and below by
positive constants on D. Assume n data points X1, ..., X, (i.i.d. random points)
are chosen according to the distribution v. We consider a graph with vertices V =
{X1,..., X} and edge weights W; ; given by (1.1), where 5, to be defined by
ne(2) == gidn (g) Note that significant weight is given to edges connecting points
up to distance of order €.
Having limits as n — oo in mind, we define the graph total variation to be a
rescaled form of (1.3):

11
GTVy o (u) := gEZ“W,-,,W(X,-)—u(x,-)|. (1.4)
i

For a given scaling of ¢ with respect to n, we study the limiting behavior of
GTV, ¢ as the number of points n — o0o. The limit is considered in the varia-
tional sense of I"-convergence.

A key contribution of our work is in identifying the proper topology with respect
to which the I"-convergence takes place. As one is considering functions supported
on the graphs, the issue is how to compare them with functions in the continuum
setting, and how to compare functions defined on different graphs. Let us denote
by v, the empirical measure associated with the n data points:

1 n
v 1= > b, (1.5)
i=1

The issue is then how to compare functions in L' (v,) with those in L'(v). More
generally we consider how to compare functions in L? (i) with those in L? (0) for
arbitrary probability measures u, € on D and arbitrary p € [1, 0o). We set

TLP(D) :={(u, ) : we PD), feLV(D,w}

where 42 (D) denotes the set of Borel probability measures on D. For (i, f) and
(v, g) in T L? we define the distance

mel (u,v)

drrr((n, f), (v,g))= inf (//DDlx—yl”+|f(x)—g(y)l”dn(x,y))p

where " (1, 6) is the set of all couplings (or transportation plans) between w and
0, that is, the set of all Borel probability measures on D x D for which the marginal
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on the first variable is ; and the marginal on the second variable is 6. As discussed
in Section 3, dr» is a transportation distance between graphs of functions.

The T L? topology provides a general and versatile way to compare functions
in a discrete setting with functions in a continuum setting. It is a generalization of
the weak convergence of measures and of L? convergence of functions. By this
we mean that {{,},cn in P (D) converges weakly to u € & (D) if and only if

(n, 1) T—L’; (u, 1) as n — oo, and that for u € (D) a sequence {f,},cy in

LP(w) converges in L? () to f if and only if (., f;,) g (u, f)asn — oo. This
fact is established in Proposition 3.12.

Furthermore, if one considers functions defined on a regular grid, then the
standard way [17,24] to compare them is to identify them with piecewise constant
functions, whose value on the grid cells is equal to the value at the appropriate grid
point, and then compare the extended functions using the L? metric. A T L? metric
restricted to regular grids gives the same topology.

The kernels  we consider are assumed to be isotropic, and thus can be defined
as n(x) := n(|x|) where  : [0, 00) — [0, 00) is the radial profile. We assume:

(K1) 5(0) > 0 and p is continuous at 0.
(K2) 5 is non-increasing,
(K3) The integral [;° n(r) r? dr is finite.

We note that the class of admissible kernels is broad and includes both Gaussian
kernels and discontinuous kernels like one defined by # of the form# = 1 forr < 1
and n = O forr > 1. We remark that the assumption (K3) is equivalent to imposing
that the surface tension

oy = [ n(h)|hi|dh, (1.6)
R4

where /1 is the first coordinate of vector 4, is finite, and also that one can replace
hy in the above expression by / - e for any fixed e € R? with norm one; this, given
that 7 is radially symmetric.

The weighted total variation in continuum setting (with weight ,02), TV(, ,02) :
LY (D, v) — [0, 0o], is given by

TV (u; p%)
= sup[/ udiv(g)dx : |¢p(x)| < p?(x) Vx e D, ¢ € CX(D, RN (1.7)
D

if the right-hand side is finite and is set to equal infinity otherwise. Here and in the
rest of the paper we use | - | to denote the euclidean norm in R¢. Note that if u is
smooth enough then the weighted total variation can be written as 7'V (u; %) =
Ip |Vu|p?(x)dx.

The main result of the paper is:

Theorem 1.1. (I"-convergence) Let D C RY, d 2> 2 be an open, bounded, con-
nected set with Lipschitz boundary. Let v be a probability measure on D with
continuous density p, which is bounded from below and above by positive con-
stants. Let {Xp}n=1,... be a sequence of i.i.d. random points chosen according to
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distribution v on D. Let {e,},cn be a sequence of positive numbers converging to
0 and satisfying

(log n)34 1

lim — =0 ifd=2,
n— 00 nl/2 &n

(logn)'/d 1 (1.8)
lim Y7 " 0 ifd >3

n—00 nl/d En

Assume the kernel n satisfies conditions (KI1)—(K3). Then, GTV,, ¢,, defined by
(1.4), I'-converge to o, TV (-, ,02) asn — oo in the TL' sense, where oy is given
by (1.6) and TV (-, ,02) is the weighted total variation functional defined in (1.7).

The notion of I"-convergence in deterministic setting is recalled in Subsection
2.4, where we also extend it to the probabilistic setting in Definition 2.11. The fact
that the density in the limit is p? essentially follows from the fact that graph total
variation is a double sum [and becomes more apparent in Section 5 when we write
the graph total variation in form (5.1)].

The following compactness result shows that the 7' L' topology is indeed a good
topology for the I"-convergence (in the light of Proposition 2.10).

Theorem 1.2. (Compactness) Under the assumptions of the theorem above, con-
sider a sequence of functions u, € L'(D, v,), where v, is given by (1.5). If {un }neN
have uniformly bounded L' (D, v,) norms and graph total variations, GT Vi ens
then the sequence is relatively compact in T L'. More precisely, if

sup [lunllp1(p,y,) < 00,
neN

and

sup GTV,, ¢, (uy) < 00,
neN

then {uy}nen is T L' -relatively compact.

If A isasubsetof {X1,..., X,}then GTV, ¢, (xa,) = ﬁ GPer(A,,), where
GPer(A,,) was defined in (1.2). The proof of Theorem 1.1 allows us to show the
variational convergence of the perimeter on graphs to the weighted perimeter in

domain D, defined by Per(E : D, ,02) =TV(xE, ,02).

Corollary 1.3. (I"-convergence of perimeter) The conclusions of Theorem 1.1 hold,

under the same assumptions, when the functionals are restricted to characteristic

functions of sets. That is, the (scaled) graph perimeters, # GPer(-), I'-converge
n

to the continuum (weighted) perimeter Per(- : D, p?).

The proofs of the theorems and of the corollary are presented in Section 5. We
remark that the Corollary 1.3 is not animmediate consequence of Theorem 1.1, since
in general I"-convergence may not carry over when a (closed) subspace of a metric
space is considered. The proof of Corollary 1.3 is nevertheless straightforward.



198 NicoLAs GARCIA TRILLOS & DEJAN SLEPCEV

Remark 1.4. When one considers p to be constant in Theorem 1.1, the points
X1, ..., X, are uniformly distributed on D. In this particular case, the theorem
implies that the graph total variation converges to the usual total variation on D
(appropriately scaled by 1/ Vol(D)?). Corollary 1.3 implies that the graph perimeter
converges to the usual perimeter (appropriately scaled).

Remark 1.5. The notion of I"-convergence is different from the notion of pointwise
convergence, but often the proof of I"-convergence implies the pointwise conver-
gence. The pointwise convergence of the graph perimeter to continuum perimeter
is the statement that for any set A C D of finite perimeter, with probability one:

lim GTV,., (xa) = Per(A : D, p*).
n— 00

In the case that D is smooth, the points X1, ..., X, are uniformly distributed on D
and A is smooth, the pointwise convergence of the graph perimeter can be obtained
1/@+n

from the results in [7,40] when ¢, is converging to zero so that % roline 0

as n — oo. In Remark 5.1 we point out that our proof of I"-convergence implies
that pointwise convergence also holds, with same scaling for ¢, as in Theorem
1.1, which slightly improves the rate of pointwise convergence in [7]. Note that
pointwise convergence does not follow directly from the I"-convergence.

Remark 1.6. Theorem 1.2 implies that the probability that the weighted graph,
with vertices X1, ..., X,, and edge weights W; ; = 5, (X; — X) is connected,
converges to 1 as n — oo. Otherwise there is a sequence ny ' 0o as k — oo such
that with positive probability, the graph above is not connected for all k. We can
assume that ny = k for all k. Consider a connected component A,, C {X1, ..., X,}
such that #4,, < n/2. Define function u, = ﬁXAn' Note that |lunllz1,) = 1
and that GTV, ¢, (u,) = 0. By compactness, along a subsequence (not relabeled),
u, converges in TL' to a function u € L'(v). Thus ||u||L1(v) = 1. By lower-
semicontinuity, which follows from the I"-convergence of Theorem 1.1, it follows
that TV (u) = 0 and thus u = 1 on D, but since the values of u,, are either O or
greater or equal to 2, it is not possible that u,, converges to u in TL'. This is a
contradiction.

1.2. Optimal Scaling of ¢(n)

If d = 3 then the rate presented in (1.8) is sharp in terms of scaling. To illustrate,
this suppose that the data points are uniformly distributed on D and 1 has compact
support. It is known from graph theory (see [33,34,45]) that there exists a constant

d
A > Osuchthatife, < A (1051';()1” then the weighted graph associated to X1, ..., X,
is disconnected with high probability. Therefore, in the light of Remark 1.6, the

. 1/d . ..
compactness property cannot hold if ¢;, < A%. It is, of course, not surprising

that if the graph is disconnected, the functionals describing clustering tasks may
have minimizers which are rather different than the minimizers of the continuum
functional.

While the above example shows the optimality of our results in some sense,
we caution that there still may be settings relevant to machine learning in which
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the convergence of minimizers of appropriate functionals may hold even when

1 (logn) /4
i L e <A T

Finally, we remark that in the case d = 2, the rate presented in (1.8) is different

.. R . L 172 . .
from the connectivity rate in dimension d = 2 which is )\(10:]—';)2. An interesting

open problem is determining what happens to the graph total variation as n — 00,

. (logm)'/2 (logn)3/4
when one considers A-—"17— <&y = o

1.3. Related Work

Background on I'-convergence of functionals related to perimeter. The notion
of I'-convergence was introduced by De Giorgi in the 70’s and represents a standard
notion of variational convergence. With compactness it ensures that minimizers of
approximate functionals converge (along a subsequence) to a minimizer of the
limiting functional. For extensive exposition of the properties of I"-convergence
see the books by BRAIDES [16] and DAL Maso [25].

A classical example of I"-convergence of functionals to perimeter is the MoDICA
and MortoLA theorem [42] that shows the I"-convergence of Allen—Cahn (Cahn—
Hilliard) free energy to perimeter.

There are a number of results considering nonlocal functionals converging to
the perimeter or to total variation. In [3], ALBERTI and BELLETTINI study a nonlocal
model for phase transitions where the energies do not have a gradient term as in the
setting of Modica and Mortola, but a nonlocal term. In [48], SAVIN and VALDINOCI
consider a related energy involving more general kernels. ESEDOGLU and OTTO
[27] consider nonlocal total-variation based functionals in multiphase systems and
show their I"-convergence to perimeter. BREZIS, BOURGAIN, and MIRONESCU [14]
consider nonlocal functionals in order to give new characterizations of Sobolev and
BV spaces. PONCE [46] extended their work and showed the I"-convergence of the
nonlocal functionals studied to local ones. In our work we adopt the approach of
Ponce to show I"-convergence as it is conceptually clear and efficient.

We also note the works of GoBBINO [31] and GoBBINO and MoRA [32] where
elegant nonlocal approximations were considered for more complicated function-
als, like the Mumford-Shah functional.

In the discrete setting, works related to the I"-convergence of functionals to con-
tinuous functionals involving perimeter include [17,24,59]. The results by BRAIDES
and Y1p [17], can be interpreted as the analogous results in a discrete setting to the
ones obtained by Modica and Mortola. They give the description of the limiting
functional (in the sense of I"-convergence) after appropriately rescaling the ener-
gies. In the discretized version considered, they work on a regular grid and the
gradient term gets replaced by a finite-difference approximation that depends on
the mesh size §. VAN GENNIP and BERTOZZI [59] consider a similar problem and
obtain analogous results. In [24], CHAMBOLLE, GIACOMINI and LUSSARDI consider
a very general class of anisotropic perimeters defined on discrete subsets of a finite
lattice of the form 8Z" . They prove the I"-convergence of the functionals as § — 0
to an anisotropic perimeter defined on a given domain in R¢.
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Background on analysis of algorithms on point clouds as n — oo. In the past years
a diverse set of geometrically based methods has been developed to solve different
tasks of data analysis like classification, regression, dimensionality reduction and
clustering. One desirable and important property that one expects from these meth-
ods is consistency. That is, it is desirable that as the number of data points tends
to infinity the procedure used “converges” to some “limiting” procedure. Usually
this “limiting” procedure involves a continuum functional defined on a domain in
a Euclidean space or more generally on a manifold.

Most of the available consistency results are about pointwise consistency. Among
them are works of BELKIN and Ni1vocI [12], GINE and KoLTcHINSKII [30], HEIN,
AUDIBERT, VON LUXBURG [35], SINGER [51] and TING, HUANG, and JORDAN [58].
The works of vVON LUXBURG, BELKIN and BOUSQUET on consistency of spec-
tral clustering [61] and BELKIN and N1voct [11] on the convergence of Laplacian
Eigenmaps consider spectral convergence and thus convergence of eigenvalues and
eigenvectors, which are relevant for machine learning. An important difference
between our work and the spectral convergence works is that in them, there is no
explicit rate at which ¢, is allowed to converge to 0 as n — 00. ARIAS-CASTRO,
PELLETIER, and PupLoO [7] considered pointwise convergence of Cheeger energy
and consequently of total variation, as well as variational convergence when the
discrete functional is considered over an admissible set of characteristic functions
which satisfy a “regularity” requirement. For the variational problem they show that

the convergence holds essentially when n_TlJfl & &, < 1. MAIER, VON LUXBURG
and HEIN [40] considered pointwise convergence for Cheeger and normalized cuts,
both for the geometric and kNN graphs and obtained an analogous range of scalings
of graph construction on n for the convergence to hold.

1.4. Example: An Application to Clustering

Many algorithms involving graph cuts, total variation and related functionals
on graphs are in use in data analysis. Here we present an illustration of how the
I'-convergence results can be applied in that context. In particular we show the
consistency of minimal bisection considered for example in [6,26,28]. The example
we choose is simple and its primary goal is to give a hint of the possibilities. We
intend to investigate the functionals relevant to data analysis in future works.

Let D be domain satisfying the assumptions of Theorem 1.1, for example the
one depicted on Fig. 1. Consider the problem of dividing the domain into two
clusters of equal sizes. In the continuum setting the problem can be posed as finding
Amin C Dsuchthat F(A) = TV (x4a), is minimized over all A such that Vol(D) =
2 Vol(A). For the domain of Fig. 1 there are exactly two minimizers (A,,;, and its
complement); illustrated on Fig. 2.

In the discrete setting assume that n is even and that V,, = {Xy, ..., X,,} are
independent random points uniformly distributed on D. The clustering problem
can be described as finding A, C V,, which minimizes

Fu(Ap) = GTVn,en (XA,,)
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Fig. 1. Domain D

Fig. 2. Energy minimizers

among all A, C V, with A, = n/2. We can extend the functionals F}, and F to
be equal to +oo for sets which do not satisfy the volume constraint.

The kernel we consider for simplicity is the one given by n(x) = 1if |x] < 1
and n(x) = 0 otherwise. While we did not consider the graph total variation
with constraints in Theorem 1.1, that extension is of a technical nature. In partic-
ular, the liminf inequality of the definition of I"-convergence of Definition 2.6 in
the constraint case follows directly, while the limsup inequality follows using the
Remark 5.1.

B The compactness result implies that if ¢ (n) satisfies (1.8), then the minimizers
A, of F, converge along a subsequence to A which minimizes F. Thus our results
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Fig. 3. Graph with n=500, ¢ = 0.18

Fig. 4. Minimizers when ¢ = 0.18

provide sufficient conditions which guarantee the consistency (convergence) of the
scheme as the number of data points increases to infinity.

Here we illustrate the minimizers corresponding to different € on a fixed dataset.
Figures 3 and 4 depict the graph and a minimizer when ¢ is taken large enough.
Note that this minimizer resembles the one in the continuous setting in Fig. 2. In
contrast, on Figs. 5 and 6 we present the graph and a minimizer when ¢ is taken too
small. Note that in this case the energy of such a minimizer is zero. The solutions
are computed using the code of [21].



Continuum Limit of Total Variation on Point Clouds 203

Fig. 6. A minimizer when ¢ = 0.1

1.5. Outline of the Approach

The proof of I"-convergence of the graph total variation GT'V,, ,, to weighted
total variation TV ( -, p2) relies on an intermediate object, the nonlocal functional
TVe(-, p): L'(D,v) — [0, 0o] given by:

1
TV, p) :=E/D/Dngu—ynu(x)—u(y>|p<x>p<y>dxdy. (19)

Note that the argument of GT'V,, ¢, is a function u,, supported on the data points,
while the argument of TV, (-; p) is an L' (D, v) function; in particular a function
defined on D. Having defined the 7 L!-metric, the proof of I"-convergence has two



204 NicoLAs GARCIA TRILLOS & DEJAN SLEPCEV

main steps: the first step is to compare the graph total variation GT'V,, ¢, , with the
nonlocal continuum functional 7' V¢ (-, p). To compare the functionals one needs an
LY (D, v) function which, in TL! sense, approximates u,. We use transportation
maps (that is measure preserving maps) between the measure v and v, to define
i, € LY(D,v). More precisely we set it, = u, o T,, where T, is the transportation
map between v and v, constructed in Section 2.3. Comparing GT'V,, ¢, (u,) with
T Ve (u,; p) relies on the fact that 7), is chosen in such a way that it transports mass
as little as possible. The estimates on how far the mass needs to be moved were
known in the literature when p is constant. We extended the results to the case when
p is bounded from below and from above by positive constants.

The second step consists of comparing the continuum nonlocal total variation
functionals (1.9) with the weighted total variation (1.7).

The proof on compactness for GT'V,, ¢, depends on an analogous compactness
result for the nonlocal continuum functional 7'V, (-, p).

The paper is organized as follows. Section 2 contains the notation and pre-
liminary results from the weighted total variation, transportation theory and I"-
convergence of functionals on metric spaces. More specifically, in Section 2.1 we
introduce and present basic facts about weighted total variation. In Section 2.2 we
introduce the optimal transportation problem and list some of its basic properties. In
Section 2.3 we review results on optimal matching between the empirical measure
v, and v. In Section 2.4 we recall the notion of I"-convergence on metric spaces
and introduce the appropriate extension to random setting. In Section 3 we define
the metric space T L? and prove some basic results about it. Section 4 contains the
proof of the I'-convergence of the nonlocal continuum total variation functional
TV, to the TV functional. The main result, the I"-convergence of the graph TV
functionals to the TV functional is proved in Section 5. In Section 5.2 we discuss
the extension of the main result to the case when X1, ..., X, are not necessarily
independently distributed points.

2. Preliminaries

2.1. Weighted Total Variation

Let D be an open and bounded subset of R? and let  : D — (0, c0) be
a continuous function. Consider the measure dv(x) = v (x)dx. We denote by
LY (D, v) the L'-space with respect to v and by || - [l1(p,vy its corresponding
norm; we use L!(D) in the special case ¥ = 1 and || - || L(p) for its corresponding
norm. If the context is clear, we omit the set D and write L' (v) and || - || L1 (v)- Also,
with a slight abuse of notation, we often replace v by v in the previous expressions;
for example we use LY(D,v¥)to represent L' (D, v).

Following BALDI, [9], for u € L'(D, y) define

TV(M;W)ZSHP{/ udiv(¢)dx : (VxeD) |p(x)| = (x), ¢€C§°(D,Rd)]
D
2.1
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the weighted total variation of u in D with respect to the weight {y . We denote by
BV (D; ) the set of functions u € L'(D, y) for which TV (u; ) < +00. When
¥ = 1 we omit it and write BV (D) and TV (u). Finally, for measurable subsets
E C D, we define the weighted perimeter in D as the weighted total variation of
the characteristic function of the set: Per(E; ) = TV (xg; ¥).

Throughout the paper we restrict our attention to the case where ¥ is bounded
from below and from above by positive constants. Indeed, in applications we con-
sider ¢ = p?, where p is continuous and bounded below and above by positive
constants.

Remark 2.1. Since D is a bounded open set and ¢ is bounded from above and
below by positive constants, the sets L' (D) and L' (D, ) are equal and the norms
Il - Ilr1(py and || - l[z1(p,y) are equivalent. Also, it is straightforward to see from
the definitions that in this case BV (D) = BV (D; ).

Remark 2.2. If u € BV (D; ) is smooth enough (say for example u € C'(D))
then the weighted total variation 7'V (u; ¥) can be written as

/ [Vu(x) | (x) dx.
D

If E is aregular subset of D, then Per(E; v) can be written as the following surface
integral,

Per(E; ¥) =/ ¥ (x) dS(x).
9END

One useful characterization of BV (D; ¥) is provided in the next proposition
whose proof can be found in [9].

Proposition 2.3. Let u € L' (D, V), u belongs to BV (D; V) if and only if there
exists a finite positive Radon measure |Duly and a |Duly-measurable function
o : D — R with |o(x)| = 1 for |Du|y -almost everywhere x € D and such that
V$ € CX(D,RY)

¢ (x) - o(x)
v (x)

The measure |Duly, and the function o are uniquely determined by the previous
conditions and the weighted total variation TV (u; ) is equal to | Duly (D).

/ udiv(ep)dx = — d|Duly (x).
D D

We refer to [ Duly as the weighted total variation measure (with respect to )
associated with u. In the case ¥ = 1, we denote |Du|y by |Du| and we call it the
total variation measure associated with u.

Using the previous definitions one can check that o does not depend on i and
that the following relation between | Du|y and | Du| holds:

d|Duly (x) = ¥ (x) d[Duf(x). (2.2)
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In particular,

TV(M;W)=/D¢(x)dIDu|(X)- (2.3)

The function o (x) is the Radon—Nikodym derivative of the distributional derivative
of u (denoted by Du) with respect to the total variation measure | Du|.

Since the functional TV (-; ¥) is defined as a supremum of linear continuous
functionals in L (D, ), we conclude that TV (-; ¥) is lower semicontinuous with
respect to the LY(D, Yr)-metric [and thus LY(D)-metric given the assumptions on
¥]. That is, if u, = LI(D,y) U aS 1 —> 00, then

liminf 7V (un; ) = TV (u; ¥). 2.4

We finish this section with the following approximation result that we use in the
proof of the main theorem of this paper. We give a proof of this result in Appendix A.

Proposition 2.4. Let D be an open and bounded set with Lipschitz boundary
and let v : D — R be a continuous function which is bounded from below
and from above by positive constants. Then, for every function u € BV (D, ¥)
there exists a sequence {up},cN With u, € CSO(R‘I) such that u,, —>Lipy U and
Jp IVupl¥r(x)dx — TV (u; ) as n — oo.

2.2. Transportation Theory

In this section D is an open and bounded domain in R¢. We denote by B(D)
the Borel o-algebra of D and by &2(D) the set of all Borel probability measures
on D. Given 1 £ p < o0, the p-OT distance between u, i € Z?(D) [denoted by
dp (e, i1)] is defined by:

I/p
dp(/.L, /:L) = mln[(/D D|x_y|pd7'f(x7 y)) L TE F(M’ /:L)]s (25)

where I' (i, 1) is the set of all couplings between u and fi, that is, the set of all
Borel probability measures on D x D for which the marginal on the first variable is
w and the marginal on the second variable is fi. The elements 7 € I"(u, (i) are also
referred as transportation plans between p and t. When p = 2 the distance is also
known as the Wasserstein distance. The existence of minimizers, which justifies
the definition above, is straightforward to show, see [60]. When p = oo

doo(it, ft) := inf {esssupn{|x -yl : (x,y)e Dx D} : mel(u, [L)}, (2.6)

defines a metric on & (D), which is called the co-transportation distance.

Since D is bounded the convergence in OT metric is equivalent to weak conver-
gence of probability measures. For details see for instance [5,60] and the references
therein. In particular, u, BN W (to be read p, converges weakly to ) if and only
if for any 1 < p < oo there is a sequence of transportation plans between p, and
W, {7Tn } e, for which:
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lim // |x — y|? dm, (x, y) = 0. 2.7
n—0oo DXD

Since D is bounded, (2.7) is equivalent to lim, .o [}, p |x — yldm,(x, y) = 0.
We say that a sequence of transportation plans, {7, },cn (With 7w, € I'(, y)), is
stagnating if it satisfies the condition (2.7). We remark that, since D is bounded, it
is straightforward to show that a sequence of transportation plans is stagnating if
and only if 7, converges weakly in the space of probability measures on D x D to
= (id x id)zpL.

Given aBorel map T : D — D and pu € & (D) the push-forward of u by T,
denoted by Ty u € Z(D) is given by:

T.u(A) == (T_I(A)) A e B(D).

Then for any bounded Borel function ¢ : D — R the following change of variables
in the integral holds:

/Dw(x) d(Typ0) (x) =/D<ﬂ(T(X)) dpa(x). (2.8)

We say that a Borel map 7 : D — D is a transportation map between the
measures 4 € (D) and i € Z(D) if i = Tyu. In this case, we associate a
transportation plan w7 € I'(u, 1) to T by:

mr = (Id xT).p, (2.9)

where Id XxT : D — D x D is given by (Id xT)(x) = (x, T(x)). For any ¢ €
L'(D x D,B (D x D), )

/ c(x, y)dmr(x, y) =/ ¢ (x, T(x)) du(x). (2.10)
DxD D

It is well known that when the measure u € Z?(D) is absolutely continuous
with respect to the Lebesgue measure, the problem on the right hand side of (2.5)
is equivalent to:

1/p
min[(/ |x—T(x)|”dy,(x)) : Tnuzﬂ], (2.11)
D

and when p is strictly greater than 1, the problem (2.5) has a unique solution
which is induced [via (2.9)] by a transportation map 7 solving (2.11) (see [60]). In
particular when the measure p is absolutely continuous with respect to the Lebesgue
measure, i, = K asn — oo is equivalent to the existence of a sequence {7, },eN
of transportation maps, (7,4 = u,) such that:

/ [x = Tp(x)|du(x) — 0, as n — oo. (2.12)
D

We say that a sequence of transportation maps {7, },cn 1S stagnating if it satisfies
(2.12).
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We consider now the notion of inverse of transportation plans. Forr € I'(u, i),
the inverse plan m=' € I'(ft, ) of 7 is given by:

b= s, (2.13)

where s : D x D — D x D is defined as s(x,y) = (v, x). Note that for any
ce LY(D x D, n):

/ c(x,y>dn<x,y>=/ c(y,x) dr (x, y).
DxD DxD

Let w, it, 1 € (D). The composition of plans w1, € I'(i, 1) and 73 €
I (f1, 1) was discussed in [5, Remark5.3.3]. In particular, there exists a probability
measure  on D x D x D such that the projection of & to first two variables is 717,
and to second and third variables is 23. We consider 773 to be the projection of &
to the first and third variables. We will refer 713 as a composition of 71> and 723
and write 713 = 703 o w12. Note w13 € ' (i, j1).

2.3. Optimal Matching Results

In this section we discuss how to construct the transportation maps which allow
us to make the transition from the functions of the data points to continuum func-
tions. To obtain good estimates we want to match the measure v, out of which the
data points are sampled, with the empirical measure of data points while moving
the mass as little as possible.

Let D be an open, bounded, connected domain on RY with Lipschitz bound-
ary. Let v be a measure on D with density p which is bounded from below and
from above by positive constants. Consider (§2, .%, P) a probability space that
we assume to be rich enough to support a sequence of independent random points
X1, ..., X,,...distributed on D according to measure v. We seek upper bounds on
the transportation distance between v and the empirical measures v, = % > 8x;
It turned out that in the proof of I"-convergence it was most useful to have estimates
on the infinity transportation distance

doo(v, vp) = inf{|[/d — Tylloc : Tn: D — D, Tpzv = v},

which measures what is the least maximal distance that a transportation map 7,
between v and v, has to move the mass.

If v were a discrete measure with n particles, then the infinity transportation
distance is the min—max matching distance. There is a rich history of discrete
matching results (see [2,38,50,54-57] and references therein). In fact, let us first
consider the case where D = (0, l)d and p is constant, that is, assume the data
points are uniformly distributed on (0, 1)d. Also, assume, for simplicity, that n is
of the form n = k9 for some k € N. Consider P = {p1, ..., p,} the set of n points
in (0, 1)d of the form (é—}{, R éik) for iy, ..., i, odd integers between 1 and 2k.
The points in P form a regular k x - - - x k array in (0, 1)¢ and in particular each
point in P is the center of a cube with volume 1/n. As in [38] we call the points in
P grid points and the cubes generated by the points in P grid cubes.
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For dimension d = 2, LEIGHTON and SHOR [38] showed that, when p is con-
stant, there exist ¢ > 0 and C > 0 such that with very high probability (meaning

probability greater than 1 —n~% where & = ¢ (log n)'/? for some constant ¢; > 0):
c(logn)3/4 , C(logn)3/*
—in S n}Tmml_aXIPi — Xal = — (2.14)
where 7 ranges over all permutations of {1, ..., n}. In other words, when d = 2,

with high probability the co-transportation distance between the random points and
. . . (log n)3/4
the grid points is of order “—7—.
For d = 3, SHOR and YUKICH [50] proved the analogous result to (2.14). They
showed that, when p is constant, there exist ¢ > 0 and C > 0 such that with very

high probability

c(logn)'/d C(logn)'/4

}’ll/d § n}rinmiax |pl - X?T(l)' § n]/d (215)

The result in dimension d = 3 is based on the matching algorithm introduced
by Airtal, KomL6s, and TUsNADY [2]. It relies on a dyadic decomposition of (0, 1)d
and transporting step by step between levels of the dyadic decomposition. The final
matching is obtained as a composition of the matchings between consecutive levels.
For d = 2 the AKT algorithm still gives an upper bound, but not a sharp one. As
remarked in [50], there is a crossover in the nature of the matching when d = 2: for
d =2 3, the matching length between the random points and the points in the grid
is determined by the behavior of the points locally, for d = 1 on the other hand,
the matching length is determined by the behavior of random points globally, and
finally for d = 2 the matching length is determined by the behavior of the random
points at all scales. At the level of the AKT algorithms this means that for d = 3
the major source of the transportation distance is at the finest scale, for d = 1 at
the coarsest scale, while for d = 2 distances at all scales are of the same size (in
terms of how they scale with n). The sharp result in dimension d = 2 by Leighton
and Shor required a more sophisticated matching procedure. An alternative proof
in d = 2 was provided by Talagrand [54] who also provided more streamlined and
conceptually clear proofs in [55,56]. These results can be used to obtain bounds on
the transportation distance in the continuum setting.

The results above were extended in [29] to the case of general domains and gen-
eral measures with densities bounded from above and below by positive constants.
Combined with Borel-Cantelli lemma they imply the following:

Theorem 2.5. Let D be an open, connected and bounded subset of RY which has
Lipschitz boundary. Let v be a probability measure on D with density p which is
bounded from below and from above by positive constants. Let X1, ..., Xn, ... be
a sequence of independent random points distributed on D according to measure
v and let v, be the associated empirical measures (1.5). Then there is a constant
C > 0 such that for P-almost everywhere w € §2 there exists a sequence of
transportation maps {1, },,eN from v to v, (Tysv = vy,) and such that:
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1214 - T,
if d=2then lim supM <c (2.16)
s 00 (logn)3/

Vd\1a — T,
andif d=3then limsup 14— Tnlloe

<
m Su| (log )1/ s C. 2.17)

2.4. I'-Convergence on Metric Spaces

We recall and discuss the notion of I'-convergence in general setting. Let
(X, dx) be a metric space. Let F,, : X — [0, oo] be a sequence of functionals.

Definition 2.6. The sequence {F}},cy I'-converges with respect to metric dy to
the functional F : X — [0, oo] as n — oo if the following inequalities hold:

1. Liminf inequality: For every x € X and every sequence {x,},cn converging
to x,

liminf F,(x,) = F(x);
n—oo

2. Limsup inequality: For every x € X there exists a sequence {x,},cn converg-
ing to x satisfying
lim sup Fy,(x,) < F(x).
n—o00
We say that F is the I"-limit of the sequence of functionals {F},},cn (With
respect to the metric dy).

Remark 2.7. In most situations one does not prove the limsup inequality for all
x € X directly. Instead, one proves the inequality for all x in a dense subset X of X
where it is somewhat easier to prove, and then deduce from this that the inequality
holds for all x € X. To be more precise, suppose that the limsup inequality is true
for every x in a subset X’ of X and the set X’ is such that for every x € X there
exists a sequence {xg}zcn in X' converging to x and such that F(x;) — F(x) as
k — oo, then the limsup inequality is true for every x € X. It is enough to use a
diagonal argument to deduce this claim.

Definition 2.8. We say that the sequence of nonnegative functionals {F}, }, <y satis-
fies the compactness property if the following holds: Given {ny}; <y an increasing
sequence of natural numbers and {x; }; <y @ bounded sequence in X for which

sup Fy, (xx) < 00
keN

{xr}ren is relatively compact in X.

Remark 2.9. Note that the boundedness assumption of {xx }; <y in the previous def-
inition is a necessary condition for relative compactness and so it is not restrictive.

The notion of I"-convergence is particularly useful when the functionals { F;; },cy
satisfy the compactness property. This is because it guarantees convergence of min-
imizers (or approximate minimizers) of F}, to minimizers of F' and it also guarantees
convergence of the minimum energy of F}, to the minimum energy of F (this state-
ment is made precise in the next proposition). This is the reason why I"-convergence
is said to be a variational type of convergence.
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Proposition 2.10. Let F,, : X — [0, 00] be a sequence of nonnegative functionals
which are not identically equal to +00, satisfying the compactness property and
I'-converging to the functional F : X — [0, oo] which is not identically equal to
+o00. Then,
lim inf F,(x) = min F(x). (2.18)
X xeX

n—00 xe

Furthermore, every bounded sequence {x,},cn in X for which
lim (Fn(xn) — inf Fn(x)) =0 (2.19)
n— 00 xeX

is relatively compact and each of its cluster points is a minimizer of F.
In particular, if F has a unique minimizer, then a sequence {x,},cN satisfying
(2.19) converges to the unique minimizer of F.

One can extend the concept of I"-convergence to families of functionals indexed
by real numbers in a simple way, namely, the family of functionals { F}, },, ¢ is said to
I'-converge to F as h — 0 if for every sequence {/,},cn With i, — 0asn — oo
the sequence {th }n oy I'-converges to the functional F as n — oo. Similarly one
can define the compactness property for the functionals { F},};,- . For more on the
notion of I"-convergence see [16] or [25].

Since the functionals we are most interested in depend on data (and hence are
random), we need to define what it means for a sequence of random functionals to
I'-converge to a deterministic functional.

Definition 2.11. Let (£2, .%, IP) be a probability space. For {F}, },cn a sequence of
(random) functionals F, : X x £ — [0, oo] and F a (deterministic) functional
F : X — [0, o], we say that the sequence of functionals { F;},,cry I"-converges (in
the dx metric) to F, if for P-almost every w € 2 the sequence {F}, (-, ®)},en I'-
converges to F' according to Definition 2.6. Similarly, we say that { F;, },,cn satisfies
the compactness property if for P-almost every w € 2, {Fj, (-, )}, en satisfies the
compactness property according to Definition 2.8.

We do not explicitly write the dependence of F, on @ understanding that we
are always working with a fixed value w € 2, and hence with a deterministic
functional.

3. The Space T L?

In this section, D denotes an open and bounded domain in R¢. Consider the set

TLP(D) :={(u, ) : we P(D), felLl(D,un}
For (u, f) and (v, g) in T LP we define drrr ((, f), (v, g)) by

1/p

drir((u, f), (v, @)= inf (// |x—y|f’+|f(x)—g<y>|/’dn<x,y)) .
wel (u,v) DxD

3.1)
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Remark 3.1. We remark that formally 7' L” is a fiber bundle over 2 (D); namely,
if one considers the Finsler (Riemannian for p = 2) manifold structure on £ (D)
provided by the p — OT metric (see [1] for general p and [5,43] for p = 2) then
T L? is, formally, a fiber bundle.

In order to prove that drpr is a metric, we remark that dr» is equal to a
transportation distance between graphs of functions. To make this idea precise, let
Z,(D x R) be the space of Borel probability measures on the product space D x R
whose p-moment is finite. We consider the map

(u, f) e TL? — (Id x f)spn € Z,(D x R),

which allows us to identify an element (1, f) € T LP with a measure in the product
space D x R whose support is contained in the graph of f.
Fory,y € Z,(D x R) letd,(y, y) be given by

(@,(r.7)" = __inf // = Y17+ Is = 17 d((x), (1))
7€l (y.¥) J J(DxR)x(DxR)

Remark 3.2. We remark thatd,, is adistance on &7, (D x R) and that it is equivalent
to the p-OT distance d, introduced in Section 2.2 (the domain being D x R).
Moreover, when p = 2 these two distances are actually equal.

Using the identification of elements in 7'L” with probability measures in the
product space D x R we have the following:

Proposition 3.3. Let (u, f), (v, g) € TLP. Then, drrr((i, ), (v, 8)) = dp
(1, 1), (v, 8)).

Proof. To see this, note that for every m € I'((i, f), (v, g)), it is true that the
support of 7 is contained in the product of the graphs of f and g. In particular, we
can write

// lx = y? + s —t|P dr((x, ), (v, 1))
(DxR)x(DxR)

=// = 1P 4 1£ (0 — g1 diEr, ), (3.2)
DxD

where 7 € I'(u, v). Therighthandside of (3.2) is greaterthandrpr (i, f), (v, g)),
which together with the fact that 7 was arbitrary implies thatd, ((«, f), (v, 8)) =
drrr (i, f), (v, g)). To obtain the opposite inequality, it is enough to notice
that for an arbitrary coupling 7 € I'(u, v) we can consider the measure 7 :=
((Id x f)x (I1d x g))s7 which belongs to I" ((t, f), (v, g)). Then, Equation (3.2)
holds and its left hand side is greater than d7r» ((i, f), (v, g)). The fact that 7 was
arbitrary allows us to conclude the opposite inequality. O

Remark 3.4. Proposition 3.3 and Remark 3.2 imply that (T L?, drpr) is a metric
space.
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Remark 3.5. We remark that the metric space (T L?, drrr) is not complete. To
illustrate this, let us consider D = (0, 1). Let u be the Lebesgue measure on D
and define f,,4+1(x) := signsin(2"wx) for x € (0, 1). Then, it can be shown that
drre (i, fn), (by fas1)) < 172", This implies that the sequence {(i, fi)},en 1S
a Cauchy sequence in (T'L?, drrr). However, if this was a convergent sequence,
in particular it would have to converge to an element of the form (u, f) (see

P
Proposition 3.12 below), but then, by Remark 3.9, it would be true that f, Lii) f.

This is impossible because { f, },,cny i not a convergent sequence in L (u).

Remark 3.6. The completion of the metric space (T'L?, drp») is the space (2, (D x
R), d,). In fact, in order to show this, it is enough to show that 7L” is dense in
(Z,(D x R), d)). Since the class of convex combinations of Dirac delta masses
is dense in (&,(D x R), d,), it is enough to show that every convex combina-
tion of Dirac deltas can be approximated by elements in 7 L”. So let us consider
8 € Z,(D x R) of the form

m
8= aijdy iy

i=1 j=1

li

where x1, ..., x, are n points in D; til € R;a;; > 0and ZZ":l joraij = 1.

Now, for every n € N and for every i = 1, ..., m choose rl?“ > 0 such that for all
i: B(x;,r!") € D and forall k # i, B(x;, r]') N B(xg, r/) = ¥ and such that (Vi)
<l

I = n"
. . in in . . .
Fori =1,...,m consider y|", ..., y, a collection of /; points in B(x;, rl.").

We define the function f,, : D — R given by f"(x) = tl.j ifx = y’}’" for some i, j
and f,(x) = 0if not. '
Finally, we define the measure u, € (D) by

m I

Un = ZZaiijj_,n.

i=1 j=1

d
It is straightforward to check that (u,, f,) 25 8.

Remark 3.7. Here we make a connection between T L? spaces and Young mea-
sures. Consider a fiber of TL? over u € £ (D), that is, consider

TLpLu:: {(M» f):fe LP(M)} .
Let Proj; : D x R +— D be defined by Proj; (x, t) = x and let
Pp(D x R)Lyi= {y € Zp(DxR) : Projj,y = ,u} .

Thanks to the disintegration theorem (see Theorem 5.3.1in[5]), the set &2, (D x
R)L,, can be identified with the set of Young measures (or parametrized mea-
sures) with finite p-moment which have p as base distribution (see [23,44]). It is
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straightforward to check that &, (D x R)L, is a closed subset (in the d,, sense)
of Z,(D x R). Hence, the closure of TL,L, in &,(D x R) is contained in
Z,(D x R)Ly, that is,

TLPL, € Zp(D xR),.

In general, the inclusion may be strict. For example, if we let D = (—1, 1) and
consider = §p to be the Dirac delta measure at zero, then it is straightforward
to check that T L7, is actually a closed subset of &2, (D x R) and that TL?,C
Z,(D x R)L,. On the other hand, if the measure u is absolutely continuous with
respect to the Lebesgue measure, then the closure of T'L ., is indeed &2,(D x
R)L,. This fact follows from Theorem 2.4.3 in [23]. Here we present a simple proof
of this fact using the ideas introduced in the preliminaries. Note that it is enough
to show that TLPL, is dense in &,(D x R).,. Solety € &,(D x R),. By
Remark 3.6, there exists a sequence {((i4n, fu)}peny € T LP such that

d,
(Kns fn) —> 7.
In particular,

d)
Un —> K.

Since u is absolutely continuous with respect to the Lebesgue measure, for every
n € N there exists a transportation map 7,, : D — D with T,,;;t = 4, such that

/ lx = Th(0)|Pdp(x) = (dp(p, un))” — 0, asn — oo.
D

On the other hand, the transportation map 7, induces the transportation plan 7, €
I' (i, py,) defined in (2.9). Hence,

(dp (i, fr o Tn), (ns )P = (drrr (i, fu o Tn), (ns fr)))?

<[ ey
DxD
+/ IanTn(x)_fn(y)lpdﬂTn(xa y)
DxD
:/ lx — T, (x)|? de(x).
D

From the previous computations, we deduce that (d,((w, f o Ty,), (n, fu)) — 0

d,
as n — oo, and thus (u, f, o T;) N y. This shows that TL”, is dense in
Z,(D x R)L,, and given that &7, (D x R)L,, is a closed subset of &7,(D x R),
we conclude that TLPL, = Z,(D x R),.

Remark 3.8. If one restricts the attention to measures w, v € $?(D) which are
absolutely continuous with respect to the Lebesgue measure then
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inf ( /D = TP + £ (x) — g(T(x))I”du(X)) ’

T :Tipu=v

majorizes drrr((, f), (v, g)) and furthermore provides a metric (on the subset
of T L?) which gives the same topology as dr». The fact that these topologies are
the same follows from Proposition 3.12.

Remark 3.9. One can think of the convergence in 7' L? as a generalization of weak
convergence of measures and of L” convergence of functions. That is {{,},en

in Z(D) converges weakly to u € Z(D) if and only if (u,, 1) T—Lp> (u, 1) as
n — oo (which follows from the fact that on bounded sets the p-OT metric metrizes
the weak convergence of measures [5]), and that for u € & (D) asequence { f,},en

P
in LP(u) converges in L” () to f if and only if (u, f,) i (u, f)asn — oo.
The last fact is established in Proposition 3.12.

We wish to establish a simple characterization for the convergence in the space
T LP. For this, we first need the following two lemmas:

Lemma 3.10. Let p € &(D) and let Ty, € I’ (, ) foralln € N. If {m,},,en, is a
stagnating sequence of transportation plans, then for any u € LP (1)

lim // lu(x) —u()|? dm,(x, y) =0.
n—0o0o DxD

Proof. We prove the case p = 1 since the other cases are similar. Letu € L '(w) and
let {m,},en be a stagnating sequence of transportation maps with 7, € I" (i, @).
Since the probability measure u is inner regular, we know that the class of Lipschitz
and bounded functions on D is dense in L' (). Fix & > 0. We know there exists a
function v : D — R which is Lipschitz and bounded and for which:

/ u(x) — v(0)] die(x) < §

D

Note that

// |v<x>—v(y>|dnn<x,y)§Lip<v>// X — y[d7,(x, y) — 0, as n— oo.
DxD DxD

Hence, wecanfind N € Nsuchthatifn = Nthen [[; , [v(x)—v(y)|dm,(x, y) <
%. Therefore, for n = N, using the triangle inequality, we obtain

// lu(x) —u(y)ldra(x, y) = // lu(x) —v(x)|dmy(x, y)
DxD DxD
+// lv(x) —v(y)ldm,(x, y)
DxD

+// () — u()] da(x, )
DxD
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- 2/ [0(x0) — ()] dex)
D

+// [v(x) —v(y)ldmu(x, y) <e.
DxD

This proves the result. O
Lemma 3.11. Suppose that the sequence {{tn},cN in P (D) converges weakly to
u € P(D). Let {uy},cN be a sequence with u, € LP(u,) and let u € LP(u).

Consider two sequences of stagnating transportation plans {1, },cn and {ﬁn }neN
(with 7, T, € T' (i, up)]. Then:

lim // lu(x) — u, ()P dry(x, y)
n—oo DxD

=0 < lim // |u(x) — un(y)|” ditn(x, y) =0 (3.3)
DxD

n—o00

Proof. We present the details for p = 1, as the other cases are similar. Take

T, U e I'(un, 1) as the inverse of 7, defined in (2.13). We can consider m, €

Q(D x D x D) as the measure mentioned at the end of Section 2.2 (taking 723 =
Vand 712 = 7). In particular 77, “lom, e I' (i, ). Then

// lun(y) —u(x)|dmy(x,y) = /// [y (y) —u(x)|dmy(x, y, 2),
DxD DxDxD

// lun(z) —u(y)| da, (v, 2) =// lun (y) — u(2)|d7, (v, 2)
DxD DxD
=/// lun(y) —u(2)|dmy,(x, y, 2),
DxDxD

which implies, after using the triangle inequality:

‘// |un(y>—u(x>|dnn<x,y)—// 102) = 1un ()] dFn (v, 2)
DxD DxD
§/// lu(z) — u(x)|dm,(x, y, z)
DxDxD

= // lu(z) — u(x)|da, " o 7, (x, 2).
DxD

Finally, note that

// Ix —z|d7, Lo, (x, 2)

DxD

§// |x—y|dnn<x,y)+// v — 24 (e, y) — O,
DxD DxD
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asn — oo. The sequence {ﬁn_ Lo m, }neN satisfies the assumptions of Lemma 3.10,

so we can deduce that ffDxD lu(z) — ux)| dfrn_1 omy(x,z) = 0asn — oco. By
(3.4) we get that:

lim ‘// Iun(y)—u(x)ldrrn(x,y)—// lun(z) —u(y)ld, (y, z)| = 0.
n—00 DxD DxD

This implies the result. 0O

Proposition 3.12. Let (i, f) € TL? and let {(n, fu)},en be a sequence in T LP.
The following statements are equivalent:

TL?
L (. fn) — (u, f) asn — oo.
2. Un LN W and for every stagnating sequence of transportation plans {7, },eN
(with 7tp € I' (i, wn))

// [ f(x) — faMI? dmy(x,y) = 0, asn — oo. (3.4)
DxD

3. Uy - W and there exists a stagnating sequence of transportation plans
()} ey with mr, € T'(w, wy)] for which (3.4) holds.

Moreover; if the measure | is absolutely continuous with respect to the Lebesgue
measure, the following are equivalent to the previous statements:

4. Un = W and there exists a stagnating sequence of transportation maps
{Tu}nen (wWith Ty = [u,) such that:

/ | f () = fu (TN dp(x) — 0, asn — oo; (3.5)
D

w . .
5. n —> | and for any stagnating sequence of transportation maps {T,},eN
(with Tyt = py) (3.5) holds.

Proof. By Lemma 3.11, claims 2 and 3 are equivalent. In case p is absolutely
continuous with respect to the Lebesgue measure, we know that there exists a stag-
nating sequence of transportation maps {7} },cn (With 7,3 = w,). Considering
the sequence of transportation plans {7TT,, }n < las defined in (2.9)] and using (2.10)
we see that 2., 3., 4., and 5. are all equivalent. We prove the equivalence of 1. and 3.
(1. = 3.) Note that dp (i, jn) < drrr (i, f), (un, fn)) for every n. Conse-

quently d,(u, p) — 0 as n — oo and in particular i, LN u as n — oo. Fur-
thermore, since drrr (L, f), (Ln, fn)) = 0asn — oo, there exists a sequence
{n,’f}n oy Of transportation plans (with ¥ e I'(i, iy)) such that:

lim // lx — y|P dr)(x, y) =0,
n—oo DxD

lim // [ f(x) = fu)IP dr) (x, y) = 0.
DxD

n—oo
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Then, {n;f}neN is a stagnating sequence of transportation plans for which (3.4)
holds.

(3. = 1.) Since u, LN u as n — oo (and since D is bounded), we know that
dp(in, ) — 0asn — oo. In particular, we can find a sequence of transportation
plans {7, },cn With r,, € " (i, ) such that

lim // |x — y|? dm, (x, y) = 0.
n—0oo DxD

Then, {r,}, <y is a stagnating sequence of transportation plans. By the assumption
we conclude that:

lim // 1£() = fuO)IP dmux. y) = 0.
DxD

n—o0
We deduce that limy, oo d7rr (i, 1), (s fn)) =0. O

Definition 3.13. Suppose {ii,},cn in &2 (D) converges weakly to u € Z (D). We
say that the sequence {u,},cn [With u, € L?(u,)] converges in the 7 L? sense to
u e LP(u), if {(4n, un)},en converges to (u, ) in the 7 LP metric. In this case

. . . TLP
we use a slight abuse of notation and write u;, — u as n — 00. Also, we say the
sequence {u,}, N [Withu,, € LP(u,)]isrelatively compactin 7 L? if the sequence
{(tn, un)},en is relatively compact in 7LP.

Remark 3.14. Thanks to Proposition 3.12 when pu is absolutely continuous with
LP . .
respect to the Lebesgue measure u, —> u as n — oo if and only if for every

(or one) {7, },cy stagnating sequence of transportation maps (with Tt = 1) it

. L? .. . . .
is true that u, o T, ) u as n — oo (this in particular implies the last part of

Remark 3.9). Also {u,},cy is relatively compact in 7'L? if and only if for every
(or one) {7} },cy stagnating sequence of transportation maps (with Tsp = () it
is true that {u, o T, },cn is relatively compact in L (w).

In the light of Proposition 3.12 and Remark 3.7, we finish this section by illus-
trating a further connection between Young measures and the 7'L” space and also
we provide a geometric characterization of L”-convergence. These connections
follow from Theorem 2.4.3 in [23], nevertheless, we decided to present them in the
context of the tools and results presented in this section. Let us consider u to be
the Lebesgue measure. The set L7 (1) can be identified with the fiber TL L, in a
canonical way:

FeLP(w) > (u, f) e TLPL,.

Thus, we can endow L? (u) with the distance dr». Note that by Remark 3.9, the

topologies in L7 (1) generated by drpr and || - ||zr(u) are the same. However,
Remark 3.5 implies that d7;» and the distance generated by the norm || - ||1r(u)
are not equivalent. Note that the space L” (1) endowed with the norm || - [|zr ()

is a complete metric space. On the other hand, by Remark 3.7, the completion of
L? (1) endowed with the metric d7» is &2, (D x R)L,, with d,, as distance. This is
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a characterization for the class of Young measures with finite p-moment, namely,
they can be interpreted as the completion of the space L” (i) endowed with the
metric drp». Regarding the geometric interpretation of L”-convergence, we have
the following:

Corollary 3.15. Let (v be the Lebesgue measure on D. Let { f,},cn be a sequence
in LP(u) and let f € LP (). Then, { f,,},cn converges to f in LP (w) if and only
if the graphs of f, converge to the graph of f in the p-OT sense.

Proof. From Remark 3.9, the sequence { f;, },,cy converges to f in L” (1) if and only
if the sequence {(i, fu)},en converges to (u, f) in TLP. This implies the result,
because T'L? distance is equivalent to the p-OT distance defined on &2, (D x R)
(see Proposition 3.3 and Remark 3.2). 0O

4. I'-Convergence of TV, (-, p)

In this section we prove the I"-convergence of the nonlocal functionals 7'V, (-, p)
to the weighted total variation with weight p2.

Theorem 4.1. Consider an open, bounded domain D in R with Lipschitz bound-
ary. Let p : D — R be continuous and bounded below and above by positive
constants. Then, {T V. (-; p)}o-g [defined in (1.9)] I'-converges with respect to the
LY(D, p)-metric to o, TV(, 02). Moreover, the functionals {T V,(-; P)}e=o satisfy
the compactness property (Definition 2.8) with respect to the L' (D, p)-metric.

Part of the proof of this result follows ideas present in the work of PONCE
[46]. Specifically, Lemma 4.2 below and the first part of the proof of the liminf
inequality are adaptations of results by Ponce. The first part of the proof of the
limsup inequality is a careful adaptation of the appendix of a paper by ALBERTI
and BELLETTINI [3].

We also prove compactness of the functionals {7 V. (+; p)},~.This part required
new arguments, due to the presence of domain boundary and lack of L°°-control.
Part of the proof on compactness in [3] is used. As a corollary, we show that if
one considers only functions uniformly bounded in L°°, the compactness holds for
open and bounded domains D regardless of the regularity of its boundary.

Since the definition of I"-convergence for a family of functionals indexed by
real numbers is given in terms of sequences, in this section we adopt the following
notation: ¢ is a short-hand notation for ¢, where {¢,},¢<y is an arbitrary sequence
of positive real numbers converging to zero as n — oo. Limits as ¢ — 0 simply
mean limits as n — oo for every such sequence.

Lemma 4.2. Let D be a bounded open subset of R and let p : D — R be a
Lipschitz function that is bounded from below and from above by positive constants.
Suppose that {ug},- is a sequence of C? functions such that

sup {||VM8||LOO(Rd) n ||Dzu8||Lm(Rd)} < . 4.1)

>0
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1
IfVu, L—(D>) Vu for some u € C*(RY), then

lim TV, (us: ) = o, / Vu ()| (o ()2 dox. 42)
£—> D

Proof. Step 1: For an arbitrary function v € C2(R%) we define

1
Hy(v) = —/ / Ne(x — ) [Vu(x) - (y —x)|p(x)p(y) dy dx.
&JbpJD
First we show that

Lim |T'Ve (ue; p) — He(ue)| = 0. (4.3)

For this purpose, note that by Taylor’s theorem and by (4.1), forx,y € D x #y
ande > 0
ueg(x) — ue(y) Ve (x) - (y — x)
=yl
where || D?u,|| Loo(Rdy denotes the L°° norm of the Hessian matrix of the function

ue and C is a positive constant independent of e. Using this inequality and a simple
change of variables we deduce

< ||1D*ugl| poweylx — y| < Clx — yl,

C Vol(D)||pl17
\TVa(ue: p) — Holuts)] < ( >/ ne () ] dh
€ lh| Sy

~en()|h|*dh,

= C Vol(D)||p|?~ /
( )||P||L (D) <t

where y denotes the diameter of the set D. Finally, using assumption (K3) on the
kernel 7, it is straightforward to deduce that the last term in the previous expression
goes to zero as € goes to zero, and thus we obtain (4.3).

Step 2: Now, forv € C 2(Rd ) consider
~ 1
H(v) = —/ / 1e(h) [Vo(x) - h| (0(x))* dh dx. 4.4
&€ JD Jx+heD
We claim that
lim }Hg(ug) — Ao =o. (4.5)
£—>
Indeed, using the fact that p is Lipschitz,

’Ha(us) - I:Is(us)

1
§_// ne(h) [Vue(x) - bl |p(x + h) — p(x)] p(x) dh dx
&€ JD Jx+heD

Vu 00 Li 0
< Wl WDz [ [ ypanas
D Jx+heD

= e
< [|Vue || oo ray Lip(p) || ]| Loo(p) VOL(D)

ne(W)|h|? dh,

£ lhl<y
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where as in Step 1 y denotes the diameter of the set D. The last term in the previous

expression goes to zero as € goes to zero (as in Step 1).

Step 3: We claim that

1
lim —

) // ne(h) |Vue (x) - b (p(x))* dh dx = 0. (4.6)
e>0& Jp Jx+heRI\D

Note that,

1
- / / 1e(h) Vg (x) - 1| (p(x))* dh dx
&€ JD Jx+heR4\D

< WVuellpmgolioloy [ [ dipihidiar,
D Jx+eheR4\D

Using (4.1) and assumption (K3) on 7, we deduce that the right hand side of the
previous inequality goes to zero as € goes to zero, thus implying (4.6).

Step 4: Using steps 1, 2, and 3 in order to obtain (4.2) it is enough to prove that

1
lim —
e—0 &

/ / ne ()| Ve (x) - hl(p(x)* dh dx = oy, / [Vl (p(x))? dx. (4.7)
D JRA D

Note that using the change of variables h = % and the isotropy of the kernel 7,
imply

1
—// N (h)| Ve (x) - h| (p(x))* dh dx
& JD JRA

/ ( / ()| Ve (x) - dfz) (p(x))* dx
D R4

oy /D Vit (1)1 (p(x))* dx.

Taking ¢ to zero in the previous expression we obtain (4.7), and consequently (4.2).
O

4.1. Proof of Theorem 4.1: the Liminf Inequality

Proof. Case 1: p is Lipschitz. Consider an arbitrary u € L'(p) and suppose that
Ll

Ug Y u as ¢ — 0. Recall that given the assumptions on p this is equivalent to
LY(D .

Ug —(>) uase — 0. We wanttoshow thatliminf, o 7' Ve (us; p) 2 0TV (u; 02).

Without the loss of generality we can assume that {7V, (u¢; p)}.-¢ is bounded.

The idea is to reduce the problem to a setting where we can use Lemma 4.2.
The plan is to first regularize the functions u, to obtain a new sequence of functions
{ug,g}wo (6 > 0 is a parameter that controls the smoothness of the regularized
functions). The point is that regularizing does not increase the energy in the limit,
while it gains the regularity needed to use Lemma 4.2.
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To make this idea precise, consider J : RY — [0, c0) a standard mollifier.
That s, J is a smooth radially symmetric function, supported in the closed unit ball
B(0, 1) and is such that [, J(z) dz = 1. We set Js to be J5(z) = SidJ (%). Note
that [pq J5(z) dz = 1 for every § > 0.

Fix D’ an open set compactly contained in D. There exists §' > 0 such that
D" = J,cp B(x,8') is contained in D. For 0 < § < & and for a given function
v € L'(D) we define the mollified function vs € L!'(R%) by setting vs(x) =

Jra Js(x —2)v(2) dz = [pa J5(2)v(x —z) dz where we have extended v to be zero
1 /
outside of D. The functions vs are smooth, and satisfy vs Lg) vasd — 0, see

for example [39]. Furthermore

1 1
Vus(x) = /Rd VIs(Qv(x —z)dz = E/Rd (S_dV] (g) v(x —z)dz. (4.8

By taking the second derivative, it follows that there is a constant C > 0 (only
depending on the mollifier J) such that

C
||VU6||L°°(R'1) = 5

C
lvll1(py and ||Dzva||Loo(Rd)§5—2||v||L1<D). 4.9)

. LY(D .
Since u, —(>) uase — Othenorms ||ug||;1(p) are uniformly bounded. Therefore,
taking v = u, in inequalities (4.9) and setting u, s = (u)s, implies

sup {||VM5,5||LOO(R,1) + ||D2u£,3||Lm(Rd)} < 0.

e>0

Moreover, using (4.8) to express Vu, s and Vus, it is straightforward to deduce that

/ |Vue,s(x) — Vus(x)| dx < 9/ lug (x) — u(x)| dx
D’ 8 Jp

for some constant C independent of ¢. In particular, f | Vite,s(x) — Vug(x) | dx —
0 as ¢ — 0 and hence we can apply Lemma 4.2 taking D to be D’) to infer that

1
lim —
e—0 ¢

=oy /D Va0 (p(x))* d dy.

////ng(x—y)Iue,a(x)—ua,s(y)lp(X)p(y)dxdy
p'/b (4.10)

To measure the approximation error in the energy, we set

1
s = —/ / / J5@me(r — e ()
£ " " Rd

—us (Y| (p(x)p(y) — px +2)p(y +2)) dzdx dy,
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and estimate

1
Tvg<us;p>z—/ / ne(x — Wlits () — ue (0] (X)p(y) dx dy
£ D" JD"

1
=*/ / / Js@ne(x — ue(x) —ues(¥)|p(x)p(y)dzdxdy
& " r JTRA

1
as,a+*/ / / Js(@ne(x — Y)ue(x) —ue(Y)p(x +2)p(y +2)dzdydx
e JprJp" Rd

v

1 A oA R R NN n in
ag,s + */ / / Js(@Dne (X — Mug(x —2) —us (Y — 2)|p(X)p(y) dzdy dx
& ' J D’ Rd

v

1
ae,5+*/ / ng()?—ﬁ)‘/ J5(2) (16 — 2) — s — 2)) dz| p(E)p(H) d dt
e Jp' JD' Rd
1
—agst L / / He (G — Dlie.s @) — s sPlo@)p(§) dF di,
£ D/ D/

where the second inequality is obtained using the change of variables ¥ = x + z,
¥ =y + z, z = z together with the choice of § and §'; Jensen’s inequality justifies
the third one. This chain of inequalities and (4.10) imply that

liminf TV (ug; p) = liminf a, 5 + 0,,/ |Vu3(x)|(p(x))2dx. “4.11)
e—=0 e—0 D’

We estimate a, s as follows:

2 0o
ol /// Ts@me(x = ¥) e () — ue ()]
& "J D" JRA

X [p(x) = p(x +2)| dzdxdy
26 oo Li
2D [ ][ @t = ) ) w0 dzray

25 oo Li
= SR [ et = 3 e = ()] dxdy,

Since we had assumed that {7 V, (u; p)},~( is bounded, and also that p is bounded
from below by a positive constant, we conclude from the previous inequalities that
liminfs_,¢liminf,_, ¢ a. s = O and thus, by (4.11),

A

|cte,s|

A

liminf 7' Ve (ue; p) = o liminf/ |Vus|(p(x))? dx.
e—0 §—0 D’

Given that us —1(py u as § — 0, we can use the lower semicontinuity of the
weighted total variation, (2.4), to obtain

liminf TV, (ug; p) 2 oy lim inf/ |Vu5|(,o(x))2dx > U,7|Du|pz(D’). 4.12)
e—0 §—0 D’

Given that D’ was an arbitrary open set compactly contained in D, we can take
D’ 7 D in the previous inequality to obtain the desired result.
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Case 2: p is continuous but not necessarily Lipschitz. The idea is to approximate
p from below by a family of Lipschitz functions {px};cn. Indeed, consider py :
D — R given by

P (x) = inf p(y) + klx — y|. (4.13)
yeD

The functions py are Lipschitz functions which are bounded from below and from
above by the same constants bounding p from below and from above. Moreover,
given that p is continuous, for every x € D, pr(x) /' p(x) as k — oo.

LY(D . .o .
Let u € L' (D) and suppose that i, —(>) u. Since p is Lipschitz, we can use
Case 1 and the fact that p;y < p to conclude that

lim i(l’)lf TV (ug; p) = limi(r)lf T Ve(ug; pr) 2 0TV (u; p,%). (4.14)
hnd e—
Using (2.3) and the monotone convergence theorem, we see that:

lim TV (u; pf) = lim / p,f(x)d|Du|(x)=/ 02 (x)d|Du|(x) = TV (u; p).
k—o00 k—oo Jp D

Combining with (4.14) yields the desired result. O

4.2. Proof of Theorem 4.1: The Limsup Inequality

Proof. Case 1: p is Lipschitz. We start by noting that since p : D — R? is a
Lipschitz function, there exists an extension (that we denote by p as well) to the
entire RY which has the same Lipschitz constant as the original p and is bounded
below by the same positive constant. Indeed, the extended function p : R — R can
be defined by p(x) = inf,ep p(y) + Lip(p)|x — y|, where Lip(p) is the Lipschitz
constant of p.

To prove the limsup inequality we show that for every u € L'(p):

limsup T Ve (u; p) < 0, TV (u; p%). (4.15)

e—0
It suffices to show (4.15) for functions u € BV (D) [if the right hand side of (4.15)
is +oo there is nothing to prove]. Since D has Lipschitz boundary, for a given

u € BV (D) we use Proposition 3.21 in [4] to obtain an extension & € BV (R?) of
u to the entire space R? with |Dﬁ (D) = 0. In particular from (2.2) we obtain

|Dﬁ|p2 (3D) =0. (4.16)
We split the proof of (4.15) in two cases:

Step 1: Suppose that n has compact support, that is assume thereis @ > 0 such thatif
|h| 2 a then n(h) = 0. Let D, := {x eR? : dist(x, D) < aa}. Foru € BV (D),
Theorem 3.4 in [9] and our assumptions on p provide a sequence of functions
{vitken € C*°(De) N BV (D,) such that as k — oo

1
v 2894 and /|Vvk(x)|p2(x)dx—>|Dﬁ|pz(D8). 4.17)
D,
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For every k ¢ N
1

TVe(vg; p) = —/ / Ne(x — Yvk(x) — v () p(x)p(y) dx dy
€ JD JDNB(y,ae)

1 1

=—// ng(x—y)‘/ Vup(y +t(x —y)) - (x — y)dr
€ JD JB(y,ae) 0
p(x)p(y)dxdy

1 1

é—// /na(x—y)IVvk(ert(x—y))-(x—y)l
€ JD JB(y.as) JO

p(x)p(y)dedxdy

1
g// /”(h)WUk(Z)'hlp(Z—t8h)/0(Z+(l—t)sh)dtdhdz
D, J|h|<a JO
Z// n(h)|Vor(z) - hlp(z)> dhdz + aex
& |h\<a

= oy /D IVok ()] (0(2)? dz + ae k.

where the last inequality is obtained after using the change of variables (¢, y, x) —
(t,h,2),h = )% and z = y + t(x — y), noting that the Jacobian of this transfor-
mation is equal to £ and that the transformed set D is contained in D,. The last
equality is obtained thanks to the fact that 7 is radially symmetric. Finally the a;
are given by

1
dop = / / / 0 )|V (2)
D, J|h|<a JO

-h| (,o(z —teh)p(z+ (1 —1t)eh) — p(z)z) dr dh dz.

Since p : R? — R s Lipschitz and since it is bounded below by a positive constant,
it is straightforward to show that there exists a constant C > 0 independent of &
and & for which

aex < Ce / V06 ()10 (x) dx.

1
Using (4.17) in particular, we obtain that vy I£>) u as k — oo. This, together with
the continuity of 7'V, (-; p) with respectto L 1 -convergence implies that 7'V, (vg; p)
— TVg(u; p) as k — oo. Therefore, from the previous chain of inequalities and
from (4.17) we conclude that
TV.(u; p) < o,]|D12|pz(D€) + limsupagx < o,,|D12|pz(D8) + C8|D12|p2(D8).

k—o00

(4.18)

Using (4.16), we deduce lime—.o |Dii] 2(D;) = |D12|pz(5) = |Dii| 2(D) =
TV (u; p?) < c0. Combining with (4.18) implies the desired estimate, (4.15).

Step 2: Consider n whose support is not compact. The needed control of n at
infinity is provided by the condition (K3). For « > 0 define the kernel n“(h) :=
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n(h) xB(0,«)(h), which satisfies the conditions of Step 1. Denote by TV (-, p) the
nonlocal total variation using the kernel n*. For a given u € BV (D)

1
T Ve (u; p)=TV§‘(u;p)+—// Ne(x — y)|u(x)
& JD J{xeD : |x—y|>as}

—u(y)lp(x)p(y)dx dy.

The second term on the right-hand side satisfies:

1
*/ / Ns(x — Y)|ux) —u(y)px)p(y)drdy
€ JD J{xeD:|x—y|>ae)

1

=*// Me(x — Y)Ii(x)
€ JD J{xeD: |x—y|>ae)
—i(y)lpx)p(y)dxdy

() = ity + eh)|
< ||p||im(,))/m| n(h)lhl/Rd o dy dh
>

< 1ol (py| DAIRY) n(h)|h|dh,

|h|>a

where the first inequality is obtained using the change of variables 7 = )% and
the second inequality obtained using Lemma 13.33 in [39]. By Step 1 we conclude
that:

lim sup TV, (u; p) < Timsup TVE (5 p) + 1101170 gy | DEIRT) | n(h)lh| dh
£—00 £—00 |h|>a
< 0 TV (U3 ) + 110117 0o gy | Dit| (RY) __ n(ih|dh.
|h|>a

Taking « to infinity and using condition (K3) on » implies (4.15).

Case 2: p is continuous but not necessarily Lipschitz. The idea is to approximate
p from above by a family of Lipschitz functions {pok};cy. Consider pr : D — R
given by

Pr(x) := sup p(y) — klx — y|. (4.19)
yeD
The functions py are Lipschitz functions which are bounded from below from and
above by the same constants bounding p from below and from above. Moreover,
given that p is continuous, it is simple to verify that for every x € D, pr(x) \y p(x)
as k — oo.
As in Step 1, it is enough to consider u € BV (D) and prove that:

limsup T Ve (u; p) < 0, TV (u; 02).

e—0

The proof of the limsup inequality in Case 1 and the fact that p < p; imply that

limsup TV (u; p) < limsup T Ve (u; pr) < 0TV (u; ,o,%). (4.20)

£—0 e—>0
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By the dominated convergence theorem,
lim TV (u; pf) = lim / p,%(x)d|Du|(x)=/ p2(x)d|Dul|(x) = TV (u; p?).
k—o00 k—o0 Jp D

Combining with (4.20) provides the desired result. 0O

Remark 4.3. Note that using the liminf inequality and the proof of the limsup
inequality we deduce the pointwise convergence of the functionals TV, (:; p);
namely, for every u € LY(D, p):

lim TV, (u; p) = oy TV (u; 02).
E—>

4.3. Proof of Theorem 4.1: Compactness

We first establish compactness for regular domains and then extend it to more
general ones.

Lemma 4.4. Let D be a bounded, open, and connected set in R4, with C 2—boundary.
Let {vg}.-( be a sequence in LY (D, p) such that:

sup [[vell 1(p, py < 00,
e>0

and

sup T'Ve (ve; p) < 00. “4.21)

e>0
Then, {ve}e—g is relatively compact in L' (D, p).

Proof. Note that thanks to assumption (K1), we can find a > 0 and b > 0 such
that the function 7 : [0, 00) — {0, a} defined as §(¢) = a fort < b and () = 0
otherwise, is bounded above by 5. In particular, (4.21) holds when changing 1 for
1 and so there is no loss of generality in assuming that 5 has the form of 7. Also,
since p is bounded below and above by positive constants, it is enough to consider
o=1

We first extend each function v, to R? in a suitable way. Since 9 D is a compact
C? manifold, there exists § > 0 such that for every x € R4 for whichd(x, dD) < §
there exists a unique closest pointon d D. Forallx € U := {x € RY : d(x, D) < 8}
let Px be the closest point to x in D. We define the local reflection mapping from
U to D by X = 2Px — x. Let £ be a smooth cut-off function such that &(s) = 1
if s £ 68/8 and £(s) = 0 if s = §/4. We define an auxiliary function 0, on
U, by 0:(x) := v,(%) and the desired extended function ¥, on R? by ¥, (x) =
E(lx — Px|)ve ().

We claim that:

1
sup —
e>0 €

/Rd /Rd Ne (X = Y|V (x) = Ve (y)]| < 00. (4.22)
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To show the claim we first establish the following geometric properties: Let W :=
{x e R\\D : d(x,D) <§/4}and V := {x e RA\D : d(x, D) < 8/8}. For all
x e Wandally € D

X —y| <2]x —y| (4.23)

Since the mapping x +— x is smooth and invertible on W, it is bi-Lipschitz. While
this would be enough for our argument, we present an argument which establishes
the value of the Lipschitz constant: forall x,y € W

1 PN
le—yl <[x =y <4x -yl (4.24)

By definition of § the domain D satisfies the outside and inside ball conditions with
radius §. Therefore if x € W and z € D

Pr+s L) =5
— | Px — | 2
¢ lx — Px| )| —

Squaring and straightforward algebra yield

x — Px

Iz — Px|* > 28(z — Px) - ————.
|x — Px|

(4.25)

For x € W and y € D, using (4.25) we obtain
ly—2P—ly—xP=ly—Px+(x—Px)’ = |y— Px — (x = Px)?
2 2
=4(y — Px)-(x — Px) < Ely — Px|”|x — Px]|

S Sly—PxPP <y —xP+Ix — Px]? £ 20y — x|

1
2
Therefore |y — £|> < 3|y — x|?, which establishes (4.23).

For distinct x, y € W using (4.25), with z = Py and with z = Px, follows

oy 2=y TP Pr (v = Py P — Py AT
x—yl2x—y) ——————=x—Px—(y— x — —
== e Thy) yo Y Y Px — Py

1
ZIPx—PyI—%(Ix—PxIIPy—PXIJrIy—PyIIPy—PxI)
3
>|Px — Py| -.
Z|Px yl4
Therefore
X =9 =12Px —x+2Py —y| £2|Px — Py| + |x — y|
8
§<§+1)|x—y|§4|x—yl.

Since the roles on x, y and x, y can be reversed it follows that |x — y| < 4|x — J|.
These estimates establish (4.24).
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We now return to proving (4.22). For ¢ small enough,
1 - -
—/ / Ne(x — Y)[Ve (x) — Ve (y)[ dxdy
"D JD

1
=—// Ne(x — ¥)[Ve(x) — e (y)| dxdy
&JvJp

1
—// Ne(x — ¥)|ve(X) — ve(y)| dxdy
&JvJp

[IA

d
—//n4g<x—y>|v£<x>—ve@)mxdy

164
//n4s(z WVe(x) — ve(z)] dzdy,

where the first inequality follows from (4.23) and the second follows from the fact
that the change of variables x — x is bi-Lipschitz as shown in (4.24). Also,

1 - -
—/ / Ne(x — Y)|0e(x) — Ve (y)| dxdy
& R‘I\D R‘I\D

1
=—/ / 1o (r — WIE) D (¥) — £ ()] dxdy
EJwJw

II/\

A

1
—/ / 7o (x = WIEE) — EO)]18:(0)] dedy
EJwJw

1
+—/ / 1o G — )]s (¥) — 9 ()]1E()] dxdy.
EJwJw

Note that for all x # y, "5():;” S 52 VI77g(x — ). Therefore:

1
—/ / 1o (r — WIEG) — EO)I18: (0] dxdy

<o [ [ =B avey

ébLip(E)/ / 1o (x — ¥[8 (1)] dxdy
wJW
< 49 Lip@&) vell 1 ().

where we used (4.24) and change of variables to establish the last inequality. Also,

1
—/ / Ne(x — Y)|Ve(x) — D (M)1E(y)| dxdy
EJwJw

4d
g—/ / nae (& — $)190(¥) — s ()] dxdy

II/\

43d
/ / Nae (X — Y)[ve (x) — ve ()] dxdy.

The first inequality is obtained thanks to the fact that |£(y)| < 1 and (4.24), while
the second inequality is obtained by a change of variables.



230 NicoLAs GARCIA TRILLOS & DEJAN SLEPCEV
Using that

//n4e(x—y)lvg(x)—vs(y)ldxdy§4d//ng(x—y)lvg(x)—vs(y)ldxdy
DJD DJD

by combining the above inequalities we conclude that

sup — //ns(x We(x) — v (y)| dx dy

e>0 €

< Csup (/ / Ne(x — Y)|ve(x) — ve(y)| dxdy + IIUEIILI(D)) < 0.
e>0 DJD

Using the proof of Proposition 3.1 in [3] we deduce that the sequence {v;}¢~¢ is

relatively compact in L' (R?) which implies that the sequence {v, },- is relatively

compactin L'(D). O

Remark 4.5. We remark that the difference between the compactness result we
proved above and the one proved in Proposition 3.1 in [3] is the fact that we
consider functions bounded in L', instead of bounded in L as was assumed in
[3]. Nevertheless, after extending the functions to the entire R4 as above, one can
directly apply the proof in [3] to obtain the desired compactness result.

Proposition 4.6. Let D be a bounded, open, and connected set in R, with Lipschitz
boundary. Suppose that the sequence of functions {u},~o € L' (D, p) satisfies:

sup [luellL1(p,p) < 00,
e>0

sup T Ve (ug; p) < o0.

e>0
Then, {ug}eo- is relatively compact in LY(D, p).

Proof. Suppose {ug}o~o S LY(D) is as in the statement. As in Lemma 4.4, we
can assume that p = 1. By Remark 5.3 in [10], there exists a bi-Lipschitz map
® : D — D where D is a domain with smooth boundary. For every ¢ > 0
consider the function v, := u, o ® and set 7(s) := 5 (Lip(®) 5), s € R.

Since O is bi-Lipchitz we can use a change of variables, to conclude that there
exists a constant C > 0 (only depending on @) such that:

/~|U£(x)|dx = C/ lue (y)|dy,
D D

and

c/ / ne(x — ) e () — s ()] drdy
DJD

> / / ne (O(x) — O() s (x) — ve(y)] drdy
DJD

v

/ / fe(x — ¥) [ve(x) — ve (y)| dxdy.
DJD
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The second inequality using the fact that n is non-increasing (assumption (K2)). We
conclude that the sequence {v.},- C L (D) satisfies the assumptions of Lemma
4.4 (taking n = 7). Therefore, {v.},-( is relatively compact in LI(D), which
implies that {u},- is relatively compact in L' (D). O

Corollary 4.7. Let D be a bounded, open, and connected set in R?. Suppose that
the sequence of functions {u},~o € L' (D, p) satisfies:

sup lluell1(p,p) < 00,
e>0

sup 7' Ve (ug; p) < o0.

e>0

Then, {ug}~ is locally relatively compact in LY(D, p).
In particular if

sup |lug || poo(py < 00,
e>0

then, {ug}q~ is relatively compact in LY(D, 0).

Proof. If B is a ball compactly contained in D then the relative compactness of
{ug}e=0 in L' (B, p) follows from Lemma 4.4. We note that if compactness holds
on two sets D1 and D, compactly contained in D, then it holds on their union.
Therefore it holds on any set compactly contained in D, since it can be covered by
finitely many balls contained in D.

The compactnessin L' (D, p) under the L boundedness follows via a diagonal
argument. This can be achieved by approximating D by compact subsets: D C D,
D = Uy Dy, and using the fact that limg—, o0 SUp,o lucllz1(p\p,.p) = 0. O

5. I'-Convergence of Total Variation on Graphs

5.1. Proof of Theorems 1.1 and 1.2

Let D C Rd, d = 2 be an open, bounded and connected set with Lipschitz
boundary. Assume v is a probability measure on D with continuous density p,
which is bounded from below and above by positive constants. Let {¢,},cx be a
sequence of positive numbers converging to 0 satisfying assumption (1.8).

Proof (Proof of Theorem 1.1). We use the sequence of transportation maps {75 },,en
considered in Section 2.3. Let w € §2 be such that (2.16) and (2.17) hold in cases
d =2 and d = 3 respectively. By Theorem 2.5 the complement in £2 of such w’s
is contained in a set of probability zero.

Step 1: Suppose first that n is of the form n(¢#) = a fort < b and n = 0 for
t > b, where a, b are two positive constants. Note it does not matter what value we
give to 5 at b. The key idea in the proof is that the estimates of the Section 2.3 on
transportation maps imply that the transportation happens on a length scale which
is small compared to ¢,. By taking a kernel with slightly smaller ’radius’ than ¢,
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we can then obtain a lower bound, and by taking a slightly larger radius a matching
upper bound on the graph total variation.

1
Liminf inequality: Assume that i, 2) uasn — 00. Since T,V = v, using
the change of variables (2.8) it follows that

1
GTVn,s,, (up) = — /D b Ne, (T (x) — Tn()’)) [y o Ty(x) —up o Tn(Y)|

En
xp(x)p(y) dxdy. (5.1
Note that for Lebesgue almost every (x, y) € D x D
1o (x) = T,(V)| > ben = |x — y| > ben — 2|11d — Tylloo- (5.2)

Thanks to the assumptions on {g,},cn ((2.17) and (2.17) in cases d = 2 and
d = 3 respectively), for large enough n € N:

. 2
e E”Id_ Tulloo > 0.

By (5.2), for large enough n and for almost every (x, y) € D x D,

n<|x~_y|) < ”(|Tn(x)_Tn()’)|).
En &n

Let it,, = uy o T,. Thanks to the previous inequality and (5.1), for large enough n

1 _
GT Vo) 2 | Dn('xg y')|ﬁn<x)—ﬁn(y>|p(x>p(y>dxdy

n

H d+1
= (—") TVz, (iin; p) -

&n

z ' . . . LYD)
Note that 8—’; — lasn — oo and that u, — u implies u, — wu asn — 00.
We deduce from Theorem 4.1 that liminf,, . oo T V;, (ity; p) = 0TV (u; ,02) and
hence:

liminf GT V, ¢, (uy) = 0 TV (u; p?).
n—oQ

Limsup inequality: By Remark 2.7 and Proposition 2.4, it is enough to prove
the limsup inequality for Lipschitz continuous functions # : D — R. Define u,
to be the restriction of u to the first n data points Xy, ..., X,. Consider &, :=
&n+ %II 1d — T, ||co and let 1, = u, o T,,. Then note that for Lebesgue almost every

(x,y) e Dx D
n<|Tn(x)_Tn(y)|) < 7’(IXN—YI).
&n g,

1 T, (x) — T, N .
é”ﬁ/u Dn<|(x)£—(y)|) litn (x) — un(¥)] p(x)p(y) dx dy

n

Then for all n

1 (5.3)
<l / N, (% = ) in () — ()] p(X)p(y) dx dy.
En JDxD
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/D . Nz, (x — Y)(u@x) —u(y)| = |luoT,(x) —uoT,(y)Dp(x)p(y)dxdy

2
= A (x = Wu(x) —uo Ty(x)[p(x)p(y)dxdy

20 L1p<u>||p||mm / .

— T,(x)|dx,

(54)

where C = fRd n(h)dh. The last term of the previous expression goes to 0 as
n — 00, yielding

1
lim — (/D ” Nz, (X — Wu(x) —u(y)[px)p(y)dxdy

n—>00 g,

—/D . Nz, (x — Mo T, (x) —uoT,(y)px)p(y)dx dy) =0.

Slnce — 1l asn — oo, using (5.3) we deduce :

1 T, —T
limsup GT'V, ¢, (u,) =lim sup d+1/ n ('”(x)s—”(y)') i o Ty(x)
DxD n

n—oo n—oo &y

—uoT,(y)|p(x)p(y)dxdy

. 1
<timsup — [ 7, (x — ¥) Ju o Ty(x)

n—oo €n JDxD

—uoT,(y)l p(x)p(y)dxdy
=limsup TV, (u; p) < 0, TV (u; 02,
n—oo
where the last inequality follows from the proof of Theorem 4.1, specifically
inequality (4.15).

Step 2: Now consider 5 to be a piecewise constant function with compact support,
satisfying (K1)-(K3). In this case n = Zk 1 1y for somel and functions 5 as in
Step 1. For this step of the proof we denote by GT'V, n the total variation function
on the graph using 7.

En

1
Liminf inequality: Assume that u, L wasn — oo By Step 1:

1
A N k
liminf GT Ve, (1) = 111;215?; GTV,), (un)
1
C k A2
> Z 11210%f GTV, . (uy) 2 ZankTV(u, o)
k=1 k=1

Il
‘<
N
=
>
N
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Limsup inequality: By Remark 2.7 it is enough to prove the limsup inequality for
u : D — R Lipschitz. Consider u,, as in the proof of the limsup inequality in Step
1. Then

1
limsup GTV,, ¢, (u,) = lim sup Z GTV,ﬁen (uyn)

n—00 n—00
k=1

1 1
< Zlim sup GTV,ﬁgn (uy) < ZonkTV(u; 0°)

1
=0, TV (u; ,02).

Step 3: Assume 7 is compactly supported and satisfies (K1)—(K3).

Liminf Inequality: Note that there exists an increasing sequence of piece-
wise constant functions 5, : [0,00) — [0, 00) (n from Step 2 is used as 7y
here), with 5, " n as k — oo almost everywhere Denote by GTV,ﬁ ¢, the graph

TV corresponding to 5. If u, T—Ll> uasn — oo, by Step 2 0y, TV (u; ) <
liminf, oo GTVY, () < liminf, oo GTV,, (uy) for every k € N. The
monotone convergence theorem implies that limy_, o, 0y, = 03 and thus 0,7V
(u; ,02) < liminf, GT Vy e, (uy).

Limsup inequality: As in Steps 1 and 2 it is enough to prove the limsup
inequality for u Lipschitz. Consider u, as in the proof of the limsup inequality
in Steps 1 and 2. Analogously to the proof of the liminf inequality, we can find a
decreasing sequence of functions 5, : [0, c0) — [0, co) (of the form considered in
Step 2), with 5, \ # as k — oo almost everywhere. Proceeding in an analogous
way to the way we proceeded in the proof of the liminf inequality we can conclude
that lim sup,,_, oo GT Vy ¢, (n) < 0TV (u; 02).

Step 4: Consider general 5, satisfying (K1)—(K3). Note that for the liminf inequality
we can use the proof given in Step 3. For the limsup inequality, as in the previous
steps we can assume that u is Lipschitz and we take u, as in the previous steps. Let
a > 0 and define 7, : [0, 00) — [0, 00) by 5, (¢) := n(t) fort £ e and ,(t) =0
for t > «. We denote by GT V¥, the graph TV using 5,. Then

n,en

1 |70 (x) — Ty ()]
GTVye, () = GTVE, () + d_+1/ n (%
&n [T () =Tn (y)|>aey

&n

luoT,(x) —uoT,(y)p(x)p(y)dxdy.
(5.5)

Let us find bounds on the second term on the right hand side of the previous
equality for large n. Indeed since for almost every (x, y) € D x D it is true that
X =y S 1T (0) = T () +2011d = Ty lloo and | T, (x) = T, (9] < |x — y| +2/|7d —
T, |lco We can use the fact that ”I‘ZEA — 0 asn — 00 to conclude that for large
enough n, for almost every (x, y) € D x D for which [T, (x) — T,,(y)| > gy it
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holds that [x — y| < 2|7, (x) —T,,(y)| and | T;,(x) — T, ()| < 2|x — y|. We conclude
that for large enough n

1 1T, () = T ()]
d—ﬂ/ n(iy 0 T (x) — 0 T, (3] p(x)p(y) dx dy
En [T (X)=Tu (y)|>ae, &n

2
<||’0||L°°(D)/ n(lx—yI)
- e,‘f"" [x—y|>ae,/2 2¢ey

X |uoTy(x) —uoT,(y)| dxdy

2L1P(M)||P||Loo(D)/ 7](|x_y|)|x—y|dxdy
gg+l lx—y|>ae, /2 2gy

To find bounds on the last term of the previous chain of inequalities, consider the
change of variables (x,y) € D x D + (x,h) where x = x and h = )52%}:’)7 we
deduce that:

2 X — |
—d+1/ n( 5 y)|x—y|dxdy<c/ n(h)\h| dh,
En [x—y|>ae, /2 En |h1>%

where C does not depend on n or «. The previous inequalities, (5.5) and Step 3
imply that

n—oo n—oo

lim sup GT Vo, () <limsup GT nan(u,»+L1p<u)||p||LM(D)c/ n(h k| dh
>
g%rvw;p2>+Lip<u>||p||iw(D)C/h n(h k| dh.
Ih|>¢

Finally, given assumptions (K3) on n, sending « to infinity we conclude that

Lmsup GT Vi e, (un) < 0TV (u; 02).

n—o0

‘We now present the proof of Theorem 1.2 on compactness.

Proof. Assume that {u,},cn is a sequence of functions with u, € Ll(D, Vi)
satisfying the assumptions of the theorem. As in Lemma 4.4 and Proposition 4.6
without loss of generality we can assume that 3 is of the form () = a ifr < b
and (¢) = 0 for t = b, for some a and b positive constants.

Consider the sequence of transportation maps {7}, }, <y from Section 2.3. Since
{en}nen satisfies (1.8), estimates (2.17) and (2.17) imply that for Lebesgue almost
everywhere z, y € D with |T,,(z) — T,,(y)| > be, it holds that |z — y| > be, —
2\|1d — T, || co- For large enough n, we set &,, := ¢, m > 0. We conclude
that for large n and Lebesgue almost everywhere z, y € D

. (|Z ~—y|) <y (|Tn(Z) - Tn(}’)|) .
&n &n
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Using this, we can conclude that for large enough n:

=l AR ('ny') i © Tu(2) = tty 0 Tu ()] p(2)p(y) dz dy
T, T,
e ('(Z)g—(”')| 0 0 T(2) = tty © T, ()|
X p(z)p(y) dzdy
= GTVn,an ().
Thus

sup d+1// (IZ y')lunoT(z) up o Tn(y)| p(2)p(y)dzdy < oo.

neN 8}1

Finally noting that — 1 as n — oo we deduce that:

sup T/ / Nz, (2 = ¥) lun 0 T (2) — un o Ty(y)| p(2)p(y) dzdy < oo.
neN &n

By Proposition 4.6 we conclude that {u, o T),},cx is relatively compact in L'(D)

and hence {u, }, <y is relatively compact in TL'. 0o

We now prove Corollary 1.3 on the I" convergence of perimeter.

Proof. Note thatif {A,},cn is such that A, € {X1, ..., X,},env and x4, T—L1> XA
asn — oo for some A C D, then the liminf inequality follows automatically from
the liminf inequality in Theorem 1.1. The limsup inequality is not immediate, since
we cannot use the density of Lipschitz functions as we did in the proof of Theorem
1.1 given that we restrict our attention to characteristic functions.

We follow the proof of Proposition 3.5 in [24] and take advantage of the coarea
formula of the energies GT'V,, .. Consider a measurable subset A of D. By the
limsup inequality in Theorem 1.1, we know there exists a sequence {u, }, c (With
up, € LY(D,vy)) such that limsup,_, o GT Ve, (un) < 0TV (xa, p?). It is
straightforward to verify that the functionals GT'V,, ¢, satisfy the coarea formula:

00
GTVn,en (uy) = / GTVn,sn (X{u,,>s}) ds.
—00

Fix0 < § < % Then, in particular:

1-§
/ GTVn,S,, (X{u,l>s})ds g GTVn,a,, (up).
§

Forevery n thereis s, € (8, 1—8) suchthat GT Vy, ¢, (X{u,>s,)) = ﬁGTVmen (uy).

1
Let A,‘i = {u, > s,}. It is direct to show that Xa8 2) XA as n — oo and that
limsup,,_, oo GT Vye, (A2) < ﬁonTV(XA; p?). Taking § — 0 and using a

. . TL!
diagonal argument provides sets {A,},cn such that x4, —> xa asn — oo and
lim SUP; 00 GTVn,en (XA,,) é UnTV(XA, Pz)- O
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Remark 5.1. There is an alternative proof of the limsup inequality above. It is
possible to proceed in a similar fashion as in the proof of the limsup inequality in
Theorem 1.1. In this case, instead of approximating by Lipschitz functions, one
would approximate x4 in T L' topology by characteristic functions of sets of the
form G = E N D where E is a subset of R? with a smooth boundary. As in the
proof of Theorem 1.1, the key is to show that for step kernels (y(r) = b ifr < a
and zero otherwise)

lim GTV,., (x) =TV (xc, p>.
n—0oo

To do so one needs a substitute for estimate (5.4). The needed estimate follows
from the following estimate: for all G as above, there exists &g such that for all n
for which ||1d — T, ||s < 8o,

/D 16 (x) = X6 (Tu(x))| dx < 4Per(E) ||1d — Ty |lco-

This estimate follows from the fact that if xg(x) # xg(T,(x)) then d(x, 0E) <
|x — T,,(x)| and the fact that, for § small enough, |{x € R? : d(x,dE) < 8} <
4 Per(E)S, which follows form Weyl’s formula [62] for the volume of the tubular
neighborhood. Noting that the perimeter of any set can be approximated by smooth
sets (see Remark 3.42 in [4]) and using Remark 2.7 we obtain the limsup inequality
for the characteristic function of any measurable set.

We remark that if one restricts the functional to the class of sets with specified
volume (as in Example 1.4) then each set in the class can be approximated by smooth
sets satisfying the volume constraint. This follows by a careful modification to the
density argument of Remark 3.43 in [4].

5.2. Extension to Different Sets of Points

Consider the setting of Theorem 1.1. The only information about the points X;
that the proof requires is the upper bound on the co-transportation distance between
v and the empirical measure v,. Theorem 2.5 provides such bounds when X; are
i.i.d. distributed according to v. Such randomness assumption is reasonable when
modeling randomly obtained data points, but in other settings points may be more
regularly distributed and/or given deterministically. In such setting, if one is able
to obtain tighter bounds on transportation distance this would translate into better
bounds on ¢(n) in Theorem 1.1 for which the I"-convergence holds.

That is, if X1, ..., X,, ... are the given points, let v, still be % Zl'-’zl Sx,. If
one can find transportation maps 7;, from v to v, such that

nd = Tillos _

lim su 5.6
n—>oop fn) -0
for some nonnegative function f : N — (0, co) then Theorem 1.1 would hold if

lim L1
m

EA )
n—oo pl/d En
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We remark that f must be bounded from below, since for any collection V =

{X1,.... Xy} in D, sup, . dist(y, V) = cn™"/4 and thus n'/4||Id — T, || = c.
One special case is when D = (0, 1)‘1, v is the Lebesgue measure and X1, ...,
X, ... 1s a sequence of grid points on diadicaly refining grids. In this case, (5.6)

holds with f(n) = 1 for all n and thus I"-convergence holds for ¢, — 0 such that
lim,,— ﬁ = 0. Note that our results imply I"-convergence in the 7' L' metric,

however in this particular case, this is equivalent to the L' -metric considered in
[17,24] where for a function defined on the grid points we associate a function
defined on D by simply setting the function to be constant on the grid cells. This
follows from Proposition 3.12.
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Appendix A. Proof of Proposition 2.4

Proof. Using the fact that D has Lipschitz boundary and the fact that v is bounded
above and below by positive constants, Theorem 10.29 in [39] implies that for
any u € C®(D) N BV (D) there exists a sequence {u,},ey S C°(RY) with
Up = p1(py U and with fD |Vu — Vuy | (x)dx — 0asn — oo. Using a diagonal
argument we conclude that in order to prove Proposition 2.4 it is enough to prove
that for every u € BV (D) there exists a sequence {u,},cy S C°(D) N BV (D)

with u, —1(py u and with fD |Vuy |y (x)dx — TV (u; ) asn — oo.
Step 1: If ¢ is Lipschitz this is precisely the content of Theorem 3.4 in [9].

Step 2: If  is not necessarily Lispchitz we can find a sequence { } <y of Lipschitz
functions bounded above and below by the same constants bounding 1 and with
Yr \y ¥. The functions 1 can be defined as in (4.19) (replacing p with v).

Using Step 1, foragivenu € BV (D) andforevery k € N we canfind asequence
{uni},eny With wnx —p1py u and with [ [V k[ (x) dx — TV (u; Y%)
as n — oo. By 2.3 and by the dominated convergence theorem we know that
TV(u; Yx) = [p k)| Dul(x) — [ ¥(x)|Dul(x) = TV (u; ¥) as k — oo.
Therefore, a diagonal argument allows us to conclude that there exists a sequence
{kn},en with the property that, up x, —p1(py u and fD [Vip |y, (x)dx — TV
(u; ) as n — oo. Taking u, := up, and using the fact that that < ¥y, we
obtain:

limsup/ Vi, GO (x)dx £ lim / Vit ()W, (x) dx = TV (u; ¥).
D n—oo D

n—o0
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Since u,, — 1 (D) Us the lower semicontinuity of 7V (-, ) implies that lim inf,,_, 5
fD [Vu, (x)|v(x)dx = TV (u; ¥). The desired result follows. O
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