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Abstract

In this paper we provide a complete analogy between the Cauchy—Lipschitz
and the DiPerna—Lions theories for ODE’s, by developing a local version of the
DiPerna-Lions theory. More precisely, we prove the existence and uniqueness of a
maximal regular flow for the DiPerna—Lions theory using only local regularity and
summability assumptions on the vector field, in analogy with the classical theory,
which uses only local regularity assumptions. We also study the behaviour of the
ODE trajectories before the maximal existence time. Unlike the Cauchy-Lipschitz
theory, this behaviour crucially depends on the nature of the bounds imposed on
the spatial divergence of the vector field. In particular, a global assumption on the
divergence is needed to obtain a proper blow-up of the trajectories.
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1. Introduction

Given a vector field b(z, x) in RY, the theory of DiPerna—Lions, introduced in the
seminal paper [20], provides the existence and uniqueness of the flow (in the almost
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everywhere sense, with respect to Lebesgue measure .#¢) under weak regularity
assumptions on b, for instance when b(z, -) is SOBOLEV [20] or BV [2] and satisfies
global bounds on the divergence. In this respect, this theory could be considered as
a weak Cauchy—Lipschitz theory for ODE’s. This analogy is confirmed by many
global existence results, by a kind of Lusin type approximation of DiPerna—Lions
flows by Lipschitz flows [6, 18], and even by differentiability properties of the flow
[10,11,21]. However, this analogy is presently not perfect, and the main aim of this
paper is to fill this gap.

Indeed, the Cauchy-Lipschitz theory is not only pointwise but also purely local,
meaning that existence and uniqueness for small intervals of time depend only on
local regularity properties of the vector fields b(z, x). On the other hand, not only
the DiPerna—Lions theory is an almost everywhere theory (and this really seems
to be unavoidable) but also the existence results for the flow depend on global in
space growth estimates on |b|, the most typical one being

|b(t, x)]|
1+ |x|

e L'((0, T); L'®RY) + L' ((0, T); L®(R?)). (1.1)

This is in contrast with the fact that the so-called “renormalization property”, which
plays a key role in the theory, seems to depend only on local properties of b, because
it deals with distributional solutions to a continuity/transport equation with a source
term; as a matter of fact, it is proved using only local regularity properties of b.

Given an open set  C R, in this paper we consider vector fields b : (0, T') x
Q — R satisfying only the local integrability property fOT Jo 1bldxdr < oo
for all Q' € £, a local one-sided bound on the distributional divergence, and the
property that the continuity equation with velocity b is well-posed in the class of
nonnegative bounded and compactly supported functions in €2. As illustrated in
Remark 3.1, this last assumption is fulfilled in many cases of interest and it is
known to be deeply linked to the uniqueness of the flow; in addition, building on
the superposition principle (Theorem 2.1), it is proved in the appendix that even this
assumption is purely local, as well as the other two ones concerning integrability
and bounds on divergence.

Under these three assumptions we prove the existence of a unique maximal
regular flow X (¢, x) in €2, defined up to a maximal time Tq x (x) which is positive
% _almost everywhere in Q. Here “maximal” refers to

limsup Vqo(X(t,x)) = oo for 24 -almost everywhere x € {Tq x < T},
11Tq x (x)

(1.2)

where Vo : Q — [0, 00) is a given continuous “confining potential”, namely
with V(x) — oo as x — 9%2; hence, (1.2) is a synthetic way to state that, for any
Q' € @, X(z, x) is not contained in ' for 7 close to Tq x (x). In our axiomatization,
which parallels the one of [2] and slightly differs from the one of the DiPerna—Lions
theory (being only based on one-sided bounds on divergence and independent of
the semigroup property), “regular” means the existence of constants C (', X) such
that
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/ (X, x))dx £ C(, X)/ ¢(y)dy forall ¢ € CC(Rd) nonnegative
Q'Nihgy >1} Rd
(1.3)

foralls € [0, T], Q2" € 2, where hgy (x) € [0, T, x (x)]is the first time that X (-, x)
hits R\ £2’. Under global bounds on the divergence, (1.3) can be improved to

/ (X (t,x))dx £ Cy(X) / ¢(y)dy forall ¢ CC(Rd) nonnegative
QN{Tq x>1) R4
(1.4)

forall ¢ € [0, T] and for a constant C,(X) > 0, but many structural properties can
be proved with (1.3) only.

Uniqueness of the maximal regular flow follows basically from the “probabilis-
tic” techniques developed in [2], which allow one to transfer uniqueness results at
the level of the PDE (the continuity equation), here axiomatized, into uniqueness
results at the level of the ODE. Existence follows by analogous techniques; the main
new difficulty here is that even if we truncate b by multiplying it by a C2°(2) cut-
off function, the resulting vector field has not divergence in L> (just L', actually,
when |b;| ¢ L} (€2)), hence the standard theory is not applicable. Hence, several
new ideas and techniques need to be introduced to handle this new situation. These
results are achieved in Section 5.

Besides existence and uniqueness, in Section 6 we prove a natural semigroup
property for X and for T x and some additional properties which depend on global
bounds on the divergence, more precisely on (1.4). The first property, well known
in the classical setting, is properness of the blow-up, namely this enforcement of
(1.2):

lim Vqo(X(f,x)) =00 for 2% _almost everywhere x € {Tq x < T}.
11Tg x (x)

(1.5)

In other terms, for any ' € € we have that X (¢, x) ¢ @’ for 7 sufficiently close
to Tq x (x).

InQ=NR4 d = 2, we also provide an example of an autonomous Sobolev
vector field showing that (1.2) cannot be improved to (1.5) when only local bounds
on divergence are present. We also discuss the 2-dimensional case for B Vjy. vec-
tor fields; these examples are presented in Section 7.1. The second property is the
continuity of X (-, x) up to Tq x(x), discussed in Theorem 7.5, and sufficient con-
ditions for Tq x(x) = T. Finally, we discuss the stability properties of X before
the blow-up time Ty with respect to perturbations of b.

As shown in [4] (see also [17]) existence and uniqueness of a maximal regular
flow can be applied to describe the Lagrangian structure of weak solutions to the
transport equations, and in particular it has interesting consequences on Kinetic
equations such as the Vlasov—Poisson system. Indeed, in [4] we show that Eulerian
solutions correspond to a Lagrangian evolution of particles even in the context of
weak solutions; for instance, bounded solutions are transported by a suitable notion
of maximal regular flow in the phase space. Moreover, thanks to the stability of
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maximal regular flows we prove new global existence results for weak solutions.
Since in the Vlasov—Poisson system the vector field b is coupled with the solution of
the continuity equation via the Poisson equation, having stability results in this new
setting plays a crucial role to obtain the existence of solutions via an approximation
argument.

2. Notation and Preliminary Results

We mostly use standard notation, denoting by .  the Lebes gue measure in RY,
and by fzu the push-forward of a Borel nonnegative measure p under the action
of a Borel map f, namely fiu(B) = u(f~'(B)) for any Borel set B in the target
space. We denote by B(R?) the family of all Borel sets in R?. In the family of
positive finite measures in an open set $2, we will consider both the weak topology
induced by the duality with Cj(€2) that we will call narrow topology, and the weak
topology induced by C.(£2).

If J C Ris an interval and € J, we denote by ¢; : C(J;RY) — R?
the evaluation map at time ¢, namely e;(n) := n(¢) for any continuous curve
n:J — R?. The rest of the section is devoted to the discussion of preliminary
results on solutions to the continuity equation, with statements and proofs adapted
to our problem. Also, .Z+ (Rd) will denote the space of finite Borel measures on
R?, while 22(R?) denotes the space of probability measures.

Letus fix T € (0, 0o) and consider a weakly continuous family u; € .#4 (]Rd),
t € [0, T'], solving in the sense of distributions the continuity equation

c%“’ + V- (b)) =0 in(0,T) x R?

for a Borel vector field b : (0, T) x R? — R?, locally integrable with respect to the
space-time measure /; df. When we restrict ourselves to probability measures 1;,
then weak and narrow continuity with respect to ¢ are equivalent; analogously, we
may equivalently consider compactly supported test functions ¢(, x) in the weak
formulation of the continuity equation, or functions with bounded C! norm whose
support is contained in / x R? with I & (0, T).

We now recall the so-called superposition principle. We prove it under the gen-
eral assumption that u; may a priori vanish for some ¢ € [0, T], but satisfies (2.1);
we see in the proof of Theorem 2.1 that this assumption implies that there is no mass
loss, namely p; (R = Ho (Rd) forevery t € [0, T]. The proof of the superposition
principle, as stated below, reduces then to [5, Theorem 12], which presents the same
result assuming that the family w; is made of probability measures. We mention
also [9, Theorem 8.2.1], where a proof is presented in the even more special case
of L? integrability on b for some p > 1

T
//Ibz(x)l”dm(x)dt<oo.
0o Jrd

The superposition principle will play a role in the proof of the comparison principle
stated in Proposition 3.3 and in the blow-up criterion of Theorem 7.6.
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Theorem 2.1. (Superposition principle and approximation) Let b : (0, T) x R? —
R? be a Borel vector field. Let ji; € My (Rd), 0 <t < T, with u; weakly
continuous in [0, T solution to the equation %,u, +div (bu;) =0in (0, T) x R,

with
|b,(x)|
/ /Rdl‘H | ue(x)dt < oo. (2.1)

Then there exists 1 € M+ (C([O, T]; Rd)) satisfying:

(1) n is concentrated on absolutely continuous curves n in [0, T], solving the ODE
0 = b;(n) L' -almost everywhere in (0, T);
(i) s = (en)un (so, in particular, (R = po(R?)) forall t € [0, T1.

Moreover, there exists a family of measures ,u,R € My (Rd), narrowly continuous

in [0, T1, solving the continuity equation and supported on B g, such that ,u,R e
as R — oo forallt € [0, T].

Proof. We first show that i, does not lose nor gain mass, namely
m@®RY) = po@®?) Vi el0,T]. (2.2)

Indeed, let R 2 1 and xg € C2°(B3g) be a cut-off function with 0 < xp < 1,
xr = 1 on a neighborhood of Bg, and |V xg| < %XB;R\BW Since p; solves the
continuity equation and 1/R < 4/(1 + |x|) for x € B3g\Bg, we have

Tiq
‘/ XRdMo—/ xR dies §/ —/ xR diy
RY RI o |dt Jra
T
=/ / by - Vxrdu,
B3r\BR

dt

dt

< —/ / |by | dp, dt
B3gr\Br
b
saf [
B3R\BR
which gives
T b
1o(BR) — i (B3g) g/ xR dﬂo—/ xr dit §4/ / B COL ) ar
R4 R4 0 B3r\BRr L+ |x]
(2.3)
and
T |bs (x)]
ut(BR) — no(B3R) §/ XR due —/ xR dpo §4/ / dpag (x) de.
R4 R4 0 B3r\BRr I+ |x]
2.4)

Letting R — oo in (2.3) and (2.4), the right-hand sides converge to 0 by (2.1) and
we find (2.2).
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Thanks to (2.2), the first part of the theorem follows directly from [5, Theo-
rem 12], while the last statement is obtained by restricting » to the class of curves
contained in By forall ¢ € [0, T] to obtain positive finite measures nR < 5 which
satisfy % 4 7, and then defining /,LIR = (e)n®. O

3. Integrability and Uniqueness of Bounded Solutions of the Continuity
Equation

Given a closed interval I C R and an open set 2 C R9, let us define the class
L1 ¢ of all nonnegative functions which are essentially bounded, nonnegative, and
compactly supported in €2:

Lrq:= L°°(I; Lif’(Q)) N {w : supp w is a compact subset of I x SZ} (3.1)

We say that p € L q is weakly* continuous if there is a representative p; with
t +— p, continuous in I with respect to the weak™ topology of L°>°(€2). Notice that,
in the class L7 o, weak™ continuity of p is equivalent to the narrow continuity of
the corresponding measures j; := p,.2¢ € M1 (R?).

For T € (0,00) we are given a Borel vector field b : (0,7) x Q — R4
satisfying:

(@-Q) [ [y 1b(t, x)| dx dr < oo for any Q' € Q;
(b-2) for any nonnegative p € L (£2) with compact support in €2 and any closed
interval I = [a, b] C [0, T], the continuity equation

d
3 Hdiv(bp) =0 in(a.b) x Q (3.2)

has at most one weakly* continuous solution I 3 ¢ = p; € L o with
Pa = p-

Remark 3.1. Assumption (b-€2) is known to be true in many cases. The following
list does not pretend to be exhaustive:

— Sobolev vector fields [20], BV vector fields whose divergence is a locally inte-
grable function in space [2,12,15,16], some classes of vector fields of bounded
deformation [6];

— vector fields B(x,y) = (bi(x,y), ba(x, y)) with different regularity with
respect to x and y [21,22];

— two-dimensional Hamiltonian vector fields [1] (within this class, property (b-£2)
has been characterized in terms of the so-called weak Sard property);

— vector fields arising from the convolution of L' functions with singular integrals
[13,14]. In this case, the authors proved uniqueness of the regular Lagrangian
flow associated to b; we outline in the next remark how to obtain the Eulerian
uniqueness property (b-€2) following their argument.

In [19], the author provides a time-dependent, divergence free vector field which
is BV in the space variable for each time and which does not satisfy (b-£2).
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Remark 3.2. Under the assumptions on the vector field b considered in [14], the
authors proved in [14, Theorem 6.2] the uniqueness of the Lagrangian flow. In their
key estimate, the authors take two regular Lagrangian flows X and Y, provide an
upper and lower bound for the quantity

D5 (1) = /log (1 LSGEY g Y(t’x)l) dx t€[0,T] (3.3)

in terms of a parameter § > 0, and eventually let § — 0. To show that property
(b-€2) holds, we consider two nonnegative bounded solutions of the continuity
equation with the same initial datum which are compactly supported in [a, b] x 2.
By Theorem 2.1 there exist 171, 172 € QZ(C ([a, b]; Rd)) which are concentrated
on absolutely continuous solutions n € AC([a, b]; 2) of the ODE 1 = b(¢t, n)
21 almost everywhere in (a, b), and satisfy (e,)#n' < C.Z4 for any t € [a, b,
i = 1, 2. Moreover, we have that (ea)#n1 = (ea)#nz. Given § > 0, we consider the
quantity

Ws(1) = /Q//log (1 + M) dny ()dn3 () dl(eo)sn' 1(x) 1 € [a, b],
3.4

where n}(, ng are the conditional measures of ! and 5 with respect to the map e,,.
Since ! and »? are concentrated on curves in C([a, b]; 2), to show that ' = y% we
can neglect the behavior of b outside 2. Following the same computations of [14]
with the functional (3.4) instead of (3.3), we show that 5 )1( = 11% for (eq)#n"'-almost
everywhere x € €2 and this implies the validity of property (b-£2).

More recently, these well-posedness results have also been extended to vector
fields in infinite-dimensional spaces (see [7] and the bibliography therein). It is
interesting to observe that the uniqueness assumption in (b-2) actually implies the
validity of a comparison principle.

Proposition 3.3. (Comparison principle) If (a-$2) and (b-2) are satisfied, then the
following implication holds:

=Py = pl=p Viel0,T]
for all weakly* continuous solutions of (3.2) in the class Ljo,11,Q-

Proof. Let 5’ be representing u} = ,0," 2% according to Theorem 2.1, and let 11;
be the conditional probability measures induced by ey, that is

/F(r/) dp’ :/ (/ F(n) dn;) dui(x) Y F:C([0, T]; R?) — R bounded,
Rd
or (in a compact form) 5’ (dn) = f ni (dn) duf)(x). Defining

i(dn) = / b, = (s
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because /L(l) < ,u(z), we get ) < 5. Moreover, the densities of measures fi; and u,l
provide two elements in Ljo,7],q, solving the continuity equation with the same
initial condition ,u(l). Therefore assumption (b-$2) gives i, = /1,,1 forallr € [0, T],
and /Ltl = [i; = (e)#l) < (et)#rl2 = ;L,z forall r € [0, T'], as desired. O

Theorem 3.4. Assume that b satisfies (a-2) and (b-2), and let
A e 2(C(10, T1; RY)) satisfy:

(1) A is concentrated on
{n e AC([0,T1: Q) : 0(t) = b(t,n(t)) for &' -almost everywhere t € (0, T)};
(ii) there exists Cqy € (0, 00) such that
(e)uh < CoZ? Vi el0,T]. (3.5)

Then the conditional probability measures Ay induced by the map ey are
Dirac masses for (eo)#h-almost everywhere x; equivalently, there exist curves
nxy € AC([0, T1; Q) solving the Cauchy problem 1 = b(t, n) with the initial con-
dition n(0) = x, satisfying

2= [ by, ditconri)

Proof. Let {A,},cn be an increasing family of open subsets of €2 whose union is
Q, with A, € A, 11 €  for every n. Possibly considering the restriction of 5 to
the sets

{necqo,rTI; RY) : n(t) € A, forevery t € [0, T1}

it is not restrictive to assume that » is concentrated on a family I" of curves satis-
fying Uner n([0, T]) € 2. Then, using the uniqueness assumption for uniformly
bounded and compactly supported solutions to the continuity equation, the result
follows from the decomposition procedure of [5, Theorem 18] (notice that the lat-
ter slightly improves the original argument of [2, Theorem 5.4], where comparison
principle for the continuity equation was assumed, see also Proposition 3.3 and its
proof). O

Remark 3.5. The assumption (b-$2) is purely local, as it is proved in the Appendix.
Moreover, it could be reformulated in terms of a local uniqueness property of
regular Lagrangian flows: for any 7y = 0, xg € € there exists ¢ := &(fg, xg) > 0
such that for any Borel set B C B:(x9) C 2 and any closed interval I = [a, b] C
[to—e¢, to+¢€]N[0, T, there exists at most one regular Lagrangian flow in B X [a, b]
with values in B, (xqg) (see Definition 4.1).

Indeed, (b-£2) implies the local uniqueness of regular Lagrangian flows by
Theorem 3.4 applied to A = %fB Gx(x) +v(.x) d.#4(x), where X and Y are
regular Lagrangian flows in B x [a, b]; on the other hand, we obtain the converse
implication through the superposition principle. This approach has the advantage
to state the assumptions and the results of this paper only in terms of the Lagrangian
point of view on the continuity equation. On the other hand, in concrete examples
it is usually easier to verify assumption (b-€2) than the corresponding Lagrangian
formulation.
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4. Regular Flow, Hitting Time, Maximal Flow

Definition 4.1. (Local regular flow) Let B € B(R?), 7 > 0,and b : (0, 7) x R —
R¢ Borel. We say that X : [0, 7] x B — R? is a local regular flow starting from
B (relative to b) up to t if the following two properties hold:

(i) for #“-almost everywhere x € B, X(-,x) € AC([0, t]; R?) and solves the
ODE i (t) = b(z, x(t)) .Z"-almost everywhere in (0, 7), with the initial condi-
tion X (0, x) = x;

(ii) there exists a constant C = C(X) satisfying X (¢, )4(Z¢L_B) < C.Z°.

In the previous definition, as long as the image of [0, 7] x B through X is
contained in an open set €2, it is not necessary to specify the vector field b outside
2; the flow is called “regular” because of the bounded compression condition (ii).
By Theorem 3.4 we obtain a consistency result of the local regular flows with values
in 2 in the intersection of their domains.

Lemma 4.2. (Consistency of local regular flows) Assume that b satisfies (a-2) and
(b-2). Let X; be local regular flows starting from B; up to t;, i = 1,2, with
X; ([0, 7;] x Bj) C Q. Then

Xi1(,x)=X2(-,x) in[0, 71 A 12], for 2 _almost everywhere x € B1 N B;.
4.1

Proof. Take B C B; N B, Borel with .24 (B) finite, and apply Theorem 3.4 with
T=1t A1, m=d,and
1

A= 5/(5xl(‘,x> + 8xy () dL5 (),

where fg is the normalized Lebesgue measure on B. O

If we consider a smooth vector field b in a domain 2, a maximal flow of b
in 2 would be given by the trajectories of b until they hit the boundary of 2. In
order to deal at the same time with bounded and unbounded domains (including
the case 2 = R9) we introduce a continuous potential function Vg : Q — [0, 00)
satisfying

lim Vo(x) = oo, 4.2)

meaning that for any M > O there exists K € Q with Vo > M on Q\K (in
particular, when 2 = R, Va(x) — o0 as |x| — o0). For instance, an admissible
potential is given by Vg (x) = max{[dist(x, R\Q)]7!, |x|}.

Definition 4.3. (Hitting time in ) Let 7 > 0, Q C RY openand 7 : [0, 7) — R4
continuous. We define the hitting time of n in Q as

hq(n) := sup [t el0,7): I[%a)]( Va(n) < oo} ,
N3

with the convention hg(n) = 0if n(0) ¢ Q.
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It is easily seen that this definition is independent of the choice of Vg, that
ha(n) > 0 whenever (0) € €2, and that

ho(n) <t = limsup Vo(n(r)) = oco. 4.3)
t1thg ()

Using Vg we can also define the concept of maximal regular flow.

Definition 4.4. (Maximal regular flow in an open set 2) Letb : (0, T) x Q — R4
be a Borel vector field. We say that a Borel map X is a maximal regular flow relative
to b in 2 if there exists a Borel map T x : 2 — (0, 7] such that X (¢, x) is defined
in the set {(¢, x) : t < T x(x)} and the following properties hold:

(i) for .#?-almost everywhere x € Q, X(-,x) € ACpc([0, Tq x(x)); RY), and
solves the ODE x (1) = b(t, x(1)) £ "-almost everywhere in (0, Tq. x(x)), with
the initial condition X (0, x) = x;

(ii) for any " € £ there exists a constant C(2’, X) such that

X, )4 (LW Tq > tH SCQ, X)LYLQ Viel0,T], (4.4

where

| ho(X(-,x)) forx e,
Tor (%) 2= 0 otherwise;

(iii) limsup Vo(X(t,x)) = oo for 24 _almost everywhere x € € such that
11Tq x (x)
Tny(x) <T.

In the previous definition, “regular” refers to the local bounded compression con-
dition in (ii) and “maximal” refers to (iii). For .#¢-almost everywhere x € 2, the
function Tq x (x) represents the maximal existence time (often called blow-up time
in the following) of the trajectory X (-, x). Notice that (4.4) could be equivalently
written as

X, )4( LTy > 1) S C(, X).&¢ foralls €0, T],

because the push-forward measure is concentrated on Q’; so the real meaning of
this requirement is that the push forward measure must have a bounded density
with respect to 2%, at least as long as the trajectories remain inside €'

Remark 4.5. (Maximal regular flows induce regular flows) Given any maximal
regular flow X in Q, r € (0, T), and a Borel set B C Q suchthat 7o x > ton B
and

{X(t.x): xe B, 1€[0.7]} € Q,

we have an induced local regular flow in the set B up to time 7.
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Remark 4.6. (Invariance in the equivalence class of b) It is important and techni-
cally useful (see for instance [3]) to underline that the concepts of local regular flow
and of maximal regular flow are invariant in the Lebesgue equivalent class, exactly
as our constitutive assumptions (a-$2), (b-2), and the global/local bounds on the
divergence of b. Indeed, for local regular flows, Definition 4.1(ii) in conjunction
with Fubini’s theorem implies that for any .%!+¢-negligible set N C (0, T) x R?
the set

{x eB: L'{te©1): (t,X(t x) €N} > 0}

is Z?-negligible. An analogous argument, based on (4.4), applies to maximal
regular flows.

5. Existence and Uniqueness of the Maximal Regular Flow

In this section we consider a Borel vector field b : (0, T) x © — R< which sat-
isfies the assumptions (a-€2), (b-€2) of Section 3, and such that the spatial divergence
div b(¢, -) in the sense of distributions satisfies

T
VQ € Q, divh(t,)=m(r) in ', with L(Q', b) ::/ |m(t)|dt<oo. (5.1)
0

Remark 5.1. Assumption (5.1) could be weakened to m € LY0, Ty) for all
To € (0,7T), but we made it global in time to avoid time-dependent constants
in our estimates (and, in any case, the maximal flow could be obtained in this latter
case by gluing together the maximal flows in (0, Tp) for Ty 1 7).

The first step in the construction of the maximal regular flow will be the fol-
lowing local existence result.

Theorem 5.2. (Local existence) Let b : (0, T) x  — R? be a Borel vector field
which satisfies (a-2), (b-Q2), (5.1), and let A € 2 be open. Then there exist a
Borel map Ty : A — (0, T] and a Borel map X(t, x), defined for x € A and
t €0, T4(x)], such that:

(a) for 24 _almost everywhere x € A, X(-,x) € AC([0, T4 (x)]; Rd), X(0,x) =
x, X(t,x) € Aforallt € [0, To(x)),and X (T4(x),x) € 0AwhenTy(x) < T,

(b) for L?-almost everywhere x € A, X(-, x) solves the ODE y = b(t,y) £!-
almost everywhere in (0, T4 (x));

©) X(t, )a( LTy > 1)) < LAD LA forallt € [0, T], where L(A, b)
is the constant in (5.1).

Notice that since the statement of the theorem is local (see also the appendix,
in connection with property (b-£2)), we need only to prove it under the assumption
|b| € L'((0, T) x ), which is stronger than (a-<2).

We will obtain Theorem 5.2 via an approximation procedure which involves
the concept of regular generalized flow in closed domains, where now “regular”
refers to the fact that the bounded compression condition is imposed only in the
interior of the domain.
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Definition 5.3. (Regular generalized flow in A) Let A C RY be an open set and
letc: (0,T) x A — R? be a Borel vector field. A probability measure 3 in
C([0, T1; RY) is said to be a regular generalized flow on A if the following two
conditions hold:

(i) » is concentrated on
{n € AC([0, T1; A) : (1) = e(t, n(t)) for " -almost everywhere ¢ € (0, T)};
(i) there exists a constant C(5) € (0, co) satisfying
((ensm A< Cc2? Vielo, Tl (5.2)

Any constant C for which (5.2) holds is called a compressibility constant of 3.

The class of regular generalized flows enjoys good tightness and stability proper-
ties. We recall that a sequence " € & (C ([0, T1; X)) is said tight if forevery ¢ > 0
there exists a compact set I'y € C([0, T]; ‘A) such that " (C([0,TT; X)\Fg) <e¢
for every n € N. Equivalently, the sequence 5" is said to be tight if there exists a
coercive, lower semicontinuous functional £ : C([0, T]; A) — [0, co] such that
sup,,cy [ Edp" < oo.

We state the tightness and stability properties in the case of interest for us,
namely when the velocity vanishes at the boundary.

Theorem 5.4. (Tightness and stability of regular generalized flows in A)Let A C
R4 be a bounded open set, lete, ¢" : (0, T) x A — R4 be Borel vector fields such
thatc =c" =00n (0, T) x 0A and

lim ¢ =¢ inL'((0, T) x A; RY). (5.3)

n—o0

Lety" € W(C([O, T]; Z)) be regular generalized flows of " in A and let us assume
that the best compressibility constants C,, of 3" satisfy sup, C, < co. Then (")
is tight, any limit point 3 is a regular generalized flow of ¢ in A, and the following
implication holds:

cn?? forsomec, >0 = ((e)a(nLT))L A’

((ens("LTHLA" <
< (lim inf cn) L (5.4)

for any choice of open sets T C C([0, T]; A) and A’ C A.

In the previous theorem the assumption that all the vector fields vanish on the
boundary of A allows us to say the following: if an integral curve of ¢” in A hits 9 A
and stops there, then it is still an integral curve of ¢” on the whole A. We remark
that the previous theorem is invariant if the vector fields ¢” are modified on a set
of Lebesgue measure zero in (0, T) x A, thanks to the compressibility condition
(5.2) required in A; on the contrary, the value of ¢” on d A has to be understood in
a pointwise sense.
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Proof of Theorem 5.4. By Dunford—Pettis’ theorem, since the family {¢"} is com-
pact in LY(A; R?) (recall that ¢, (z, -) vanish outside of A), there exists a mod-
ulus of integrability for ¢”, namely an increasing, convex, superlinear function
F : [0, 00) — [0, c0) such that F(0) = 0 and

T
sup/ /7F(|c"(t,x)|)dx dr < oco. (5.5)
0o JaA

neN

Let us introduce the functional % : C ([0, T']; Rd) — [0, o] as follows

S0 = | Jo FU@D e if n € AC(0, T1; A), B
B ) itn e C([0, T1; RY)\AC([0, T]; A).

Using Ascoli-Arzela theorem, the compactness of A, and a well-known lower
semicontinuity result due to loffe (see for instance [8, Theorem 5.8]), it turns out
that ¥ is lower semicontinuous and coercive, namely its sublevels {& < M} are
compact.

Since 5" is concentrated on AC([0, T']; Z) we get

T T
/ Sdy = / /0 F(il) de dn () = /0 /XF(|c"|>d[<et>#n”1dr
T
< cn/ /,F(|c"|)dxdr,
0 A

so that f > dp" is uniformly bounded thanks to (5.5). Therefore Prokhorov com-
pactness theorem provides the existence of limit points. Since ¥ is lower semi-
continuous we obtain that any limit point 3 satisfies f ¥ dp < oo, therefore 7 is
concentrated on AC([0, T]; A).

Let C := liminf, oy C, < 00. Since (e;)4n" narrowly converge to (e;)#n, we
know that for any open set A’ C A there holds

(eun(A) = linrgi(gf(et)#n"(A/) <cgA) Yielo,Tl.

Since A’ is arbitrary we deduce that 5 satisfies (5.2). A similar argument provides
its localized version (5.4). To show that 5 is concentrated on integral curves of ¢, it
suffices to show that

t
/‘n(t)—n(o)—/o c(s. n(s)) ds

for any ¢t € [0, T]. The technical difficulty is that this test function, due to the lack
of regularity of ¢, is not continuous. To this aim, we prove that

t
/‘n(t)—n(O)—/o ¢'(s, n(s)) ds

dp(n) =0 (5.6)

dnp(n) = C/ e —c|dxdt  (5.7)
0, T)xA
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for any continuous vector field ¢’ : [0, T] x A — R? with ¢/ = 0 in [0, T] x 9A.
Then, choosing a sequence (c),) of such vector fields converging to ¢ in L'(A; RY)
and noticing that

// le(s. n(s)) — €, (s, n(s))] ds dn(n) = //|c—c | d(ey)sm ds

< / lc — ¢, |dx dz,
(0,T)xA

converges to 0 as n goes to 0o, we can take the limit in (5.7) with ¢’ = ¢), to obtain
(5.6).

It remains to show (5.7). This is a limiting argument based on the fact that (5.6)
holds for ¢”, 5":

t
/'ﬂ(t)—n(O)—/o c'(s,n(s))ds| dy" (i)

t
- / ‘ /0 (¢" (s, 1(s) — €'(s, n(s))) ds
t
g//o e — ¢/I(s, n(s)) ds dy’ (n)
t
_ / / " — | d(e,)sn™] ds
0 JA
t
§Cn//|c”—c’|dxds.
0 JA

Taking the limit in the chain of inequalities above we obtain (5.7). O

dn" ()

Now we show how Theorem 5.2 can be deduced from the existence of reg-
ular generalized flows in A; at the same time, we show that flows associated to
sufficiently smooth vector fields induce regular generalized flows (actually even
classical ones, but we will need them in generalized form to take limits).

Proposition 5.5. (i) Let b : (0, T) x 2 — R? be a Borel vector field which satisfies
(a-Q2) and (b-2), let A € Q2 be an open set, and let W be a regular generalized
flow in A relative to ¢ = xab with compressibility constant C and that satisfies
(e0)sn = poL¢ with po > 0 L% -almost everywhere in A. Then there exist X and
T4 as in Theorem 5.2(a)—(b) that satisfy

X(t, )#(pol{Ta > 1) S CLLA (5.8)

forallt € [0, T]. _
(ii) Let b € C*®([0, T] x A; R?). Then there exists a regular generalized flow
n associated to by 4, with (eo)#n equal to the normalized Lebesgue measure in A
and satisfying
L(A',b)

d
gd(A)‘g Vtel0,T] (5.9)

((esnliha () > hL A" =

for any open set A’ € A.



Existence and Uniqueness of Maximal Regular Flows 1057

Proof. We ﬁr_st prove (i). Set ug = ,oo.i”d and consider a family {n,} C
QZ(C([O, Tl, A)) of conditional probability measures, concentrated on

{n € AC([0, TT; A): n=c(t,n) £ -almost everywhere in (0, 7'), n(0) = x}

and representing 7, that is, f N, dio(x) = . We claim that pp-almost every x € A:

1. ha(n) is equal to a positive constant for 5, -almost everywhere 7;
2. if T4 (x) is the constant in (1), (e;)#n, is a Dirac mass for all r € [0, T4 (x)].

By our assumption on /10, the properties stated in the claim hold .#¢-almost every-
where in A. Hence, given the claim, if we define

X(t,x) = / n(t) dn, (n)

then for .#?-almosteverywhere x € A the integrand (z) is independent of 1 as soon
ast < Tx(x), hence X(z, x) satisfies (a) and (b) in the statement of Theorem 5.2.
The compressibility property (5.8) follows immediately from (5.2).

Let us prove our claim. We notice that the hitting time is positive for (-
almost everywhere x € A. For ¢ € QN (0, T'), we shall denote by I'; the set
{n: ha(n) > g}andby X7 : T'; — C([0, q]; A) the map induced by restriction
to [0, g1, namely %9 (1) = nl[0.q)-

In order to prove the claim it clearly suffices to show that, forallg € QN (0, T),
Eg (n, L_T'y) is either a Dirac mass or itis null. So, forg € QN (0, T) and § € (0, 1)
fixed, it suffices to show that

={(n,LTy) € 2(C(10. q1; A))

T n(Ty)
is a Dirac mass for j1o-almost everywhere x satisfying 5, (I'y) = 8.

By construction the measures A, satisfy A, < Eg (n,LT',)/é and they are
concentrated on curves [0,g] > ¢ +— n(¢) starting at x and solving the ODE
0 = b(t, n) £"'-almost everywhere in (0, ¢). Therefore

A= / Ay duo(x) € 2(C([0, q1; A))
{xeA: 5, (Ty) 28}

satisfies all the assumptions of Theorem 3.4 with T = g and 2 = A, provided we
check (3.5). To check this property with Co = C/§, fort € [0,g] and ¢ € C.(A)
nonnegative we use the fact that A, < Eg (nyl_Fq)/(S and the fact that C is a
compressibility constant of 7 to estimate

1 1 C
/ pd(e)sd < —/ pd(e)s(nlTy) = —/ pd(e)sn = —/ @dx.
R 8 JRpd 8 Jpd 8 Ja

Therefore Theorem 3.4 can be invoked: A, is a Dirac mass for wp-almost everywhere
x and this gives that A, is a Dirac mass po-almost everywhere in {3, (T'y) = §}.
This concludes the proof of (i).

For (ii), we begin by defining » with the standard Cauchy—Lipschitz theory.
More precisely, for x € A we let X (¢, x) be the unique solution to the ODE
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1 = b(t, n) with n(0) = x until the first time T4 (x) that X (¢, x) hits d A, and then
we define X (¢, x) = X (¢, Ta(x)) for all t € [T4(x), T]. Finally, denoting by fj{
the normalized Lebesgue measure in A, we define 7 as the law under ff of the map
x = X (-, x). With this construction it is clear that condition (i) in Definition 5.3
holds.

Let us check condition (ii) as well, in the stronger form (5.9). Recall that X
is smooth before the hitting time and that the map ¢t — J(¢) := det V, X (¢, x) is
nonnegative and solves the ODE
J(t) = J(@)divb(t, X(z, x)),

[J(O) 1 (5.10)

Now, fix an open set A’ € A, and observe that (5.9) is equivalent to prove that for
everyt € [0, T]

/ (X, x))dx £ eL(A/’b)/ @(x)dx forevery ¢ € C.(A").
A'N{x:h (X (-,x))>1} A’

Fix ¢ € C.(A’) nonnegative and notice that (X (¢, x)) = 0if r = h (X (-, x)),
hence supp po X (¢, -) is acompact subset of the open set G; := {x : ha (X (-, x)) >
t}. By the change of variables formula

/(p(X(t,x))dethX(t,x)dxz/ o(x)dx,
R4 R4

in order to estimate from below the left-hand side it suffices to estimate from below
det V, X (¢, x) in G;; using (5.10) and Gronwall’s lemma, this estimate is provided
by e~ LA g

Remark 5.6. For the proof of Theorem 6.2 we record the following facts, proved
but not stated in Proposition 5.5: if y is as in the statement of the proposition,
then for (eg)#n-almost everywhere x the hitting time h4 () is equal to a positive
constant T4 (x) for 5, -almost everywhere n; furthermore, (e;)#n, is a Dirac mass
forall r € [0, Ta(x)].

Proof of Theorem 5.2. By the first part of Proposition 5.5, it suffices to build a
regular generalized flow 3 in A relative to ¢ = x4b with compressibility constant
eL(Ab) ) 24 (A) such that (eg)un = po-L? with pg > 0 .Z?-almost everywhere in
A. By the second part of the proposition, we have existence of n with (eg)#n
equal to the normalized Lebesgue measure .,Sfj and satisfying (5.9) whenever
be C®(0,T] x A; RY).

Hence, to use this fact, extend b with the 0 value to R x R? and let b, be mollified
vector fields. We have that L(A, b.) are uniformly bounded (because A € 2) and,
in addition, the properties of convolution immediately yield

limsup L(A’, b,) < L(A,b) forany A" € A open. (5.11)
el0
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If 5, are regular generalized flows associated to ¢, = xab., we can apply Theo-
rem 5.4 to get that any limit point 5 is a regular generalized flow associated to ¢
and it satisfies (eg)#n = fg. In addition, given A" € A open we have

oL(Abe) J
(Cenwn:Ltha () > (DLA'S —g 2% Vi 0. 7],
thus (5.4) and (5.11) yield
L(A.b)
(. r< £ d
(ermliha () > DA S ZZn 24 Vi e[0.7).

Letting A’ 1 A gives that e2(4-?) / #?(A) is a compressibility constant for . O

Using a gluing procedure in space, we can now build the maximal regular flow in
2 using the flows provided by Theorem 5.2 in domains €2,, € 2,41 with , 1 Q.

Theorem 5.7. Let b : (0, T) x Q — R? be a Borel vector field which satisfies
(a-2) and (b-R2). Then the maximal regular flow is unique, and existence is ensured
under the additional assumption (5.1). In addition,

(a) for any Q' € Q the compressibility constant C (2, X) in Definition 4.4 can be
taken to be eL(Q/’b), where L($2, b) is the constant in (5.1);

(b) if'Y is a regular flow in B up to © with values in Q, then Tq x > T L4 almost
everywhere in B and

X, x)=Y(,x) in[0, ], for 2 _almost everywhere x € B. (5.12)

Proof. Let us prove first the uniqueness of the maximal regular flow in €2. Given
regular maximal flows X’ in @,/ = 1, 2, by Lemma 4.2 and Remark 4.5 we easily
obtain

X'(,x) = X?(,x) in[0, T y1 (x) A Tg y2(x)), for £“-almost everywhere x € Q.

On the other hand, for .#?-almost everywhere x € {Tq.x1 > Tq x2}, the image
of [0, T x2(x)] through Vo(X 1(-, x)) is bounded in R, whereas the image of
[0, T x2(x)) through Va(X2(-, x)) is not. It follows that the set {Ty1 > Tx2}is
2 negligible. Reversing the roles of X! and X2 we obtain that T x1 =T x2
#?-almost everywhere in .

In order to show existence we are going to use auxiliary flows X, in €2, with
hitting times 7}, : 2, — (0, T'], that is,

1. for Z%-almost everywhere x € Q,, X,(.x) € AC(0, T,(x)];R%),
X, (0,x) =x, X, (¢t,x) € Q forall t € [0, T,,(x)), and X, (T, (x), x) € 92,
when 7, (x) < T, so that hg, (X, (-, x)) = T, (x);

2. for #%-almost everywhere x € Q,, X, (-, x) solves the ODE y = b(t, y)
£ -almost everywhere in (0, T;,(x));

3. Xp(t, )e(LUYT, > 1)) < elCmb) pd| Q. for all + € [0, T], where
L(2,, b) is given as in (5.1).
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The existence of X,,, 7;, as in (1), (2), (3) has been achieved in Theorem 5.2.

If n < m, the uniqueness argument outlined at the beginning of this proof gives
immediately that T, (x) < Ty, (x), and that X, (-, x) = X, (-, x) in [0, T,,(x)] for
24 -almost everywhere x € €2,,. Hence the limits

Tox(x):= lm T,(x),  X(,x) = lim X, x) 7€[0,Tox(x)) (5.13)

are well defined for .#’?-almost everywhere x € €. By construction
X(G,x)=X,(,x) in|[0, T,(x)), for 2% _almost everywhere x € Q,. (5.14)

We now check that X and Tq x satisfy the conditions (i), (ii), (iii) of Defin-
ition 4.4. Property (i) is a direct consequence of property (2) of X,, (5.13), and
(5.14).

In connection with property (ii) of Definition 4.4, in the more specific form
stated in (a) for any open set Q' € €, it suffices to check it for all open sets €2,:
indeed, it is clear that in the uniqueness proof we need it only for a family of sets
that invade 2 and, as soon as uniqueness is established, we can always assume
in our construction that Q' is one of the sets €2,,. Now, given n, we first remark
that property (1) of X, yields T,,(x) = hg, (X (-, x)) for & d_almost everywhere
x € Qp; moreover (5.14) gives

X(t, (LT, > 1) = X (6, )4 (LT, > 1))
for all r € [0, T]. Hence, we can now use property (3) of X, to get
X(t, )a( LT, > 1)) S D 24| Q. foreveryr € [0,T], (5.15)

which together with the identity 7,,(x) = hg, (X (-, x)) for & d_almost everywhere
x € 2, concludes the verification of Definition 4.4(ii).

Now we check Definition 4.4(iii): we obtain that lim sup Vo (X (¢, x)) = oo as
t P Tq x(x) for Z4_almost everywhere x € 2 such that T x(x) < T from the
fact that X (¢, T,,(x)) € 0€2,, and the sets €2,, contain eventually any set K € 2.
This completes the existence proof and the verification of the more specific property
(a).

The proof of property (b) in the statement of the theorem follows at once from
Lemma 4.2 and Remark 4.5. O

6. Main Properties of the Maximal Regular Flow

6.1. Semigroup Property

In order to discuss the semigroup property, we double the time variable and
denote by

X(t,s,x), t2s,

the maximal flow with s as initial time, so that X(z,0,x) = X(¢,x) and
X (s, s, x) = x. The maximal time of X (-, s, x) will be denoted by T x s(x).
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The proof of the semigroup property and of the identity Tq x (X (s, x)) =
Tq x (x) satisfied by the maximal existence time follows the classical scheme. It is
however a bit more involved than usual because we are assuming only one-sided
bounds on the divergence of b, therefore the inverse of the map X (s, -) (which
corresponds to a flow with reversed time) is a priori not defined. For this reason,
using conditional measures, we define in the proof a kind of multi-valued inverse
of X(s, ).

Theorem 6.1. (Semigroup property) Under assumptions (a-$2), (b-2), and (5.1)
on b, forall s € [0, T the maximal regular flow X satisfies

To.x.s(X(s,x)) = Tq x(x) for 2 _almost everywhere x € {Tq x > s}, 6.1)
X(-, s, X (s, x)) =X, x)inls, Tg x(x)), for 24 almost everywhere x € {Tq x > s}.
(6.2)

Proof. Let us fix s = 0 and assume without loss of generality that ¥ d({TQ, x >
s}) > 0. Let us fix a Borel By C {Tq x > s} with positive and finite measure,
and let .Z¢ denote the renormalized Lebesgue measure on By, namely .29 :=
2B,/ 24(By). We denote by py the bounded density of the probability measure
X(s, ~)#D§ﬁ,d with respect to .24, We can disintegrate the probability measure 7 :=
(Id x X (s, ~))#‘$Sd with respect to py, getting a family {r,} of probability measures
in R such that 7 = frry ® 8y ps(y) dy. Notice that in the case when X (s, -) is
(essentially) injective, 7y is the Dirac mass at (X (s, )~ Ny) for X (s, ~)#,,?§‘1-almost
everywhere y.
For ¢ > 0, let us set

e ::/ Ty ®6ydy € ,@(de)
{Pszg}

Since em, < 7, the first marginal j, of 7, is bounded from above by £ /e,

therefore it has a bounded density g, with respect to .2¢. Moreover, since 7 <
Il 05l Lo (Re) SUPg. 7Tz and the first marginal of 7 is ,zsd, we obtain

sup pe(x) > 0 for ¥ 4_almost everywhere x € Bs. (6.3)

e>0

Now, for T > s and ¢ > Ofixed, let B] := {Tq x > v} and define a generalized
flow 5, , € 2(C([s, t]; RY)) by

Nre :=/ Sx(.x) dmy(x)dy =/ Sx(,x) Pe(x)dx.  (6.4)
(x,y)€BT x{ps ¢} BY
For any r € [s, 7] and any ¢ € Cp(RY) nonnegative there holds
/ ddl(e)sn, 1= | ¢X(r,x)pe(x)dx = Lllﬁslloo/ ¢ (z)dz.
R4 B R4

Evaluating at r = s, a similar computation gives

(es)#nre = X (s, )4 (XBr Pe)-
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By Theorem 3.4 (applied in the time interval [s, 7] instead of [0, T']) it follows that

Nee :/8772 d[(es)#ﬂf,g](Z)- (6.5)

Now, itisclearthat W (-, z) := n.(-) isaregular flowin [s, 7], hence (by uniqueness)
n; = X(, 5, z) for (e5)#n, .-almost everywhere z. Returning to (6.5) we get

Nee = /5X(~,S,Z) d[(es)#”r,g](z) 2/ 8X(~,S,X(s,x)),56(x) dx, (6.6)
Bg

where in the second equality we used the formula for (e )#%, . Comparing formulas
(6.4) and (6.6), and taking (6.3) into account, we find that Tq x (X (s,x)) = t
and that X(~, s, X(s, x)) = X(-,x)in [s, 7], for #?_almost everywhere x € B;.
Since T > s is arbitrary, it follows that T x (X (s, x)) = Tq x(x) and that
X(t, s, X (s, x)) = X(t,x) 24 _almost everywhere in Bj.

If Tq x(x) < T, by the semigroup identity it follows that

limsup V(X (t,s5, X(s,x))) = limsup Vo(X(t, x)) = oo,
1 Tq x (x) 11Tg x (x)

and hence
To xs(X(s,x)) =Tq x(x) for 2% _almost everywhere x € By. 6.7)

Eventually we use the arbitrariness of By to conclude (6.1) and (6.2). O

6.2. Stability

The following theorem provides a stability result for maximal regular flows in
2 when the vector fields converge strongly in space and weakly in time, in analogy
with the classical theory (see also Remark 6.3 below).

Theorem 6.2. (Stability of maximal regular flows in Q) Let Q@ C R? be an open
set. Let X be maximal regular flows in Q relative to locally integrable Borel vector
fields b" : (0, T) x Q — RY. Assume that:

(a) for any A € 2 open the compressibility constants C(A, X") in Definition 4.4
are uniformly bounded,

(b) for any A € Q2 open, setting A®* := {x € A : dist(x, R\ A) > e} fore > 0,
there holds, uniformly with respect to n,

}}i_r)r}) ’XAIhI(x +h)b"(t,x +h) — xa(x)b"(t, x)‘ =0 inL'(0,T) x A);
(6.8)

(c) there exists a Borel vector field b : (0, T) x Q@ — R? satisfying (a-Q) and
(b-2) such that

b" — b weakly in Ll((O, T) x A; Rd) forall A € Qopen. (6.9)
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Then there exists a unique maximal regular flow X for b and, for every t € [0, T']
and any open set A € 2, we have

li X% (s, ) — X, - 1 = 1
at g{%ﬁ]' als:) (5, 1A ‘Ll({x: ha(X(x))>1}) 0 6.10)
where
X" (1. x) 1= X" (t, x) fort € [0, ha(X"(-, x))],
ANV XM(ha (X" (L x)), x) fort € [ha (X" (-, x)), T].

Remark 6.3. The convergence (6.9) and (6.8) of b" to b is implied by the
strong convergence of b" to b in space-time. It is however quite natural to state
the convergence in these terms in view of some applications. For example, the
weak convergence of (6.9) and the boundedness in a fractional Sobolev space
b € LY(0, T); W™PRY)), p > 1,m > 0, is enough to guarantee that (6.8)
holds. The same kind of convergence appears in [20, Theorem II.7] to prove con-
vergence of distributional solutions of the continuity equation, and in [18, Remark
2.11] in the context of quantitative estimates on the flows of Sobolev vector fields.

The convergence of the flows in (6.10) is localised to the trajectories of b which
are inside A in [0, ¢]. This is indeed natural: even with smooth vector fields one
can construct examples where the existence time of X (-, x) is strictly smaller than
the existence time of X" (-, x) and the convergence of X" (-, x) to X (-, x), or to
its constant extension beyond the existence time T x (x), fails after T x (x) (see
Fig. I).

The stability of maximal flows in Theorem 6.2 implies a lower semicontinuity
property of hitting times.

Corollary 6.4. (Semicontinuity of hitting times) With the same notation and
assumptions of Theorem 6.2, for every t € [0, T] we have that

Tim 29({x s ha(X" () £ 1 < ha(X ¢, x))) =0, 6.11)

Fig. 1. One can build a sequence of smooth vector fields b whose trajectories X" (-, x)
starting from a point x is drawn in the figure. These trajectories fail to converge to the
constant extension of X (-, x) after T yx (x)
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In particular, there exists a subsequence n(k) — oo (which depends, in particular,
on A) such that

ha(X(-, x)) < likm inf hy(X"W (., x)) L -almost everywhere in A.  (6.12)
— 00

Proof. For every x such that hs (X" (-, x)) £t < ha(X (-, x)) we have that

m[%x] | X" (s, x) — X (s, x)| = dist(dA, X ([0, ], x)) > 0.
s€|0,1
It implies, together with (6.10), that (6.11) holds.

Up to a subsequence and with a diagonal argument, by (6.11) we deduce that
forevery t € QN [0, T'] the functions 1, (xn (. x))<,) CONverge pointwise almost
everywhere to 0 in {h4(X (-, x)) > ¢} and therefore for 4 _almost everywhere
x such that t < hy (X (-, x)) we have ha (X" (-, x)) > t for n large enough. This
implies that for every r € Q N [0, T], for .#?-almost everywhere x such that
t < ha(X(-, x)) we have

t < likm inf ha (X" ® (., x)) £%-almost everywhere in A,
—00

which implies (6.12). O

The proof of the stability of maximal regular flows in €2 is based on a tightness
and stability result for regular generalized flows in A (according to Definition 5.3),
as the one presented in Theorem 5.4 under the assumption of the strong space-time
convergence of the vector fields.

Proposition 6.5. (Tightness and stability of generalized regular flows) Ler A ¢ R?
be a bounded open set. The result of Theorem 5.4 holds true also if we replace the
strong convergence of the vector fields (5.3) with the assumptions

Jim xqm (x+R)e" (¢, x +h) = xa()e" (5, x) in L'((0.T) x A),

uniformly with respect to n, (6.13)
¢" — ¢ weakly in L' ((0, T) x A), (6.14)

where A® ;= {x € A : dist(x,Rd\A) 2> ¢} for ¢ > 0 [compare with (6.8) and
(6.9)].
Proof. The tightness was based on Dunford—Pettis’ theorem and it can be repeated

in this context thanks to (6.14): in particular, there exists a modulus of integrability
F such that

T
sup// F(n(t)])dr dy" < oo. (6.15)
neN 0

We show that » is concentrated on integral curves of ¢, namely

t
/ ‘n(t)—n(O)— /0 ¢(s. (s)) ds| dn(n) = 0 6.16)
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for any + € [0,T]. To this end we consider ¢ := (cxac) * p., where
pPe(x) = e_d,o(x/e), p € C?O(Rd) nonnegative, is a standard convolution
kernel in the space variable with compact support in the unit ball. Notice that
¢ € L'((0, T); C2(A; RY)) and that [¢® — ¢| — 0in L'((0, T) x A) as & — 0.
Similarly, for every n € N we set ¢™¢ := (¢" xa¢) * pe. We first prove that, for
every ¢ > 0,

/)n(x)—n@—/ ¢ (s, n(s)) ds| dn(n) < w(e), ©6.17)

t
0

where w : (0, 00) — (0, 00) is a nondecreasing function which goesto O ase — 0
to be chosen later.

Since the integrand is a continuous (possibly unbounded) function of
neC(0,T], ]Rd) and 5" is concentrated on integral curves of ¢”, by the triangular
inequality we have the estimate

t
/'n(t)—n(O)—/O c?(s,n(s))ds

t
< liminf/ ‘r](t) —1(0) —/ c (s, n(s))ds
n—00 0
< liminf [/
t
+ / / [ — ¢1(s. n(s)) ds
0

To estimate the first term in the right-hand side of (6.18), we notice that

dn(n)

dn" (1)

dn" ()

t
/O [¢" — (5. n(s)) ds

dn”(n)} (6.18)

Sup ||Cn'£ —_ cn”Ll((O,T)XA) g (,()(8)
neN

andw(e) — 0ase — 0.Indeed, consider anondecreasing function wy : (0, co) —
(0, oo0) which goes to 0 as ¢ — 0 and such that

llxam (x —h)e™ (t, x —h) — xa()e" (t, )l L10.1yxa) = @wo(|R])  (6.19)

for every n € N, which exists thanks to (6.13). We notice that
T T
/ / |c"'5—c"\dxdt§/ pg(z)/ / Ixae(x —2)c"(t,x —z) — " (¢, x)|dx dr dz
0o Ja Rd 0 Ja
T
< / pg(z)/ /[xAm (x —2) = xas(x = )]|e" (¢, x — z)|dx drdz
Rd 0o Ja
T
+/ Ps(Z)/ / [Xal (x —2)"(t,x —z) — " (¢, x)|dx dt dz
Rd 0o Ja
T
§/ pg(z)/ / [xa(x) — xas()]lc" ¢, x)| dx df dz + wo(e)
Rd 0o Jrd

and the first term converges to 0 uniformly in n thanks to (6.14), Dunford—Pettis’
theorem and since A®* 4 Aase — 0.
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Hence, using the fact that ¢ = 0 on d A and the definition (5.2) of compress-
ibility constant C,, for " we get

t
/VO [c" —¢™*1(s, n(s))ds

We now estimate the second term in the right-hand side of (6.18). To this end, for
every k > 0 we consider the set of curves

t
dp"(n) < Cn/ / l¢" — ¢™f|dsdx < sup C, w(e).
QJO n
(6.20)

T
Iy = [neAC([O, T];Z):/ F(|ﬁ<t>|)dz§k].
0

We notice that all curves in I'y have a uniform modulus of continuity that we denote
by @y. By Chebyshev’s inequality and (6.15) we deduce that

— c
1" (C(0, T]; A\I'p) = *

for some constant C > 0, hence in the complement of I'; we estimate the integrand
with its L norm:

/r,g

i T
/0 [ — c®1(s, n(s)) ds| dn" (n) = ﬂ”(F;f)/O Ile™® = e“1(s, ) llLoo(a) ds

IN

C
S ;HC" —clizio,1yxa)llpsllLe=(a)-
6.21)

Hence, choosing k large enough we can make this term as small as we wish
uniformly with respect to n, since [[¢" — ¢l 1. 1yxa) = I€"lL1¢0.7)%a) +
llell 1 0,7)x ) is bounded.

In Ty, forany N € N we can use the triangular inequality, the fact that ¢>-¢ and
¢®arenullon (0, T') x d A, and the bounded compression condition (e; /n )9 L A <
C,.% for everyi =1,..., N, to get

J,

<

t
/0 [ — ¢1(s. n(s)) ds| dn" ()

N

N
[, 1 = el nn as| an
#

dy" ()

N
/N [ — (s, n(N)) ds

G

tan )Z/ IVIE™ — €165, Mooy ds
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N N
< ne €
:CnZ/A /IN [c ¢“1ds| dx
i=1 in1
ot
+ay (ﬁ) lle" — el Lo, 1yxa) IV Pell Loo (ay (6.22)

where tiN = it/N. Choosing N large enough we can make the second term in the
right-hand side as small as we want, uniformly in n. Letting n — o0 in (6.22), each
term in the first sum in the right-hand side converges to 0 pointwise in x by the
weak convergence (6.9) tested with the function ¢y (s, y) = l[t,-’f l’tiN](S) Pe(x —y),
namely, for every x € A,

N

] N
lim [ [¢"™ — (s, x)ds = lim / [¢" — ¢](s, y)pe(x — y)ds = 0.

n—oQ ti]\il n— oo ti}\il
These functions are bounded by [|¢" —¢| 1 (0, 7)x ) l| e | Lo (R4) thus by dominated
convergence the first sum in the right-hand side of (6.22) converges to 0. It follows
that, given ¢ and k, by choosing N sufficiently large we can make also this term
as small as we wish, hence (6.17) follows from (6.18). We now let ¢ — 0 in
(6.17) and notice that, since # satisfies (5.2) with C = liminf, C, and ¢* — ¢ in
L'((0,T) x A),

t
lim/‘/ [c — c®1(s, n(s)) ds
e—0 0

proving the validity of (6.16). O

t
dr/(n)éClim// lc — ¢®|dsdx = 0,
e=>0J/4J0

The following lemma is a standard tool in optimal transport theory (for a proof,
see for instance [3, Lemma 22], or [23, Corollary 5.23]).

Lemma 6.6. Let X, X2 be Polish metric spaces, let u € @(Xl), and let F,, -
X1 — X3 be a sequence of Borel functions. If

(Id, Fp)sp — (Id, F)gpu narrowly in ?}’(Xl X Xz), (6.23)
then F, converge to F in p-measure, namely

lim wu({dx,(Fy, F) > €}) =0 Ve > 0.
n—0o0o

Proof of Theorem 6.2. Fix A € Q2 open, denote by fj‘l the normalized Lebesgue
measure on A, and define X ’/g as in the statement of the theorem. Then the laws "
of x = X"} (-, x) under Xg define regular generalized flows in A relative to ¢" =
xab", according to Definition 5.3, with compressibility constants C,, = C(A, X").

Hence we can apply Proposition 6.5 to obtain that, up to a subsequence,
n" weakly converge to a generalized flow n in A relative to the vector field
¢ = xab, with compressibility constant C = liminf, C,. Let n, be the condi-
tional probability measures induced by the map ep, and let X 4 and T4 be given
by Proposition 5.5; recall that X 4 (-, x) is an integral curve of b in [0, T4 (x)], that
Xa([0, Ta(x)),x) C A, and that X 4 (T4 (x),x) € 0A if T4(x) < T as explained
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in Remark 5.6, for .,2”;\1 -almost every x the hitting time h 4 (1) is equal to T4 (x) for
1,-almost everywhere 7, and (e;)#n, = dx,(,x) forall ¢ € [0, T4 (x)]. For every
t € [0, T]weset E; g :={Ta(x) > t}; since

Xa(s, (L Era) = (e /E Sxatn dL1 S (e)im = CL1 Vs €]0,1],
1A

we obtain that X 4 is a regular flow for b on [0, 7] x E;. Applying Theorem 5.7(b)

to X4, and X4, with A; C A, we deduce that X4, = X4, on E; 4,, and this

allows us (by a gluing argument) to obtain a maximal regular flow for b.

To prove the last statement, we apply Lemma 6.6 with X; = RY, u =
(LIUTs > D/ZLATa > 1), X2 = C(0,1]; A), Fy(x) = X4, x),
F(x) = X a(-, x). More precisely, we consider the laws 7" € @(C([O, t]; Rd)) of
x> X ’/g (-, x) under j; with the same argument as above, we know that 7" weakly
converge to 7 and that the disintegration 7, coincides with 8y , (. x) for p-almost
everywhere x € R? (notice that X 4(-, x) is defined in [0, 7] for p-almost every-
where x). The assumption (6.23) is satisfied, since for every bounded continuous
function ¢ : R? x C([0,T]; A) — R we have

/(p(x”')d(ld’ X'/’\("X))#M(x,y)=/¢(V(O),y)df7”(y)

(and similarly with #) and the weak convergence of 7" to i shows that
nlij;o/w(x, y)ddd, X3¢, x)ep(x, y) = /(p(x, y)ddd, X4, x))gulx, y).
We deduce the convergence in p-measure of X ’}1 to X 4 in C([O, t]; Z), that is,
lim .ﬁfd({x €(Ta>1): sup [X'(5.x) — Xa(s.x)| > a}) =0 Ve=>0,

n—>00 s€[0,7]

from which (6.10) follows easily. O

7. Further Properties Implied by Global Bounds on Divergence

7.1. Proper Blow-Up of Trajectories

Recall that the blow-up time T x (x) for maximal regular flows is characterized
by the property lim SUP/4 7 x (x) Va(X(t,x)) = oo when Tq x(x) < T. We say
that X (-, x) blows up properly (that is with no oscillations) if the stronger condi-
tion lim,TTQy x ) Va(X(z, x)) = oo holds. In the following theorem we prove this
property when a global bounded compression condition on X is available, see (7.2)
below. Thanks to the properties of the maximal regular flow the global bounded
compression condition is fulfilled, for instance, in all cases when the divergence
bounds L(€2') in (5.1) are uniformly bounded. More precisely

T
divb(t,-) =2 m(t) inQ, with L(2) :=/ |m(t)|dt < oo (7.1)
0

implies (7.2) with C, < L&,
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Theorem 7.1. Let X be a maximal regular flow relative to a Borel vector field b
satisfying (a-Q2) and (b-S2), and assume that the bounded compression condition
is global, namely there exists a constant Cy. 2 0 satisfying

X, )u( LN (Tq.x > 1) £ C.2% Vi el0,T). (7.2)
Then

liminf |X(f,x)| = o0 for 2 almost everywhere x € RY such that
11Tq x (x)

limsup |X (7, x)| = oo,
1Tq x ()

and inparticularlim,TTQ,X(x) Vo (X(t, x)) = oo for 24 _almost everywhere x with
Tox(x) <T.

Proof. Let €2, be open sets with @, € Q,4; € 2, with U, 2, = Q. We consider
cut-off functions ¥, € C°(2,41) with0 < ¥, < 1and v, = 1 onaneighborhood
of Q,.

Since X (-, x) is an integral curve of b for .#?-almost everywhere x € Q we
can use (7.2) to estimate

/ /TQ.X(x)
QJo

To x(x)
§// IV (X (2, x))| 1b(1, X (2, x))| dz dx
QJ0

;—tlﬁn(X(t,x))‘ dr dx

T
=// IV (X (2, X)) |b(z, X (1, x))| dx dr
0 Ji{Tq x>t}

T
gc*/ / VU )IIb(, v dy dr
0 R4

T
< CIVle) / / 1B(t, )] dx dr. (13)
0 Qn+l

Hence ¥, (X (-, x)) is the restriction of an absolutely continuous mapin [0, T x (x)]
(and therefore uniformly continuous in [0, Tq x(x))) for #4_almost everywhere
x € Q.

Let us fix x € Q such that lim SUPA T, v (x) VR (X(t,x)) = oo and ¥, (X (-, x))
is uniformly continuous in [0, T x(x)) for every n € N. The lim sup condition
yields that the limit of all ¥, (X (¢, x)) as ¢ 1 Tq x(x) must be 0. On the other hand,
if the lim inf of V(X (7, x)) as t 1 Tq, x(x) were finite, we could find an integer
nand t; 1 T x(x) with X (#, x) € Q, for all k. Since ¥, 11 (X (#, x)) = 1 we
obtain a contradiction. O

Remark 7.2. Under the assumptions of the previous theorem with = R¢, given
any probability measure ug < C.¥ d for some C > 0, it can be easily shown that
the measure

pr =X, )u(pol{Tx > 1}), 1 €[0,T] (7.4)
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is a bounded (thanks to (7.2)), weakly* continuous, distributional solution to the
continuity equation. We notice that the same statement is not true if we assume
only a local bound on div b, since the measure (7.4) can be locally unbounded, as
in the example of Proposition 7.3, and therefore we cannot write the distributional
formulation of the continuity equation.

To see that (7.4) is a distributional solution of the continuity equation, we
consider ¢ € C?O(Rd) and we define the function g(z, x) as ¢(X (¢, x)) if t <
Tx(x)ort = Tx(x) = T, and g(¢, x) = 0 otherwise. By Theorem 7.1 we notice
that g(z, x) is absolutely continuous with respect to 7 for .#’?-almost everywhere
x € R? and that $g(t,x) = 1{7y (0= V(X (1, x)b(t, X (1, x)) for #'-almost
everywhere ¢ € (0, T), for £¢-almost everywhere x € R?. We deduce that 1 —
f{TX> " o(X(t,x))duo(x) is absolutely continuous and that its derivative is given

by

d
@ J ., XC D) o) = E/Rdg(t,x)d,uo(x)

=/ V(X (1, x)b(t, X(, x)) dpo(x).
{Tx >1}

The proper blow up may fail for the maximal regular flow due only to the lack
of a global bound on the divergence of b, as shown in the next example.

In the following we denote by eq, ..., e; the canonical basis of RY and
Br(d_l)(x’ ) C R4~ the ball of center x’ € RY~! and radius r. We denote each
point x € RY as x = (x, x4), where x’ are the first d — 1 coordinates of x. For
simplicity we write Ty for Tpa .

Proposition 7.3. Let d > 3. There exist an autonomous vector field b : R¢ — R¢

and a Borel set of positive measure ¥ C R such that b € WIL’CP R4, RY) for some
p>1,divh € L®(R?), and

loc

Tx(x) £2, liminf |X(z,x)| =0, limsup|X(t,x)| = o0 (7.5)
11Tx (x) 11Ty (x)

forevery x € X.
Proof. We build a vector field whose trajectories are represented in Fig. 2.

Let {ax}ren be a fastly decaying sequence to be chosen later. For every k =
1,2, ... we define the cylinders

[ BYTV @ key) x [—2671, 2 ifkis odd
£ Béf_l)(Z_kel) x [=2k, 2511 if k is even.

We also define

Eg=B{"P@2 er) x (o0, —1I.
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Y

Fig. 2. The trajectories of b oscillate between 0 and co

Letgp € C° (de_l)) be a nonnegative cutoff function which is equal to 1 in By .
In every Ej the vector field b points in the d-th direction and it depends only on
the first d — 1 variables

/_2—k
(—1)’<+14’<¢(u)ed VxekE, k=1
ax

x’ —27181
e
aj

b(x) = (7.6)

4g0( Vx € Eyp.
Notice that divh = 0 in every Ej and that b is O on the lateral boundary of every
cylinder Ej since ¢ is compactly supported.

For every k 2 1 we define the cylinders E; C R9 as

d—=1) 1n— _ e
2 BY D (27 ey) x [-2F1, 2K if k is odd
7 B9 D (akey) x [—2K, 2617 if k is even
ai/2 1 s .

For every k € N we define a handle Fj; which connects Ej with E4 as in Fig. 3.
It is made of a family of smooth, nonintersecting curves of length less than 1 which
connect the top of E to the top of E4 and E; with E;_ ;. We denote by F; the
handle between E; and E1/<+1 , as in Fig. 3.

The vector field b is extended to be 0 outside U,in(Ek U Fy). It is extended
inside every Fj by choosing a smooth extension in a neighborhood of each handle,
whose trajectories are the ones described by the handle. The modulus of b is chosen
to be between 4% and 4! in F[; notice that |b(x)| = 4% on the top of E . thanks
to (7.6).

With this choice, every trajectory in F; is not longer than 1 and the vector field
b is of size 4%. We deduce that the handle is covered in time less than 47,
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(a) (b)
A A
R R
AN A‘// E N
E; AN
2 E, Ell L'Ez ¢ E,
" ; > ' ; +€:+ N
% 62—‘ RY! ;_1 4’%1 4 ITII 0 R
l R

Fig. 3. The sets Ey, Fy, E ]’c, and F 12 and the vector field b

By the construction it is clear that b is smooth in R?\Re;. We show that
be Wlf)’cp (R4; RY) for some p > 1 by estimating the W7 norm of b in every ball
Br. With this estimate, one can easily see that b is the limit of smooth vector fields
with bounded W!-? norms on B g; it is enough to consider the restriction of b to
the first n sets Ex U Fy.

Fix R > 0. The W!? norm of b in By is estimated by

oo oo
1Bl w1 gy < UBlwingonse) + D IBllwiomnzy + 2 IBlwingy- (7.7
k=1 k=1

The first term is obviously finite (depending on R); since Bp intersects at most
finitely many Fy, the second sum in the right-hand side of (7.7) has only finitely
many nonzero terms. As regards the third sum, we compute the W!-? norm of b in
each set Ey. Forevery k € N

x' — Z’kel)‘

1Bllr < 4@RYYP |

d—1
ag Lr (B "2 *ey))

k d—141
=4"Q2Ra; ") /P||¢||L1)(Bl(d71))

and similarly

[IA

k 1/ I n—k
]

Vb LrEy

a L (BY "2 *ey)

4% @Raf~"Hl/p
= IVl
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Since a; < 1, the series in the right-hand side of (7.7) is estimated by

o &S
d—1 -1

E ||b||Wl,p(Ek) S C(R,¢) E 4kal£ i

k=1 k=1

and it is convergent for every p < d — 1 provided that we take a; < 8§ PK/(d=1-p)
Hence b € W7 (Bg; R?) for every R > 0.

To check that divb € Ly, (R9), we notice that b is divergence free in R\ U
Fj and that for every R > 0 the ball B intersects only finitely many handles Fy;
in particular b is divergence free in Bj. Since b is smooth in a neighbourhood of
each handle, we deduce that div b is bounded in every Bg.

Finally we set ¥ = By, 2(e1/2) x [0, 1] and we show that for every x € X
the smooth trajectory of b starting from x satisfies (7.5). The trajectory of x lies by
construction in U ((E; U F)). For every k € N, the time requested to cross the
set E} is 2k /4% and, as observed before, the time requested to cross F} is less than
47* Hence

0 Ak
TX(x)§ZZ4J,:1 <2 Vxex.
k=1

The other properties in (7.5) are satisfied by construction. O

In dimension d = 2, thanks to the smoothness of the vector field built in
the previous example outside the x»-axis, there exists only an integral curve of
b for every x € R?\{x; = 0}. Hence, thanks to the superposition principle the
previous example satisfies the assumption (b-€2) on b and therefore provides a two-
dimensional counterexample to the proper blow-up of trajectories. On the other
hand, the vector field built in the previous example is not in B V¢ (Rz; Rz). Indeed,
in the next proposition we show that for any autonomous B V), vector field in
dimension d = 2 the behavior of the previous example (see Fig. 2) cannot happen
and the trajectories must blow up properly. It looks likely that, with d = 2 and a
nonautonomous vector field, one can build an example following the lines of the
example in Proposition 7.3.

Proposition 7.4. Let b € BVioc(R?; R?), divb € L® (R?). Then

loc

liminf | X (¢, x)| = oo for L-almost everywhere x € R? such that

11Tx (x)
limsup | X (¢, x)| = oo. (7.8)
11Tx (x)

Proof. Step I Let R > 0. We prove that for every vector field b € B Vjoc (R?; R?)
R+1 1
e bCOIdx + [Db|(Brs\Br).  (19)
R x€d B, 27 R JBryi\Br
For this, let b, be a sequence of smooth vector fields which approximate b in

BV (Br+1\Bg), namely

e—0

lim b, — b =0 in L!(Bgs1\Bg), lim/ Vb, ()] dx = |DBI(Br+1\Br).
e—>0 Br+1\BR
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Up to a subsequence (not relabeled) we deduce that for .#’!-almost everywhere
re(R,R+1)

limb, =b in L' (3B,:R?).
e—0

Since we can control the supremum of the one dimensional restriction of b, to d B,
through the L' norm of b, and the total variation we have that

1
sup [be ()] < 2—/ |bg<x>|dx+/ (Vbe ()] dx.
x€dB, Tr JyB, 9B,

Hence, integrating with respect to r in (R, R + 1), (7.9) holds for b,:
R+1 1
/ sup |be(x)|dr = — |be (x)[ dx +/ [Vbe(x)|dx.
R X€dB, 27 R Br+1\Br Bry1\Bg

Taking the lim inf in both sides as ¢ goes to 0, by Fatou lemma we deduce that

R+1
/ esssup |b(x)|dr §/ liminf sup |be(x)|dr
R x€dB, Bry1\Br €0 xedB,

"R+1
< liminf sup |bg(x)|dr
e—>0 JR xX€IB,

1
lim —/ |bg(x)|dx—|—/ | Db (x)| dx
e=>0\ 277 R By, 1\Bg Bry1\Br

1
= — |b(x)|dx + |Db|(B \BR).
27 R JBgy1\Bg RHATR

A

Step 2 Let R > 0 and let ¢ : R? — R? be a Borel vector field such that

f@r):= sup |e(x)| € L'"(R, R +1).
x€iB,

Lety : [0, 7] — Bg+1\Bg be an absolutely continuous integral curve of ¢ (namely
y = c(y) Z!-almost everywhere in (0, 7)) such that y(0) € dBg and y(7) €
0 BRr+1. We claim that

-1

R+1
T2 (/ f@) dr) . (7.10)
R

To prove this, we define the nondecreasing function o : [0, 7] — R

o(t) = max |y(s)| Vtel0,r]; (7.11)
s€[0,1]

we have that 0(0) = Rando(tr) = R+ 1. Forevery s, t € [0, ] with s < t there
holds

d

t
FPRAL dr é/ ly (r)ldr.
r s

t
0o —o(s)= sup Iyl —lys)D* §/

re(s,t]
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Thus o is absolutely continuous and & < |y| Z!-almost everywhere in (0, 7). In
addition, for every ¢ € (0, 7) such that o () # |y (¢)| the function o is constant
in a neighborhood of 7, hence 6 = x(o—|y|} |V Z1-almost everywhere in (0, 7).
Therefore

(1) = lig=jyn Oy O] = Lig=ppy(Dle(y )| = f(o (1))
for .#!-almost everywhere ¢ € (0, 7).

By Holder inequality and the change of variable formula we deduce that

1 = [o(7) —(7(0)]2 < (/Orc'r(t) dl‘)2 < r/or[d(t)]2 dt

A

A

T R+1
: / () f(o(t)di = / (o) do,
0 R

which proves (7.10).

Step 3 We conclude the proof. Using the invariance of the concept of maximal reg-
ular flow (see Remark 4.6) we can work with a well-chosen representative which
allows us to apply the estimate in Step 2. For this specific representation of b, we
show that every integral unbounded trajectory blows up properly.

For #?-almost everywhere r > 0 the restriction b, (x) = b(rx), x € S!, of the
vector field b to d B, is BV. We remind that every 1-dimensional BV function has
a precise representative given at every point by the average of the right approximate
limit and of the left approximate limit, which exist everywhere. We define the Borel
vector field ¢ : R?> — R as

¢(rx) = the precise representative of b, at x Vx € st

for all r such that b, € BV (S}), and 0 otherwise. Notice that, by Fubini theorem, ¢
coincides .#2-almost everywhere with b, and that sup |¢(r-)| < esssup |b(r-)| for
allr > 0.

Let us assume by contradiction the existence of ¥ € R such that X (-, X) is an
integral curve of the precise representative ¢ and

liminf | X (¢, x)| < oo, limsup | X (¢, x)| = oo. (7.12)
MTx® 1Tx ()

We fix R > 0 greater than the liminf in (7.12), as in Fig. 4 and we define
f@r) = SUPy e B, le(x)|, r € [R, R + 1]. Thanks to (7.9) applied to ¢, we deduce
that f € L'(R, R + 1). Therefore we can apply Step 2 to deduce that every tran-
sition from inside Bg to outside Bg+ requires at least time 1/|[ fll1(g g+1) > 0.
Hence the trajectory X (-, x) can cross the set Bg41\Br only finitely many times
in finite time, a contradiction. 0O

7.2. No Blow-Up Criteria

If one is interested in estimating the blow-up time T x of the maximal regular
flow, or even if one wants to rule out the blow up, one may easily adapt to this



1076 LuiGt AMBROSIO, MARIA COLOMBO & ALESSIO FIGALLI

Fig. 4. For an autonomous vector field b in the plane, we consider an integral curve of a

suitable representative of b, namely a vector field which coincides .Z 2_almost everywhere

with b. Given R > 0, the time needed for the integral curve to cross the annulus Bg1\Bg
is greater or equal than the constant || ess sup, g |b| ”ZII(R R+1) [see (7.10) below]. For this
reason, every trajectory can cross only finitely many times the annulus in finite time and
therefore every unbounded trajectory must blow up properly, as in (7.5)

framework the classical criterion based on the existence of a Lyapunov function
U RY - [0, 00] satisfying W(z) — oo as |z] — oo and

d
E‘I’(X(t)) < Cy(l+W(x@)
along absolutely continuous solutions to X = b(#, x). On the other hand, in some
cases, by a suitable approximation argument one can exhibit a solution ., = p;. £
to the continuity equation with velocity field b with |b;|p; integrable. As in [9,
Proposition 8.1.8] (where locally Lipschitz vector fields were considered) we can
use the existence of this solution to rule out the blow-up.

In the next theorem we provide a sufficient condition for the continuity of
X at the blow-up time, using a global version of (a-€2) and the global bounded
compression condition (7.2), implied by the global bound on divergence (7.1).

Theorem 7.5. Let b € L'((0, T) x Q;R?) satisfy (b-Q) and assume that the
maximal regular flow X satisfies (7.2). Then X (-, x) is absolutely continuous in
[0, Tq. x(x)] for L almost everywhere x € 2, and the limit of X(t,x) as t 1
Tq x(x) belongs to 92 whenever Tq x(x) < T.

Proof. By (7.2) we have that

To x(x) | To x (x)
// |X(t,x)|dtdx=// |b(t, X(¢, x))|dr dx
Q.Jo QJo

T
:/ / 1b(t, X (t, x))| dx dt
0 JIgx>1)

T
< C*/ / |b(t, z)| dz dt.
0o Ja
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Hence X satisfies (7.2). Then X (-, x) is absolutely continuous in [0, T, x (x)] for
9 _almost everywhere x € 2. Since the limsup Vo(X(f,x)) as t 1t Tq x is
oo whenever T x(x) < T, we obtain that in this case the limit of X (¢, x) as
t — Tq x(x) belongs to 02. O

In the case @ = R? we now prove a simple criterion for global existence,
which allows us to recover the classical result in the DiPerna—Lions theory on the
existence of a global flow under the growth condition

|b(z, x)|

e L'((0, T); L'(RY)) + L1((0, T); L™ (R?)). (7.13)
14 |x|

As in the previous section, we will use in the next theorem the simplified notation
TX for TRd’ X

Theorem 7.6. (No blow-up criterion) Let b : (0, T) x R? — R be a Borel vector
field which satisfies (a-R%) and (b-R%), and assume that the maximal regular flow
X satisfies (7.2). Assume that p; € LOO((O, T), Lﬁ_o(Rd)) is a weakly* continuous
solution of the continuity equation satisfying the integrability condition

T
|b(z, x)|
/0 /]Rd T+ x| 0 (x)dx dr < oo. (7.14)

Then Ty(x) = T and X(-,x) € AC([0,T]; Rd) for pofd-almost everywhere
x € R%. In addition, if the growth condition (7.13) holds, then p; satisfying (7.14)
exist for any po € L' N L®(R?) nonnegative, so that X is defined in the whole
[0, 7] x RY.

Proof. For the first part of the statement we apply Theorem 2.1 to deduce that p;
is the marginal at time ¢ of a measure § € .Z (C ([0, T1; R4 )) concentrated on
absolutely continuous curves 7 in [0, T'] solving the ODE 1 = b(t, n). We then
apply Theorem 3.4 to obtain that the conditional probability measures 3, induced by
the map eq are Dirac masses for (eg)4n-almost everywhere x, hence (by uniqueness
of the maximal regular flow) p; is transported by X. Notice that, as a consequence
of the fact that » is concentrated on absolutely continuous curves in [0, T'], the flow
is globally defined on [0, T'], thus Tx (x) = T'.

For the second part, under assumption (7.13) the existence of a nonnegative
and weakly* continuous solution of the continuity equation p; in L™ ((O, T);L'n
L“(Rd)) can be achieved by a simple smoothing argument. So, the bound in
L'N L% on o¢ can be combined with (7.13) to obtain (7.14). O

Remark 7.7. We remark that if only a local bound on the divergence is assumed
as in Section 5, the growth assumption (7.13) is not enough to guarantee that the
trajectories of the regular flow do not blow up. On the other hand, it can be easily
seen that if we assume that b satisfies (a-R), (b-R?), (5.1) and |b(z, x)|/(1 +
Ix]) € LY((0, T); L®(R%)), every integral curve of b cannot blow up in finite
time and therefore the maximal regular flow satisfies Tx(x) = T and X (-, x) €
AC([0, T; RY) for .#?-almost everywhere x € R4,
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Theorem 7.6 is useful in applications when one constructs solutions by approx-
imation. For instance, for the Vlasov—Poisson system in dimension d = 2 and 3,
this result can be used to show that trajectories which transport a bounded solution
with finite energy do not explode in the phase space (see [4]).
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Appendix: On the Local Character of the Assumption (b-$2)

Here we prove that the property (b-€2) of Section 3 is local, in analogy with the
other assumptions [(a-€2) and the local bounds on distributional divergence] made
throughout this paper. More precisely, the following assumption is equivalent to
(b-€2):

(b’-Q) for any 79 = 0, x9 € 2 there exists ¢ := &(fy, x9) > 0 such that for any
nonnegative p € L (RY) with compact support contained in B, (xg) C 2
and any closed interval I = [a, b] C [ty — ¢, to + €] N[0, T], the continuity
equation

d

i div(bp,) =0 in (a,b) x R?

has at most one weakly* continuous solution I > t +— p; € Lj.q with
pa = p and p; compactly supported in B, (xg) for every ¢ € [a, D].

Lemma 8.1. If the assumptions (a-2) and (b'-Q2) on the vector field b are satisfied,
then (b-2) is satisfied.

Proof. Step 1 Let y € @(C([a, bl; ]Rd)), 0 < a < b < T, be concentrated on
absolutely continuous curves n € AC([a, b]; K) forsome K C €2 compact, solving
the ODE /) = b(t, ) £ '-almost everywhere in (a, b), and such that (¢;)sn < C.Z¢
for any ¢ € [0, T']. We claim that the conditional probability measures », induced
by the map ¢, are Dirac masses for (e;)4n-almost everywhere x.

To this end, for s, € [a, b], s < t, we denote by %' : C([a, b]; Rd) —
C([s, 1]; R?) the map induced by restriction to [s, ¢], namely /() = 7l
For (e,)#n-almost everywhere x € R? we define 7(x) the first splitting time of
N., namely the infimum of all 7 > a such that (X%%)4y, is not a Dirac mass.
We agree that 7(x) = T if n, is a Dirac mass. We also define the splitting point
B(x) as n(r(x)) for any n € suppn,. By contradiction, we assume that the set
{x € R? : 7(x) < T} has positive (e,)#5 measure.
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For every tp > 0 and x¢ € R4 let &(fo, xo) > O be as in (b’-R). By a covering
argument, we can take a finite cover of [a, b] x K with sets of the form

Ity x0,6(10,x0) = (fo — &(t0, x0), to + (20, X0)) X Be(s9,x0)/2(X0)-
We deduce that there exist 7p > 0 and xo € R? such that the set
Ep:={x eR':7(x) < T, (z(x), Bx)) € Liyxp.e(10.x0)} 8.1

has positive (e,)4#n measure.
For every p,q € Q witha £ p < g < b we define the open set

Epq = {n € C(la,bl; RY) : n([p, q1) C Bery.0)/2(X0)}-

We claim that there exist a set £y C Eg and p,q € QN [a, b], p < g such that
(ea)#n(E1) > 0 and for every x € E; the measure =7 (1,  n,) is not a Dirac
delta.

To this end, it is enough to show that for .Z 4 _almost everywhere x € E( there
exist py, qx € QNla, b], px < gy such that Zﬁ“"q‘“ (IEP:(J].X n,) is not a Dirac delta.
Let us consider 11 € supp#,; it satisfies n1(t(x)) = B(x) € Be(y,xy)/2(x0). Let
Px» gx be chosen such that 01 ([px, gx]) € Be(y,x)/2(X0). By definition of (x)
we know that £1*% 5 is not a Dirac delta. Hence there exists 1, € C([a, b]; RY)
such that ny € supp(n,), n2(t(x)) = B(x), n1(t) # n2(¢) forevery 1 € [a, T(x)],
n1(t) # na(t) for some t € [t(x), gx]. Up to reducing g,, we can assume that
XPx4x(ny), BPx9% (1) are curves whose image is contained in By, x¢)/2(*0), SO
thatny, 72 € E,, 4,,and which do not coincide. Moreover, since supp(E;f’“q" n,) =
Y Px4x(suppp,), we deduce that both X +9x(5;) and X *9*(n;,) belong to the
support of £/ (n,) and hence £, (1, , 0,) = lsprar (g, )T "0, is
not a Dirac delta.

Let 8 > 0 be small enough so that Es = E; N {x : ,(E, 4) = 8} has positive
(eq)#n-measure. We introduce the probability measure 3§ € @(C ([a, b]; Rd))

1
7 := ((e)#n_Es) ® (%ﬂx) = ((ea)snL Es) ® 1,
x\=p.q

which is nonnegative, and less than or equal to n/§. Moreover Zﬁ 1 e
QZ(C([p, ql; Rd)) is concentrated on curves in By, xy)/2(x0), and

C=0g,,m0)

El’x‘Iﬁ —
B 1. (Epq)

is not a Dirac mass for (e, )4n-almost everywhere x € Es.
Applying Theorem 3.4 with A = =5, Q = B, x,)(x0), in the time interval
[p, q], and thanks to the local uniqueness of bounded, nonnegative solutions of the
continuity equation in Iy, x; ¢ (z,x0)>» Which in turn follows from (b’-£2), we deduce
that the disintegration Eﬁ ’qﬁx of Eﬁ 15 induced by e, is a Dirac mass for (e, )#n-
almost everywhere x € E;. By the uniqueness of the disintegration, we obtain a
contradiction.

Step 2 Let ' and p? be two solutions of the continuity equation as in (b) with
the same initial datum. Let 111, 172 € @(C ([a, b]; R4 )) be the representation of
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w! and p? obtained through the superposition principle; they are concentrated
on absolutely continuous integral curves of b and they satisfy ,u§ = (e;)sn’ for
any t € [0, T],i = 1, 2. Since there exists a compact set K C €2 such that p.i is
concentrated on K foreveryt € [0, T, ni is concentrated on absolutely continuous
curves contained in K fori = 1, 2. Then by the linearity of the continuity equation
(en)s[ () +n2)/2] = (u} + pu?)/2 is still a solution to the continuity equation; by
Step 1 we obtain that (17)16 + 11)2() /2 are Dirac masses for pp-almost everywhere x.
This shows that g )lc = 11)2( for po-almost everywhere x and therefore that [,Ltl = ,u,z
foreveryr € [0,T]. O
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