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Abstract

We construct a continuous Lagrangian, strictly convex and superlinear in the
third variable, such that the associated variational problem has a Lipschitz min-
imizer which is non-differentiable on a dense set. More precisely, the upper and
lower Dini derivatives of the minimizer differ by a constant on a dense (hence
second category) set. In particular, we show that mere continuity is an insufficient
smoothness assumption for Tonelli’s partial regularity theorem.

1. Introduction

The problem of minimizing the one-dimensional variational integral

L (u) =
∫ b

a
L(t, u(t), u′(t)) dt

for some function L : [a, b] × R × R → R, L : (t, y, p) �→ L(t, y, p), called the
Lagrangian, on a fixed bounded interval [a, b] of the real line, over the class of abso-
lutely continuous functions u : [a, b] → R with prescribed boundary conditions,
is now well understood. The basic assumptions on L for existence of such a min-
imizer are superlinearity and convexity in p and minimal continuity assumptions.
Superlinearity is the requirement that

L(t, y, p) � θ(p),

for all (t, y, p) ∈ [a, b]×R×R, for some θ : R → R with superlinear growth, that
is, satisfying θ(p)/|p| → ∞ as |p| → ∞. This analysis was first performed by
Tonelli [14]. Our interest is partial regularity, on which the central result is again
by Tonelli: under the assumption that L is C3 and we have the slightly stronger
strict convexity assumption L pp > 0, we obtain partial regularity of any minimizer
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u ∈ AC[a, b]. That is, the classical derivative of u exists everywhere, with possibly
infinite values, and the derivative is continuous as a map into the extended real line.
Thus the singular set, the set E ⊆ [a, b] of points where the derivative is infinite,
is closed (and necessarily of course Lebesgue null). Moreover, away from E the
minimizer u inherits as much regularity as L permits, that is, u is Ck if L is Ck

for k � 3. For a proof, see for example Ball and Mizel [1]. The book [2] gives a
good summary of the results on existence and partial regularity.

The most natural next question is to ask what we can know about the singu-
lar set E . That minimizers of variational problems can have infinite derivatives
has been known since the paper of Lavrentiev [8]. This presented the celebrated
Lavrentiev phenomenon, whereby when restricting the above minimization prob-
lem to even a dense subclass of the absolutely continuous functions (for example C1

functions), the minimum value is strictly larger than that minimum value taken over
all absolutely continuous functions. Manià [9] gave an example of a polynomial
Lagrangian superlinear in the third variable which exhibits the same phenomenon.
In such examples, the minimizer over the absolutely continuous functions has non-
empty singular set E ; Manià’s example has minimizer t1/3 over domain [0, 1], thus
E = {0}. However, these examples do not satisfy the precise assumptions of the
Tonelli partial regularity theorem, since the condition L pp > 0 on the Lagrang-
ian L is violated (both the Lavrentiev and Manià examples have only L pp � 0).
Thus the question of whether, under the exact original conditions of the theorem,
the set E can be non-empty is not answered by these examples. However, Ball
and Mizel [1] modified Manià’s example to construct Lagrangians satisfying the
conditions for the partial regularity theorem, that is, in particular L pp > 0, but with
minimizers for which E is non-empty. They construct examples where E consists
of an end-point of the domain, and another where E contains an interior point; in
the latter case, the Lavrentiev phenomenon occurs. Davie [5] showed that nothing
more can be said about E in general by constructing, for a given arbitrary closed
null set E , a C∞ Lagrangian L , superlinear in p and with L pp > 0, such that
any minimizer (and at least one minimizer exists by Tonelli’s existence result) has
singular set precisely E .

Some work has been done on lowering the smoothness assumptions in the
partial regularity theorem. Clarke and Vinter [3] prove a version of Tonel-
li’s result under the assumptions of strict convexity and superlinearity in p, but
require merely that L is locally Lipschitz in (y, p) uniformly in t , and that
s �→ L(s, u(t), p) is continuous for all (t, p), where u is the minimizer under
consideration. They also examine a range of conditions to move to full regularity.
Their setting is, in fact, the vectorial case dealing with functions u : [a, b] → R

n .
This example of the Tonelli regularity result is a corollary of their vectorial reg-
ularity results. Sychëv [11–13] proves versions of the result under the usual
strict convexity assumption and the condition that L is (locally) Hölder contin-
uous (in all variables). Csörnyei et al. [4] derive the result under the condi-
tion that a local Lipschitz condition in y holds locally uniformly in the other
variables (t, p). Ferriero [6] uses a similar but yet weaker condition, allowing
this local Lipschitz constant to be an integrable function of t , see Remark 1.2
below.
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The present paper shows that some smoothness assumption stronger than mere
continuity (even in all three variables) of L is necessary to obtain partial regularity.
The main result is the following:

Theorem 1.1. Let T > 0. Then there exists Lipschitzw ∈ AC[−T, T ] and continu-
ous φ : [−T, T ]×R → [0,∞) such that defining L(t, y, p) = φ(t, y−w(t))+ p2

gives continuous Lagrangian L : [−T, T ] × R × R → [0,∞), superlinear in p
and with L pp > 0, such that

– w minimizes the associated variational problem

AC[−T, T ] � u �→ L (u) =
∫ T

−T
L(t, u(t), u′(t)) dt,

over those u ∈ AC[−T, T ] with u(±T ) = w(±T ); but
– for dense Gδ (and hence second category) set � ⊆ [−T, T ], we have x ∈ �

implies

Dw(x) � 1 and Dw(x) � −1.

Remark 1.2. Even without Sychëv’s results it is immediate that the Lagrangian
we construct is not locally Hölder: its main ingredient, the function φ̃(t, y) defined
after the proof of Lemma 2.2, satisfies |φ̃(t, |t |)−φ̃(t, 0)| � |t ||w̃′′(t)|, which tends
to zero with speed controlled only by logarithms of |t |. A more interesting remark
is that the same estimate shows that the (local) Lipschitz constant, say C(t), of the
function φ̃(t, .) is not integrable (since |w̃′(t)| cannot be continuous at zero). This
is, in fact, necessary: Ferriero [6] shows that integrability of C(t) already implies
Tonelli-type partial regularity of the minimizers.

Remark 1.3. It is immediate that the set � of non-differentiability points cannot
be σ -porous, since it is a second category set. We have not made any further study
of the set; in particular, the question of its possible Hausdorff dimension remains
unknown.

Remark 1.4. Finally we note that partial regularity questions are very actively pur-
sued in higher dimensions in the analysis of multi-dimensional variational prob-
lems and (nonlinear) elliptic systems, see for example the survey on regularity by
Mingione [10]. The specific question of low order partial regularity, discussed
in section 4.3 of [10], in particular, has recently been addressed by Foss and
Mingione [7], who prove a positive result for nonlinear elliptic systems and quasi-
convex variational problems assuming only continuity of the coefficients.

Notation. We shall write AC[a, b] for the class of absolutely continuous functions
on a closed bounded interval [a, b] ⊆ R. One can, of course, also think of these as
(representatives from the equivalence classes of) the Sobolev functions W 1,1[a, b].
For f : R → R, we write

Lip( f ) = sup
s,t∈R

s 	=t

| f (s)− f (t)|
|s − t | .
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Although of course not true in general, this will always be a finite number in our
usage. The upper and lower Dini derivatives of a function u ∈ AC[a, b] at a point
x ∈ [a, b] are given by

Du(x) = lim sup
t→x

u(t)− u(x)

t − x
, and Du(x) = lim inf

t→x

u(t)− u(x)

t − x
.

2. The construction

We assume for the remainder of the paper that T = e−e/10; this just simplifies
some definitions and inequalities. Supposing we have w ∈ AC[−e−e/10, e−e/10]
and φ : [−e−e/10, e−e/10] × R → [0,∞) satisfying the conclusions of Theo-
rem 1.1, we write μ = e−e/(10T ) and define wT ∈ AC[−T, T ] by

wT (t) = μ−1w(μt)

and φT : [−T, T ] × R → [0,∞) by

φT (t, y) = μφ(μt, μy).

That these definitions give the claim for this arbitrary T > 0 follows by an easy
rescaling argument.

Given any sequence of points in (−T, T ), we can construct a Lagrangian L
and minimizer w with the set of non-differentiability points of w containing this
sequence. The construction is essentially inductive, and hinges on the fact that a
certain function w̃ is non-differentiable at one point, but minimizes a continuous
Lagrangian. This basic Lagrangian is of form (t, y, p) �→ φ̃(t, y − w̃(t))+ p2 for
a “weight function” φ̃ : [−T, T ] × R → [0,∞) which penalizes functions which
stray from w̃. That is, φ̃(t, 0) = 0, and for |y| � |z| we have 0 � φ̃(t, y) � φ̃(t, z),
for all t ∈ [−T, T ]. This summand of the Lagrangian then takes minimum value
along the graph of w̃, and assigns larger values to functions u the further their
graph lies from that of w̃. This immediately gives us a one-point example of non-
differentiability of a minimizer, which already suffices to provide a counter-example
to any Tonelli-like partial regularity result. Additional points of non-differentiabil-
ity are included by inserting translated and scaled copies of w̃ into the original
w̃ and passing to the limit, w, say. The final Lagrangian is of form (t, y, p) �→
φ(t, y −w(t))+ p2, where φ is a sum of translated and truncated copies φ̃n of φ̃,
each of which penalizes functions which stray from w in a neighbourhood of one
of the points xn in our given sequence. We observe that many of the technicalities
of the following proof are related to guaranteeing convergence ofw and L , and are
in some sense secondary to the main points of the proof.

Define w̃ : [−2T, 2T ] → R by

w̃(t) =
{

t sin log log log 1/|t | t 	= 0
0 t = 0,

so

w̃ ∈ C∞([−2T, 2T ]\{0}). (1)
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Note for t 	= 0,

w̃′(t) = sin log log log 1/|t | − cos log log log 1/|t |
(log log 1/|t |)(log 1/|t |) , (2)

and we observe that this is, of course, an even function. Also note that for t 	= 0,

|w̃′′(t)| � 1

|t |(log log 1/|t |)(log 1/|t |)
(

1 + (2 + log log 1/|t |)
(log log 1/|t |)(log 1/|t |)

)

and hence see that

(t)|w̃′′(t)| → 0 as 0 < |t | → 0. (3)

The following functions give us for each t ∈ [−2T, 2T ] the exact coefficients
we shall eventually need in our weight function φ̃. Define ψ1, ψ2 : [−2T, 2T ] →
[0,∞) by

ψ1(t) =
{ 402

|t | log log(1/5|t |) t 	= 0
0 t = 0

and ψ2(t) =
{

3 + 4|w′′(t)| t 	= 0
0 t = 0,

and so defineψ : [−2T, 2T ] → [0,∞) byψ(t) = ψ1(t)+ψ2(t). Note that by (1)
and (3)

(ψ : 1) ψ ∈ C([−2T, 2T ]\{0}); and
(ψ : 2) t �→ tψ(t) defines a continuous function on [−2T, 2T ], with value 0

at 0.

Define C > 0 by

C := 1 + sup
t∈[−T,T ]

5|t |ψ(t), (4)

so (ψ : 2) guarantees C < ∞.
Let {xn}∞n=0 be a sequence of distinct points in (−T, T ), defining x0 = 0. By

our choice of T , we have for all n � 0 and t ∈ [−T, T ]\{xn} that

1

log 1/|t − xn| � e−1; (5)

1

log log 1/|t − xn| � 1; and (6)

1

log log 1/|t − xn| � |t − xn|. (7)

For each n � 1, we write

σn = min
0�i<n

|xi − xn|/2 > 0.

For each n � 0 we now define the translated functions w̃n : [−T, T ] → R by
w̃n(t) = w̃(t − xn) and ψn : [−T, T ] → [0,∞) by ψn(t) = ψ(t − xn).
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We want to construct a sequence of Lipschitz continuous functions wn with
uniformly bounded Lipschitz constant, and with wn = w̃i on a neighbourhood of
xi , thus wn is singular at xi , for each 0 � i � n. We first define a decreasing
sequence Tn ∈ (0, 1) and hence intervals Yn := [xn − Tn, xn + Tn]. In the inductive
construction of wn we shall modify wn−1 only on Yn .

Define a sequence of constants Kn � 1 by setting K0 = 1 and, so that for
n � 1,

Kn � 1 + Kn−1; and (8)

2
n−1∑
i=0

|w̃′′
i (t)| � Kn for t ∈ [−T, T ] such that |xi − t | � σn

for all 0 � i � n − 1. (9)

This is possible for Kn < ∞ by (1).
Let T0 = T , so Y0 = [−T, T ]. For each n � 1 we inductively define Tn ∈ (0, 1)

small enough such that Yn := [xn − Tn, xn + Tn] ⊆ [−T, T ], and the following
conditions hold:

(T:1) Tn < σn ;
(T:2) Tn < Tn−1/2;
(T:3) |(t − xn)ψn(t)| < 2−n/5 for t ∈ Yn ; and
(T:4) Tn < K −1

n .

Note that (T:3) is possible by (ψ : 2). Since we modify wn−1 only on Yn to con-
structwn , we need to add more weight to our Lagrangian only for t ∈ Yn . Recalling
that we are always working with translations of the same basic function φ̃ (which
we will define explicitly later), we know that we can choose the intervals Yn small
enough so that summing all the extra “weights” we need, we still converge to a con-
tinuous function. That the intervals of modification are small enough in this sense
is the reason behind conditions (T:2) and (T:3). Since T0 < 1, (T:2) guarantees in
particular that

Tn < 2−n for all n � 0. (10)

Condition (T:1) guarantees that the points in Yn are far away from the previous xi :

|xi − t | > σn for 0 � i < n, whenever t ∈ Yn; (11)

this stops the subintervals we later consider from overlapping. Condition (T:4) just
simplifies some estimates.

We emphasize that this sequence {Tn}∞n=0 is constructed independently of the
later constructed wn ; the inductive construction of these functions will require us
to pass further down the sequence of Tn than induction would otherwise allow, as
we now see.

For n � 0, find mn > n such that

2−mn <
T 2

n+1

256
. (12)
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Choose an open cover Gn ⊆ [−T, T ] of the points {xi }mn
i=0 such that

meas(Gn) �
T 2

n+1

16C
. (13)

Now, by (ψ : 1) we can find 1 < Mn < ∞ such that we have

mn∑
i=0

(max{ψi (t), ψi (xi + Ti )}) � Mn whenever t ∈ [−T, T ]\Gn . (14)

Let εn = 2−n(1 − e−1). Let R0 = T0 and for n � 1 inductively construct a
decreasing sequence Rn ∈ (0, Tn] such that:

(R:1)
1

(log log 1/Rn)(log 1/Rn)
< εn/2;

(R:2) Rn < Rn−1/2; and

(R:3) Rn <
2−nT 3

n εn

128 · 25Mn−1
.

Now define subintervals Zn := [xn − Rn, xn + Rn] of Yn . These intervals are those
on which we aim to insert a copy of w̃n into wn−1. The Zn must be a very much
smaller subinterval of Yn to allow the estimates we require to hold; the point of this
stage in the construction is that we now let the derivative of wn oscillate on Zn , so
we have to make the measure of this set very small to have any control over the
convergence.

Lemma 2.1. There exists a sequence of wn ∈ AC[−T, T ] satisfying, for n � 0:

(2.1.1) wn(t) = αnw̃n(t)+βn when t ∈ [xn −τn, xn +τn], for some τn ∈ (0, Rn],
some αn ∈ [1, 2), and some βn ∈ R;

(2.1.2) w′
n exists and is locally Lipschitz on [−T, T ]\{xi }n

i=0;
(2.1.3) |w′

n(t)| < 2 − εn for t /∈ {xi }n
i=0;

(2.1.4) |w′′
n | � Kn+1 on Yn+1 almost everywhere;

and for n � 1:

(2.1.5) wn = wn−1 off Yn;
(2.1.6) ‖wn − wn−1‖∞ < 10Rn;
(2.1.7) wn(xi ) = wn−1(xi ) for all 0 � i � n;

(2.1.8) |w′
n(t)− w′

n−1(t)| < T 2
n

128 for t /∈ Zn ∪ {xi }n
i=0; and

(2.1.9) |w′′
n(t)| < |w′′

n−1(t)| + 2−n for almost every t /∈ [xn − τn, xn + τn].
Proof. We easily check that definingw0 = w̃0 satisfies all the required conditions.
Condition (2.1.1) is trivial for τ0 = T0, α0 = 1, and β0 = 0; and (2.1.2) follows
from (1). Condition (2.1.3) follows from (2), (6), and (5) since for t 	= x0 we have

|w′
0(t)| � 1 + 1

(log log 1/|t |)(log 1/|t |) � 1 + 1

log 1/|t | � 1 + e−1 = 2 − ε0.

Condition (2.1.4) follows from (11) and (9).
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Suppose for n � 1 we have constructed wi as claimed for all 0 � i < n. We
demonstrate how to insert a certain scaled copy of w̃n into wn−1.

Condition (T:1) implies that xi /∈ Yn for all 0 � i < n, thus w′
n−1 exists

and is Lipschitz on Yn by inductive hypothesis (2.1.2). Define m := w′
n−1(xn), so

|m| < 2 − εn−1 by inductive hypothesis (2.1.3). (We introduce in this proof a num-
ber of variables, for example m, which appear only in this inductive step. Although
they do, of course, depend on n, we do not index them as such, since they are used
only while n is fixed.) On some yet smaller subinterval [xn −τn, xn +τn] of Zn , we
aim to replace wn−1 with a copy of w̃n , connecting this with wn−1 off Yn without
increasing too much either the first or second derivatives, hence the choice of Rn

as very much smaller than Tn . Moreover, we want to preserve a continuous first
derivative. Hence we displace wn−1 by a C1 function—dealing with either side
of xn separately—so that on either side we approach xn on an affine function of
gradient m (a different function either side, in general), which we then connect up
with w̃n at a point where w̃′

n = m. Because we need careful control over the first
and second derivatives, it is easiest to explicitly construct the cut-off function we,
in effect, use.

A slight first problem is that the interval on which we consider w̃n might be
so small that the derivative might never be large enough in magnitude to perform
the join described above. Hence the possible need to scale w̃n up slightly by some
number αn ∈ (1, 2) to ensure we can find points where the derivatives can agree.

If |m| � 1, then by continuity of w̃′
n it is trivial that there exists τn ∈ (0, Rn]

such that w̃′
n(xn − τn) = m = w̃′

n(xn + τn). So no scaling is required, set αn = 1.
If |m| > 1, in general we have to scale w̃n up slightly. Let A = sup[xn−Rn ,xn)

w̃′
n ,

and B = inf [xn−Rn ,xn) w̃
′
n . Then by (2) and (R:1)

1 < A � 1 + 1

log log 1/Rn log 1/Rn
< 1 + εn/2

and similarly −(1+εn/2) < B < −1. Letρ = min{|A|, |B|}, so 1 < ρ < 1+εn/2.
These values are attained, say w̃′

n(y) = A and w̃′
n(z) = B for y, z ∈ [xn − Rn, xn).

Thus we have w̃′
n(y) = |w̃′

n(y)| � ρ and −w̃′
n(z) = |w̃′

n(z)| � ρ. Put αn =
m/ρ, so |αn| < 2. Evidently the function |αnw̃

′
n| takes its maximum value over

[xn − Rn, xn) at y or z, and so calculating

|αnw̃
′
n(y)| <

|m|(1 + εn/2)

ρ
< |m|(1 + εn/2) < |m| + εn

< 2 − εn−1 + εn = 2 − εn,

and similarly for |αnw̃
′
n(z)|, we see |αnw̃

′
n| < 2 − εn on [xn − Rn, xn), and since

this is an even function we have

|αnw̃
′
n(t)| < 2 − εn for all t ∈ Zn\{xn}. (15)

We now show we have indeed scaled w̃n large enough, despite ensuring this bound.
If m � 0 we see that

αnw̃
′
n(y) = mw̃′

n(y)

ρ
� m, and αnw̃

′
n(z) = mw̃′

n(z)

ρ
� −m � m,
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and if m � 0 we see that

αnw̃
′
n(y) = mw̃′

n(y)

ρ
� m, and αnw̃

′
n(z) = mw̃′

n(z)

ρ
� −m � m.

So in either case, since by (1) w̃′
n is continuous on [xn − Rn, xn), we can apply the

intermediate value theorem to find τn ∈ (0, Rn] with αnw̃
′
n(xn − τn) = m. Thus

also of course αnw̃
′
n(xn + τn) = m.

We now construct the cut-off functions, χl and χr , which we use on the left and
right of xn , respectively. Additional constants and functions used in the construction
are labelled similarly.

Let δl = m −w′
n−1(xn − Rn). So recalling that w′

n−1 is Lipschitz on Yn ⊇ Zn ,
we see by inductive hypothesis (2.1.4) that

|δl | = |w′
n−1(xn)− w′

n−1(xn − Rn)| � ‖w′′
n−1‖L∞(Zn)Rn � Kn Rn (16)

Define

cl = wn−1(xn)+ αnw̃n(xn − τn)− m(xn − τn)− wn−1(xn − Rn)+ m(xn −Rn).

The point is that the function t �→ mt+wn−1(xn −Rn)−m(xn −Rn)+cl is an affine
function with gradient m which takes value wn−1(xn − Rn)+ cl at (xn − Rn) and
value m(xn −τn)+wn−1(xn − Rn)−m(xn − Rn)+cl = wn−1(xn)+αnw̃n(xn −τn)

at (xn − τn).
Note that by inductive hypothesis (2.1.3),

|cl | � |αnw̃n(xn − τn)| + |wn−1(xn)− wn−1(xn − Rn)|
+|m||(xn − Rn)− (xn − τn)|

< |αn|τn + 2Rn + 2Rn

< 6Rn . (17)

Now put dl = 4
Tn
(cl − δl

2 (Tn/2−Rn).Define the piecewise affine gl : [−T, T ] → R

by stipulating

gl(xn − Tn) = 0 = gl(xn − Tn/2), gl(xn − 3Tn/4) = dl ,

and

gl(t) =
⎧⎨
⎩

0 t � xn − Tn

δl t � xn − Rn

affine otherwise.

So by definition of dl ,

∫ xn−Rn

−T
gl(t) dt =

∫ xn−Rn

xn−Tn

gl(t) dt = 1

2

(
Tndl

2
+ (Tn/2 − Rn)δl

)
= cl .

(18)
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Now, ‖gl‖∞ = max{|δl |, |dl |}. We see by (17) and (16) that

|dl | � 4

Tn

(
|cl | + |δl |

2
(Tn/2 − Rn)

)
<

4

Tn

(
6Rn + Tn Kn Rn

4

)

= 24Rn

Tn
+ Kn Rn (19)

So, comparing with (16) and using (R:3), we have

‖gl‖∞ � 24Rn

Tn
+ Kn Rn (20)

< εn . (21)

Also, g′
l exists almost everywhere and satisfies ‖g′

l‖∞ = max
{

4|dl |
Tn
,

|δl |
Tn/2−Rn

}
.

Note firstly by (19) and (R:3) that

4|dl |
Tn

<
4

Tn

(
24Rn

Tn
+ Kn Rn

)
= 96Rn

T 2
n

+ 4Kn Rn

Tn
< 2−n,

and secondly that since (R:3) in particular implies Rn < Tn/4, using (16) and (R:3)
we see that

|δl |
(Tn/2)− Rn

<
4Rn Kn

Tn
< 2−n .

Hence

‖g′
l‖∞ < 2−n . (22)

We can now define χl : [−T, T ] → R by χl(t) = ∫ t
−T gl(s) ds. This gives

χl ∈ C1[−T, T ] such that χ ′
l = gl everywhere, χ ′′

l = g′
l almost everywhere, and,

by (18),

χl(xn − Tn) = 0, χl(xn − Rn) = cl , χ
′
l (xn − Rn) = gl(xn − Rn) = δl .

We perform a very similar argument on the right of xn , to construct the piecewise
affine function gr : [−T, T ] → R. Define

cr =wn−1(xn)+ αnw̃n(xn + τn)− m(xn + τn)− wn−1(xn + Rn)+ m(xn + Rn),

and δr = m − w′
n−1(xn + Rn), and finally dr = 4

Tn

(
cr + δr

2 (Tn/2 − Rn)
)

. Then

again stipulate

gr (xn + Tn/2) = 0 = gr (xn + Tn), gr (xn + 3Tn/4) = −dr ,

and elsewhere

gr (t) =
⎧⎨
⎩
δr t � xn + Rn

0 t � xn + Tn

affine otherwise.
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So by definition of dr , we have

∫ xn+Tn

xn+Rn

gr (t) dt = 1

2

(
δr (Tn/2 − Rn)− dr Tn

2

)
= −cr . (23)

All the numbers cr , δr , dr satisfy the same bounds as their left-hand counterparts,
and thus gr satisfies the same bounds as gl above, that is

|gr‖∞ � 24Rn

Tn
+ Kn Rn (24)

< εn (25)

and

‖g′
r‖∞ < 2−n . (26)

We now define χr : [−T, T ] → R by

χr (t) = cr − δr ((xn + Rn)− (−T ))+
∫ t

−T
gr (s) ds,

which gives χr ∈ C1[−T, T ] such that χ ′
r = gr everywhere, χ ′′

r = g′
r almost

everywhere, and, by (23),

χr (xn + Rn) = cr , χr (xn + Tn) = 0, χ ′
r (xn + Rn) = gr (xn + Rn) = δr .

We can now define wn : [−T, T ] → R by

wn(t) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

wn−1(t)+ χl(t) t � xn − Rn

mt + wn−1(xn − Rn)− m(xn − Rn)+ cl xn − Rn < t < xn − τn

αnw̃n(t)+ wn−1(xn) xn − τn � t � xn + τn

mt + wn−1(xn + Rn)− m(xn + Rn)+ cr xn + τn < t < xn + Rn

wn−1(t)+ χr (t) xn + Rn � t.

We see wn is continuous by construction. Condition (2.1.1) is immediate, with
αn and τn as defined, and βn = wn−1(xn). We note that since χl(t) = 0 for
t < xn − Tn, χr (t) = 0 for t > xn + Tn , we have that wn = wn−1 off Yn , as
required for (2.1.5).

We see that w′
n exists off {xi }n

i=0 by inductive hypothesis (2.1.2), (1), and by
construction is given by

w′
n(t) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

w′
n−1(t)+ gl(t) t � xn − Rn

m xn − Rn < t < xn − τn

αnw̃
′
n(t) xn − τn � t < xn, xn < t � xn + τn

m xn + τn < t < xn + Rn

w′
n−1(t)+ gr (t) xn + Rn � t.
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This is locally Lipschitz on [−T, T ]\⋃n
i=0{xi } by inductive hypothesis (2.1.2) on

w′
n−1, (1), and since gl and gr are Lipschitz. By inductive hypothesis (2.1.3), and

conditions (21), (25), and (15), we have for t /∈ {xi }n
i=0,

|w′
n(t)| �

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

|w′
n−1(t)| + |gl(t)| < 2 − εn t � xn − Rn

|m| < 2 − εn xn − Rn < t < xn − τn

|αnw̃
′
n(t)| < 2 − εn xn − τn � t < xn, xn < t � xn + τn

|m| < 2 − εn xn + τn < t < xn + Rn

|w′
n−1(t)| + |gr (t)| < 2 − εn xn + Rn � t.

Hence (2.1.3). We also see by (20) and (R:3) that for t � xn − Rn, t /∈ {xi }n−1
i=0 ,

|w′
n(t)− w′

n−1(t)| = |gl(t)| � 24Rn

Tn
+ Kn Rn <

T 2
n

128
;

and similarly for t � xn + Rn, t /∈ {xi }n−1
i=0 , by (24) and (R:3) we have that

|w′
n(t)− w′

n−1(t)| = |gr (t)| � 24Rn

Tn
+ Kn Rn <

T 2
n

128
;

hence (2.1.8). Also w′′
n exists almost everywhere and, where it does, is given by

w′′
n(t) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

w′′
n−1(t)+ g′

l(t) t < xn − Rn

0 xn − Rn < t < xn − τn

αnw̃
′′
n(t) xn − τn < t < xn, xn < t < xn + τn

0 xn + τn < t < xn + Rn

w′′
n−1(t)+ g′

r (t) xn + Rn < t

and thus by (22), for t < xn − Rn we have

|w′′
n(t)| � |w′′

n−1(t)| + |g′
l(t)| < |w′′

n−1(t)| + 2−n,

and by (26), for xn + Rn < t , we have

|w′′
n(t)| � |w′′

n−1(t)| + |g′
r (t)| < |w′′

n−1(t)| + 2−n .

Hence (2.1.9). We now check (2.1.4). Let t ∈ Yn+1. Then by (11) we see that

2
n∑

i=0

|w̃′′
i (t)| � Kn+1

precisely by the choice of Kn+1 in (9). Let 0 � k � n be such that t ∈
Yk\⋃n

i=k+1 Yi . Then by inductive hypothesis (2.1.5) for k + 1, . . . , n (we have
checked this for k = n), we have thatwn = wk on a neighbourhood of t , sow′′

n(t) =
w′′

k (t) where both sides exist, that is, almost everywhere. If t /∈ [xk − τk, xk + τk],
then by inductive hypotheses (2.1.9) (we have checked this for k = n) and (2.1.4),
and by (8), we have almost everywhere,

|w′′
n(t)| = |w′′

k (t)| � |w′′
k−1(t)| + 2−k � Kk + 1 � Kn+1



A Continuous Lagrangian with Singular Minimizer 189

as required. If t ∈ (xk − τk, xk + τk), then by inductive hypothesis (2.1.1) (we have
checked this for k = n), almost everywhere we have, as noted above,

|w′′
n(t)| = |w′′

k (t)| = |αkw̃
′′
k (t)| < 2|w̃′′

k (t)| � 2
k∑

i=0

|w̃′′
i (t)|

� 2
n∑

i=0

|w̃′′
i (t)| � Kn+1

as required.
Now observe that on [−T, xn −Rn], we have, by definition, and using (19), (16),

and (T:4), that

|χl | � 1

2

(
Tn

2
|dl | + (Tn/2 − Rn)|δl |

)

� Tn

4

(
24Rn

Tn
+ Kn Rn + Kn Rn

)

� Rn

(
6 + Tn Kn

2

)

< 7Rn .

A similar estimate holds for χr on [xn + Rn, T ]: we note first by (23) that

χr (t) = cr − δr ((xn + Rn)+ T )+
∫ t

−T
gr (s) ds

= cr +
∫ t

xn+Rn

gr (s) ds

= −
∫ T

xn+Rn

gr (s) ds +
∫ t

xn+Rn

gr (s) ds

= −
∫ T

t
gr (s) ds

and then, since |χr | �
∫ T

xn+Rn
|gr | on [xn + Rn, T ], we can estimate as above. So,

for xn − Tn � t � xn − Rn , we have

|wn(t)− wn−1(t)| = |χl(t)| � 7Rn

and similarly for xn + Rn � t � xn + Tn we have

|wn(t)− wn−1(t)| = |χr (t)| � 7Rn .

By inductive hypothesis (2.1.3) and (17), we have for xn − Rn < t < xn − τn that

|wn(t)− wn−1(t)| � |mt − m(xn − Rn)|
+|wn−1(xn − Rn)− wn−1(t)| + |cl | < 10Rn
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and similarly for xn + τn < t < xn + Rn we have

|wn(t)− wn−1(t)| � |mt − m(xn + Rn)|
+|wn−1(xn + Rn)− wn−1(t)| + |cr | < 10Rn .

Finally, for xn − τn � t � xn + τn , by inductive hypothesis (2.1.3) again we have

|wn(t)− wn−1(t)| � |αnw̃n(t)| + |wn−1(xn)− wn−1(t)| � 2|τn| + 2|τn| � 4Rn .

Hence we have, also using (2.1.5) (which we have checked for n),

‖wn − wn−1‖∞ = sup
t∈Yn

|wn(t)− wn−1(t)| < 10Rn

as required for (2.1.6).
We finally check (2.1.7). Let 0 � i � n. If i < n, then xi /∈ Yn by (T:1), so

wn(xi ) = wn−1(xi ) by (2.1.5). We see from the construction that wn(xn) =
wn−1(xn) since w̃n(xn) = 0, as required for the full result. 
�
We now show easily that this sequence converges to a Lipschitz function w. This
w will be our singular minimizer.

Lemma 2.2. The sequence {wn}∞n=0 converges uniformly to somew ∈ AC[−T, T ]
such that

(2.2.1) Lip(w) � 2;
(2.2.2) for all n � 0, w(xi ) = wn(xi ) for all 0 � i � n + 1;
(2.2.3) for all n � 0, w′ = w′

n almost everywhere off
⋃∞

i=n+1 Yi ; and
(2.2.4) ‖w − wn‖∞ � 20Rn+1 for all n � 0.

Proof. Let n � 0. We use (2.1.6) and (R:2) to see that for m > n we have

‖wm − wn‖∞ < 10(Rm + · · · + Rn+1)

� 10(2−(m−(n+1)) + · · · + 1)Rn+1 < 20Rn+1.

Hence the sequence {wn}∞n=0 is uniformly Cauchy, and therefore converges uni-
formly to somew ∈ C[−T, T ]. Condition (2.2.4) follows immediately, and (2.2.1)
follows from (2.1.3), and so of course certainlyw ∈ AC[−T, T ]. Condition (2.2.2)
follows directly from (2.1.7).

We check (2.2.3). Fix n � 0, let t ∈ [−T, T ]\({xi }n
i=0 ∪ ⋃∞

i=n+1 Yi ), and let

j > n. In particular, then t /∈ ⋃ j
i=n+1 Yi , which is a closed set; thus by (2.1.5)

there is a neighbourhood of t on whichw j = wn . Thereforew′
j (t) = w′

n(t), which
exists by (2.1.2). So lim j→∞w′

j (t) exists and equals w′
n(t).

For each t ∈ [−T, T ]\({xi }∞i=0 ∪ ⋂∞
n=0

⋃∞
i=n Yi ), this argument runs for some

n � 0. Since for all n � 0, by (T:2),

meas

( ∞⋂
n=1

∞⋃
i=n

Yi

)
� meas

( ∞⋃
i=n

Yi

)
�

∞∑
i=n

2Ti � 4Tn,
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and (T:2) guarantees Tn → 0 as n → ∞, we see thatw′
n has a pointwise limit almost

everywhere. We can easily see this limit must be equal to w′. For t ∈ [−T, T ], we
recall from (2.1.3) that |w′

n| � 2 for all n � 0 and use the dominated convergence
theorem to see

∫ t

−T
lim

n→∞w
′
n(s) ds = lim

n→∞

∫ t

−T
w′

n(s) ds = w(t)− w(−T )

and hence w′ = limn→∞w′
n almost everywhere. Since almost everywhere off⋃∞

i=n+1 Yi we have limi→∞w′
i = w′

n as shown above, we have the result claimed.

�

Our basic weight function φ̃ : [−T, T ] × R → [0,∞) will be given by

φ̃(t, y) =
⎧⎨
⎩

0 t = 0
5ψ(t)|t | |y| � 5|t |
ψ(t)|y| |y| � 5|t |.

We need some bound of the form |φ(t, y)| � c|t |ψ(t) to ensure continuity of φ; it
turns out (see Lemma 3.2) that sensitive tracking of |y| only for |y| � 5|t | suffices
in the proof of minimality. Our function w̃ was constructed precisely so that (3)
and hence (ψ : 2) hold, and hence that this φ̃ is continuous.

We will, in fact, find it useful to split φ̃ into the summands by which we
definedψ . More precisely, we define for each n � 0 our translated weight functions
φ̃1

n , φ̃
2
n : [−T, T ] × R → [0,∞) as follows. For n � 0, and for i = 1, 2, we recall

that we need extra weight only on Yn , so define for (t, y) ∈ Yn × R

φ̃i
n(t, y) =

⎧⎨
⎩

0 t = xn

5ψ i
n(t)|t − xn| |y| � 5|t − xn|

ψ i
n(t)|y| |y| � 5|t − xn|

and then just extend to a function on the whole of [−T, T ] × R by defining for
(t, y) ∈ ([−T, T ]\Yn)× R

φ̃i
n(t, y) =

{
5ψ i

n(xn + Tn)Tn |y| � 5Tn

ψ i
n(xn + Tn)|y| |y| � 5Tn .

For n � 0 we thus define φ̃n : [−T, T ] × R → [0,∞) by φ̃n(t, y) = φ̃1
n(t, y) +

φ̃2
n(t, y). By (ψ : 2) we see that φ̃n ∈ C([−T, T ] × R).

It is easily seen that for fixed t ∈ [−T, T ], for all n � 0, we have

φ̃n(t, y) � φ̃n(t, z) whenever |y| � |z|;
Lip(φ̃n(t, .)) � max{ψn(t), ψn(xn + Tn)}; and

φ̃n(t, 0) = 0.

Definingφn : [−T, T ]×R → [0,∞)byφn(t, y) = ∑n
i=0 φ̃i (t, y)gives a sequence

of functions φn ∈ C([−T, T ] × R) such that for each fixed t ∈ [−T, T ], for all
n � 0,
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φn(t, y) � φn(t, z) whenever |y| � |z|; (27)

Lip(φn(t, .)) �
n∑

i=0

(max{ψi (t), ψi (xi + Ti )}) ; and (28)

φn(t, 0) = 0. (29)

For n � 1, by (T:3), we see that for all (t, y) ∈ [−T, T ] × R

0 � φ̃n(t, y) � sup
t∈Yn

5ψn(t)|t − xn| < 2−n .

So defining φ(t, y) = ∑∞
i=0 φ̃i (t, y) gives φ ∈ C([−T, T ] × R) with, by (4),

‖φ‖∞ � ‖φ̃0‖∞ +
∞∑

i=1

‖φ̃i‖∞ � ‖φ̃0‖∞ +
∞∑

i=1

2−i = ‖φ̃0‖∞ + 1 = C, (30)

and

‖φ − φn‖∞ �
∞∑

i=n+1

‖φ̃i‖∞ <

∞∑
i=n+1

2−i = 2−n . (31)

By passing to the limit in the relations (27) and (29) we see that for fixed
t ∈ [−T, T ],

φ(t, y) � φ(t, z) whenever |y| � |z|; and (32)

φ(t, 0) = 0. (33)

We shall write φ = φ1 + φ2 where φi = ∑∞
j=0 φ̃

i
j for i = 1, 2.

We can now define a continuous Lagrangian L : [−T, T ] × R × R → [0,∞),
superlinear and strictly convex in p, by setting

L(t, y, p) = p2 + φ(t, y − w(t)).

Note that L is, in fact, differentiable with respect to p and L pp(t, y, p) = 2 > 0
for all (t, y, p) ∈ [−T, T ]×R×R, thus it does satisfy the stronger strict convexity
assumption required by Tonelli.

Associated with this is the usual variational problem given by defining func-
tional L : AC[−T, T ] → [0,∞) by

L (u) =
∫ T

−T
L(t, u(t), u′(t)) dt

and seeking to minimize L (u) over those functions u ∈ AC[−T, T ] with boundary
conditions u(±T ) = w(±T ). We shall refer to this set-up as (�).
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3. Minimality

We shall find the following approximations of our functional L useful: for
n � 0 define Ln : [−T, T ] × R × R → [0,∞) by

Ln(t, y, p) = p2 + φ(t, y − wn(t)),

and define the corresponding functional Ln : AC[−T, T ] → [0,∞) by

Ln(u) =
∫ T

−T
Ln(t, u(t), u′(t)) dt.

Working with these approximations is much easier, since there is only a finite num-
ber of singularities inwn . So it is important to know what error we incur in moving
to these approximations, which is shown in the next lemma.

Lemma 3.1. Let u ∈ AC[−T, T ] and n � 0. Then

|(L (u)− L (w))− (Ln(u)− Ln(wn))| <
T 2

n+1

2
.

Proof. We first estimate |L (u)−Ln(u)|. Recall our definitions of mn > n,Mn �
0, and Gn ⊇ ⋃mn

i=0{xi } from above. Let t ∈ [−T, T ]\Gn . We see by (28) and (14)
that

Lip(φmn (t, .)) �
mn∑
i=0

(max{ψi (t), ψi (xi + Ti )}) � Mn .

Then using (2.2.4) and (R:3) we see that

|φmn (t, u − w)− φmn (t, u − wn)| � Mn‖w − wn‖∞ � 20Mn Rn+1 �
T 2

n+1

16
.

Then by (31) and (12), for all t ∈ [−T, T ]\Gn we have

|φ(t, u − w)− φ(t, u − wn)| � |φ(t, u − w)− φmn (t, u − w)|
+|φmn (t, u − w)− φmn (t, u − wn)|
+|φmn (t, u − wn)− φ(t, u − wn)|

� 2‖φ − φmn ‖∞ + T 2
n+1

16

< 2 · 2−mn + T 2
n+1

16

<
T 2

n+1

8
.

So
∫

[−T,T ]\Gn

|φ(t, u − w)− φ(t, u − wn)| �
T 2

n+1

8
.
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Now, using (30) and (13), we see

∫
Gn

|φ(t, u − w)− φ(t, u − wn)| � 2
∫

Gn

‖φ‖∞ � 2C meas(Gn) �
T 2

n+1

8
.

Combining, we have

|L (u)− Ln(u)| �
∫ T

−T
|φ(t, u − w)− φ(t, u − wn)| �

T 2
n+1

4
. (34)

Now we estimate |L (w) − Ln(wn)|. For almost every t ∈ (
⋃mn

i=n+1 Yi )\
(
⋃mn

i=n+1 Zi ), we have by (2.1.8) and (T:2) that

|w′
n(t)− w′

mn
(t)| �

( mn∑
i=n+1

|w′
i (t)− w′

i−1(t)|
)

�
mn∑

i=n+1

T 2
i

128
�

T 2
n+1

64
.

By (2.1.3), (R:2), and (R:3), we have

∫
⋃mn

i=n+1 Zi

|w′
n − w′

mn
| � 4 meas

⎛
⎝ mn⋃

i=n+1

Zi

⎞
⎠ � 4

⎛
⎝ mn∑

i=n+1

2Ri

⎞
⎠ � 16Rn+1 �

T 2
n+1

64
.

Thus, using (2.2.3),
∫
(
⋃∞

i=n+1 Yi )\(⋃∞
i=mn+1 Yi )

|w′
n − w′| =

∫
(
⋃∞

i=n+1 Yi )\(⋃∞
i=mn+1 Yi )

|w′
n − w′

mn
|

�
∫

⋃mn
i=n+1 Yi

|w′
n − w′

mn
|

�
T 2

n+1

32
.

On the other hand, by (2.1.3), (2.2.1), (10), and (12),

∫
⋃∞

i=mn+1 Yi

|w′
n − w′| � 4 meas

⎛
⎝ ∞⋃

i=mn+1

Yi

⎞
⎠

� 4

⎛
⎝ ∞∑

i=mn+1

2Ti

⎞
⎠

< 8

⎛
⎝ ∞∑

i=mn+1

2−i

⎞
⎠

= 8 · 2−mn

<
T 2

n+1

32
.
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Hence by (33), (2.2.3), (2.1.3), and (2.2.1),

|L (w)− Ln(wn)| �
∫ T

−T
|(w′)2 − (w′

n)
2| � 4

∫
⋃∞

i=n+1 Yi

|w′
n − w′| < T 2

n+1

4
.

(35)

Combining the two estimates (34) and (35) gives the result. 
�
We now show that w is the unique minimizer of (�). We briefly discuss the main
ideas behind the proof, which as mentioned before, are essentially those of the
proof that w̃ minimizes the variational problem with “basic” Lagrangian

(t, y, p) �→ L̃(t, y, p) = φ̃(t, y − w̃(t))+ p2.

So suppose for now that ũ ∈ AC[−T, T ] is a minimizer for this basic problem with
Lagrangian L̃ . If ũ(0) = w̃(0), it suffices to argue separately on [−T, 0] and [0, T ].
We consider [0, T ]. But w̃ is C∞ on (0, T ), so we can make the important step
of integrating by parts. Moreover, a simple trick relying on ũ being a minimizer
gives us that |ũ(t)| � |t | (see Lemma 3.2 below for the essence of the argument),
so |ũ(t) − w̃(t)| � 2|t |. Note that for any two functions ū, w̄ ∈ AC[−T, T ], we
have

(ū′)2 − (w̄′)2 = (ū′ − w̄′)2 + 2(ū′ − w̄′)w̄′ � 2(ū′ − w̄′)w̄′. (36)

So we can argue
∫ T

0

(
φ̃(t, ũ − w̃)+ (ũ′)2

)
−

∫ T

0
(w̃′)2 �

∫ T

0

(
2(ũ′ − w̃′)w̃′ + φ̃(t, ũ − w̃)

)

= [2(ũ − w̃)w̃′]T
0

+
∫ T

0

(
φ̃(t, ũ − w̃)− 2(ũ − w̃)w̃′′)

�
∫ T

0

(
ψ(t)|ũ − w̃| − 2|ũ − w̃||w̃′′(t)|)

and hence it suffices to choose ψ large enough to dominate w̃′′, which we can
do (this is the role of ψ2). This argument cannot be performed in the case when
ũ(0) 	= w̃(0), and there is no a priori reason why this might not occur. In this case,
we compare ũ not with w̃ but with a new function we obtain by replacing w̃ with
a linear function on an interval around 0.

This basic idea on w̃ is mimicked locally on w around each xn ; more precisely,
we in fact argue with wn and then either show that for some n this suffices to give
the result for w, or pass to the limit. The techniques of our proof show, in fact, that
wn is the unique minimizer of the variational problem

AC[−T, T ] � u �→ Ln(u)

over those u such that u(±T ) = wn(±T )(= w(±T )). Thus, in particular, we get an
example of a one-point non-differentiable minimizer; the conditions of Lemma 3.6
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below always hold for n = 0, which already shows that Tonelli’s theorem cannot
hold in the continuous case.

We return to the problem proper. Suppose now u ∈ AC[−T, T ] is a minimizer
for (�) and u 	= w. Note that a minimizer certainly exists, since L is continuous,
and superlinear and convex in p. We now make a number of estimates, with the
eventual aim of showing that

L (u)− L (w) =
∫ T

−T

(
(u′)2 + φ(t, u − w)− (w′)2

)
> 0,

which contradicts the choice of u as a minimizer for (�). Write v = u − w, and
vn = u −wn . If u(xn) = w(xn) for all n � 0, then as discussed above the proof is
an easy application of integration by parts on the complement of the closure of the
points {xn}∞n=0. (In the case that {xn}∞n=0 forms a dense set in [−T, T ], we should
immediately have u = w by continuity, thus concluding the proof of minimality
of w without using either the assumption that u was a minimizer or that u 	= w.)
Should w(xn) 	= u(xn) for some n � 0, further argument is required. The next
lemma shows us that since u is a minimizer, it cannot be too badly behaved around
any point x ∈ [−T, T ] where u(x) 	= w(x).

Lemma 3.2. Let x ∈ [−T, T ] be such that u(x) 	= w(x). Let J ⊆ [−T, T ] be the
connected component of the set of points t ∈ [−T, T ] such that

|u(t)− w(x)| > 3|t − x | for t ∈ J .

Note that J is an open subinterval of [−T, T ] since u and w agree at ±T and so
by (2.2.1)

|u(±T )− w(x)| = |w(±T )− w(x)| � 2 |±T − x | .
So there exist a, b > 0 such that J = (x − a, x + b) and

|u(x − a)− w(x)| = 3a and |u(x + b)− w(x)| = 3b.

Then

(3.2.1) |u′| � 2 almost everywhere on J ; and
(3.2.2) |u(t)− w(x)| � 3|t − x | for t /∈ J .

Proof. We suppose u(x) > w(x). The argument for the case u(x) < w(x) is very
similar. Let c, d > 0 be such that (x −c, x +d) is the connected component contain-
ing x such that u(t) > w(x)+2|t − x | on (x −c, x +d). So u(x −c) = w(x)+2c,
and u(x + d) = w(x)+ 2d. We shall first prove that u is convex on (x − c, x + d).
(In the case u(x) < w(x), we would have that u is concave on (x − c, x + d).)
Suppose not, so there exist t1, t2 ∈ (x − c, x + d), t1 < t2 say, and λ ∈ [0, 1] such
that

u(λt1 + (1 − λ)t2) > λu(t1)+ (1 − λ)u(t2).
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Let h : [−T, T ] → R be the affine function with graph passing through (t1, u(t1))
and (t2, u(t2)), so

h(t) = u(t2)− u(t1)

t2 − t1
(t − t1)+ u(t1).

So we have by assumption on t1, t2 that

h(λt1 + (1 − λ)t2) = λu(t1)+ (1 − λ)u(t2) < u(λt1 + (1 − λ)t2).

Passing to connected components if necessary, we can assume that h(t) < u(t) on
(t1, t2). That t1, t2 ∈ (x − c, x + d) implies

u(t1) > w(x)+ 2|t1 − x | and u(t2) > w(x)+ 2|t2 − x |.
Since t �→ 2|t − x | is convex, and t �→ h(t) is a straight line connecting (t1, u(t1))
and (t2, u(t2)), we have for t ∈ (t1, t2) that

h(t) > w(x)+ 2|t − x |.
Now,

w(t) � w(x)+ 2|t − x |
for all t ∈ [−T, T ] by (2.2.1), so we have w(t) < h(t) on (t1, t2). So on (t1, t2) we
have

|u − w| = u − w > h − w = |h − w|
and thus, by (32),

φ(t, u − w) � φ(t, h − w). (37)

Since u > h on (t1, t2), where h is affine, but u = h at the endpoints, we know
u is not affine on (t1, t2), so we have strict inequality in Hölder’s inequality, thus

∫ t2

t1
(u′)2 = 1

t2 − t1

(∫ t2

t1
12

) (∫ t2

t1
(u′)2

)

>
1

t2 − t1

(∫ t2

t1
u′

)2

= (u(t2)− u(t1))2

t2 − t1

=
∫ t2

t1
(h′)2. (38)

Hence defining û : [−T, T ] → R by

û(t) =
{

u(t) t /∈ (t1, t2)
h(t) t ∈ (t1, t2)
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gives a û ∈ AC[−T, T ] satisfying our boundary conditions, and such that,
using (38) and (37),

L (û) =
∫

[−T,T ]\(t1,t2)

(
(u′)2 + φ(t, u − w)

)
+

∫ t2

t1

(
(h′)2 + φ(t, h − w)

)

<

∫
[−T,T ]\(t1,t2)

(
(u′)2 + φ(t, u − w)

)
+

∫ t2

t1

(
(u′)2 + φ(t, u − w)

)

= L (u)

which contradicts u being a minimizer. Hence u is, indeed, convex on (x −c, x +d).
Therefore, we now claim that |u′| � 2 everywhere it exists on (x − c, x + d). Sup-
pose there exists t0 ∈ (x − c, x + d) such that u′(t0) > 2. Therefore, by convexity,
u′(t) > 2 almost everywhere on (t0, x + d). We then have

u(x + d) = u(t0)+
∫ x+d

t0
u′(s) ds

> u(t0)+
∫ x+d

t0
2 ds

� w(x)+ 2|t0 − x | + 2|(x + d)− t0|
� w(x)+ 2d,

which contradicts the choice of d, since u(x +d) = w(x)+2d. Similarly, one gets
a contradiction assuming u′(t0) < −2 for some t0 ∈ (x − c, x + d).

Statement (3.2.2) of the lemma is proved using the same trick we used above
to prove convexity of u on (x − c, x + d). Suppose there is a t0 ∈ (x + b, T ) such
that u(t0) > w(x)+ 3|t0 − x |. Defining affine h : [−T, T ] → R by

h(s) = w(x)+ 3(s − x),

we see that h(t0) < u(t0). The connected component I of [−T, T ] such that
h < u on I satisfies I ⊆ (x + b, T ), since u(x + b) = w(x)+ 3b = h(x + b), and
by (2.2.1), u(T ) = w(T ) � w(x)+ 2|T − x | < h(T ). We have

u(s) > h(s) = w(x)+ 3|s − x | � w(x)+ 2|s − x | � w(s)

for s ∈ I , thus |u − w| = u − w � h − w = |h − w|. Hence we can perform
the same trick as before, constructing a new function û ∈ AC[−T, T ] by replacing
u with h on I , such that L (û) < L (u), which again contradicts choice of u as
a minimizer. We can argue similarly if there exists a point t0 ∈ (−T, x − a) such
that u(t0) > w(x)+ 3|t0 − x |, and also if there exists a point t0 ∈ [−T, T ]\J with
u(t0) < w(x)− 3|t0 − x |. 
�

Thus we see that if for some x ∈ [−T, T ], u(x) 	= w(x), then u must be
Lipschitz on a neighbourhood of x , and its graph cannot escape the cone bounded
by the graphs of t �→ w(x) ± 3|t − x | off this neighbourhood. We note that the
second conclusion of the Lemma holds by the same argument even in the case
u(x) = w(x), and thus when the set J introduced is empty.
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For the remainder of the proof, we assume that u(xn) 	= w(xn) for all n � 0.
If not, one can just perform the argument in the proofs of Lemma 3.6 and Corol-
lary 3.7 on the connected components of [−T, T ]\{xn : u(xn) = w(xn)}. We make
remarks in these proofs at those points where an additional argument is required in
the general case.

For each n � 0 we now introduce some definitions and notation. Let an, bn > 0
be such that Jn := (xn − an, xn + bn) is the connected component of [−T, T ] con-
taining xn such that |u(t) − w(xn)| > 3|t − xn| for t ∈ Jn , as in Lemma 3.2.
So

|u(xn − an)− w(xn)| = 3an, and |u(xn + bn)− w(xn)| = 3bn .

We let cn = max{an, bn}, and write J̃n = [xn −cn, xn +cn]. We note the following
immediate corollary of Lemma 3.2. Fix n � 0. For t /∈ Jn , we have for any i � n,
by (2.2.2), (3.2.2), and (2.1.3) that

|vi (t)| � |u(t)− w(xn)| + |w(xn)− wi (t)|
= |u(t)− w(xn)| + |wi (xn)− wi (t)|
< 5|t − xn|. (39)

Easy considerations of the graphs of the two Lipschitz functions give the fol-
lowing lower bounds of |vn| on Jn . The interval Jn was defined precisely to ensure
such constant lower bounds, that is, that the graph of putative minimizer u cannot
get too close to that of w around xn . Let i � n − 1, then wi (xn) = w(xn), so

|vi (t)| � an for t ∈ [xn − an, xn]; and (40)

|vi (t)| � bn for t ∈ [xn, xn + bn]. (41)

As we see next, this lower bound means we have a certain amount of weight con-
centrated in our Lagrangian around any xn . The total weight is, in general, even
larger—we took an infinite sum of such non-negative terms—but the important
term is the φ̃n term which deals precisely with the oscillations introduced by wn to
get singularity of w at xn .

Lemma 3.3. Let n � 0, and suppose J̃n ⊆ Yn. Then

∫
J̃n

φ̃1
n(t, vn) � 201cn

log log 1/cn
.

Proof. Suppose bn � an . The case an > bn differs only in trivial notation. So
cn = bn , and (41) implies that on [xn, xn + bn/5] we have |vn(t)| � 5|t − xn|, so
here φ̃1

n(t, u − wn) = 5|t − xn|ψ1
n (t) by definition. Since t �→ 1

log log 1/5|t−xn | is a
concave function on [xn, xn + bn/5], we can estimate the integral as follows, and
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see using the definition of ψ1
n that

∫
J̃n

φ̃1
n(t, vn) �

∫ xn+bn/5

xn

5|t − xn|ψ1
n (t)

=
∫ xn+bn/5

xn

5 · 402

log log 1/5|t − xn|
� 1

2

bn

5

(
5 · 402

log log 1/bn

)

= 201bn

log log 1/bn
.


�
For n � 0 we define Hn ⊆ [−T, T ] by

Hn := J̃n ∩ [xn − τn, xn + τn] = [xn − dn, xn + dn], say,

so dn � cn . Note that

wn(xn ± dn) = αnw̃n(xn ± dn)+ βn; and w̃′
n(xn ± dn) = αnw̃

′
n(xn ± dn).

We cannot immediately mimic the main principle of the proof and integrate by parts
across xn , since w̃′

n does not exist at xn . This singularity is, of course, the whole
point of the example. The main trick of the proof was in making the oscillations
of w̃n near xn slow enough so that we can replace this function with a straight line
on an interval containing xn . We can then use integration by parts on each side of
this interval, and inside the interval exploit the fact that we have now introduced
a function with a constant derivative. We incur an error in the boundary terms,
of course, as we in general introduce discontinuities of the derivative where the
line meets w̃n , but the function w̃n oscillates slowly enough that this error can be
dominated by the weight term in the Lagrangian (the role of ψ1

n ).
So let l̃n : [−T, T ] → R denote the affine function with graph connecting

(xn − dn, w̃n(xn − dn)) and (xn + dn, w̃n(xn + dn)), that is

l̃n(t) = l̃ ′n(t − (xn − dn))+ w̃n(xn − dn),

where

l̃ ′n = w̃n(xn + dn)− w̃n(xn − dn)

2dn
= sin log log log 1/dn . (42)

So note by (2.1.3) that

|αnl̃ ′n| � Lip(wn) < 2. (43)

Define ln : [−T, T ] → R by

ln(t) =
{
wn(t) t /∈ Hn

αnl̃n(t)+ βn t ∈ Hn .

Clearly ln ∈ AC[−T, T ].
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We shall find the following notation useful, representing the boundary terms
we get as a result of integrating by parts, firstly inside Hn , integrating l ′nv′

n , and
secondly outside Hn , integrating w′

nv
′
n :

In,l = l ′nvn(xn − dn), In,r = l ′nvn(xn + dn);
En,l = w′

n(xn − dn)vn(xn − dn), En,r = w′
n(xn + dn)vn(xn + dn).

Note that

|In,l − En,l | = |αn||vn(xn − dn)(l̃
′
n − w̃′

n(xn − dn))|; and (44)

|In,r − En,r | = |αn||vn(xn + dn)(l̃
′
n − w̃′

n(xn + dn))|. (45)

Lemma 3.4. Let n � 0. Then∫
Hn

(u′)2 − (w′
n)

2 > 2(In,r − In,l)− 160dn

log log 1/dn
.

Proof. We want to use the following estimate, replacing wn with the line ln and
estimating the error:∫

Hn

(u′)2 − (w′
n)

2 =
∫

Hn

(
(u′)2 − (l ′n)2

)
+

∫
Hn

(
(l ′n)2 − (w′

n)
2
)

�
∫

Hn

(
(u′)2 − (l ′n)2

)
−

∫
Hn

|(l ′n)2 − (w′
n)

2|. (46)

Since w′
n = αnw̃

′
n and l ′n = αnl̃ ′n on Hn , a factor of |α2

n | � 4 comes out of the
second (error) term, so we can just estimate this term in the case n = 0; the case
of general n is just a translation of this base case. We drop the index 0 from the
notation.

Observe that for t > 0, we have

d

dt
(sin log log log 1/|t |) = − cos log log log 1/|t |

t (log log 1/|t |)(log 1/|t |) ,
so ∣∣∣∣ d

dt
(sin log log log 1/|t |)

∣∣∣∣ � 1

t (log log 1/|t |)(log 1/|t |) .

Hence by applying the mean value theorem we can see for 0 < t < d, recalling (42)
and (2), that

|l̃ ′ − w̃′(t)|
=

∣∣∣∣(sin log log log 1/d)−
(
(sin log log log 1/|t |)− cos log log log 1/|t |

(log log 1/|t |)(log 1/|t |)
)∣∣∣∣

� |((sin log log log 1/d)− (sin log log log 1/|t |))| + 1

(log log 1/|t |)(log 1/|t |)
� (d − t)

t (log log 1/d)(log 1/d)
+ 1

(log log 1/d)(log 1/d)

= d

t (log log 1/d)(log 1/d)
. (47)
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Then for t ∈
(

d
log 1/d , d

)
, we have

|l̃ ′ − w̃′(t)| < 1

log log 1/d
;

the function w̃ oscillates slowly enough that a good estimate for the discontinuity
of the derivative holds on an interval in the domain of integration large enough in
measure. Since w̃′ is even, we can estimate as follows, using (43) and (2.1.3):

∫
H

|(l̃ ′)2 − (w̃′)2| = 2
∫ d

0
|l̃ ′ − w̃′||l̃ ′ + w̃′|

� 8

(∫ d
log 1/d

0
|l̃ ′ − w̃′| +

∫ d

d
log 1/d

|l̃ ′ − w̃′|
)

< 8

(
4d

log 1/d
+

∫ d

d
log 1/d

1

log log 1/d

)

� 8

(
4d

log 1/d
+ d

log log 1/d

)

� 40d

log log 1/d
. (48)

By (36) we have∫
Hn

(
(u′)2 − (l ′n)2

)
� 2l ′n[u − ln]xn+dn

xn−dn
= 2(In,r − In,l).

Putting this and (48) into (46) gives the result. 
�
An estimate established in the preceding proof also easily gives the following
important result. The errors we incur in our boundary terms by introducing a jump
discontinuity in the derivative of our new function ln are sufficiently small; they
can be controlled by the integral over Hn = [xn − dn, xn + dn] of a continuous
function in cn � dn taking value 0 at xn .

Lemma 3.5. Let n � 0. Then

|In,r − En,r | + |In,l − En,l | < 20cn

(log 1/cn)(log log 1/cn)
.

Proof. We just have to estimate |vn(xn ± dn)|. Suppose u(xn) > w(xn); the argu-
ment for u(xn) < w(xn) is similar. Suppose also bn � an , so cn = bn . The case
an > bn is similar. Then u(t) � u(xn + bn) by convexity of u, for all t ∈ Jn . If
xn −dn /∈ Jn , then (39) gives us the immediate estimate |vn(xn −dn)| � 5dn � 5bn

since dn � bn . If xn −dn ∈ Jn , then we can argue that, since certainly xn +dn ∈ Jn ,

w(xn) < w(xn)+ 3dn � u(xn ± dn) � u(xn + bn) = w(xn)+ 3bn

thus

0 < u(xn ± dn)− w(xn) � 3bn .
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Hence using (2.2.2) and (2.1.3), and since dn � bn ,

|vn(xn ± dn)| � |u(xn ± dn)− w(xn)| + |wn(xn)− wn(xn ± dn)|
� 3bn + 2dn

� 5bn .

The result then follows using the estimate (47) for t = d in (45) and (44), and
since |αn| < 2 and dn � cn . 
�
We now combine our estimates for Ln across the whole domain [−T, T ], integrat-
ing by parts off

⋃n
i=1 Hi and using the above estimate on each Hi . We work with

simplifying assumptions implying the relevant intervals do not overlap. We discuss
later how to deal with the failure of these assumptions.

Lemma 3.6. Suppose n � 0 is such that for all 0 � j � n,

J̃k ∩ Y j = ∅ for all 0 � k < j ; and (49)

J̃ j ⊆ Y j . (50)

Then

Ln(u)− Ln(wn) �
n∑

i=0

(
ci

log log 1/ci

)
+

∫
[−T,T ]\⋃n

i=0 Hi

|vn|.

Proof. By (2.1.5) and assumption (49) we have w j = wk on J̃k for all 0 � k <
j � n, in particular

wn = wk, w
′
n = w′

k and w′′
n = w′′

k (wherever both sides exist) on J̃k . (51)

Also, by assumptions (50) and (49) together we have that for 0 � k < j � n

J̃k ∩ J̃ j ⊆ J̃k ∩ Y j = ∅,

that is the { J̃i }n
i=0 are pairwise disjoint.

Now, let 0 � i � n. We see, using (36), that

∫
J̃i

(
(u′)2 + φ(t, vi )− (w′

i )
2
)

=
∫

J̃i

φ(t, vi )+
∫

J̃i \Hi

(
(u′)2 − (w′

i )
2
)

+
∫

Hi

(
(u′)2 − (w′

i )
2
)

�
∫

J̃i

(φ1(t, vi )+ φ2(t, vi ))+
∫

J̃i \Hi

2v′
iw

′
i +

∫
Hi

(
(u′)2 − (w′

i )
2
)

�
∫

J̃i \Hi

(φ2(t, vi )+ 2v′
iw

′
i )+

∫
J̃i

φ1(t, vi )+
∫

Hi

(
(u′)2 − (w′

i )
2
)
.
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Now, by Lemma 3.3 (note this applies by assumption (50)) and Lemma 3.4, and
since ci � di ,

∫
J̃i

φ1(t, vi )+
∫

Hi

((u′)2 − (w′
i )

2) �
∫

J̃i

φ̃1
i (t, vi )+

∫
Hi

((u′)2 − (w′
i )

2)

� 41ci

log log 1/ci
+ 2(Ii,r − Ii,l).

So combining we have

∫
J̃i

(u′)2 + φ(t, vi )− (w′
i )

2

� 41ci

log log 1/ci
+ 2(Ii,r − Ii,l)+

∫
J̃i \Hi

(φ2(t, vi )+ 2v′
iw

′
i ). (52)

Now, for any t ∈ [−T, T ], write In(t) = {i = 0, . . . , n : t ∈ Yi }. We show by
an easy induction that for almost every t ∈ [−T, T ],

∑
i∈In(t)

ψ2
i (t) � 2|w′′

n(t)| + 1 + 2−(n−1). (53)

For n = 0, we have by definition that for all t 	= x0,

ψ2
0 (t) = 3 + 4|w′′

0(t)| � 3 + 2|w′′
0(t)|

as required. Suppose the result holds for all 0 � i � n − 1, where n � 1. Let
i = i(n, t) � n denote the greatest index in In(t), that is, the greatest index i such
that t ∈ Yi . By (2.1.5) we have w′′

n(t) = w′′
i (t) whenever both sides exist, that is,

almost everywhere. If t ∈ (xi − τi , xi + τi ), then w′′
i (t) = αi w̃

′′
i (t) by (2.1.1), and

by definition, for t 	= xi ,

∑
j∈In(t)

ψ2
j (t) � ψ2

i (t) = 3 + 4|w̃′′
i (t)| � 1 + 2−(n−1) + 2|αi w̃

′′
i (t)|

as required. If t /∈ [xi −τi , xi +τi ] (note then necessarily i � 1 since τ0 = T0 = T ),
then |w′′

i (t)| � |w′′
i−1(t)| + 2−i almost everywhere by (2.1.9) so by inductive

hypothesis

∑
j∈In(t)

ψ2
j (t) �

∑
j∈Ii−1(t)

ψ2
j (t)

� 2|w′′
i−1(t)| + 1 + 2−((i−1)−1)

� 2|w′′
i (t)| − 2 · 2−i + 1 + 2−((i−1)−1)

� 2|w′′
n(t)| + 1 + 2−(n−1)

as required for (53).
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Given this, now consider t /∈ ⋃n
i=0 J̃i . Then since J̃i ⊇ Ji for all i � 0, (39)

gives that |vn(t)| � 5|t − xi | for all 0 � i � n. Therefore φ̃2
i (t, vn) = |vn|ψ2

i (t)
by definition for i ∈ In(t). Thus, almost everywhere, we have by (53) that

φ2(t, vn)− 2vnw
′′
n �

∑
i∈In(t)

(φ̃2
i (t, vn))− 2|vn||w′′

n |

=
∑

i∈In(t)

(ψ2
i (t)|vn|)− 2|vn||w′′

n |

= |vn|
⎛
⎝ ∑

i∈In(t)

(ψ2
i (t))− 2|w′′

n(t)|
⎞
⎠

> |vn|.
Now, let t ∈ J̃i\Hi . Again note that we must have i � 1, since τ0 = T0 = T .

Since { J̃ j }n
j=0 are pairwise disjoint, we have that t /∈ J̃ j for j < i . Hence, again

by (39), |vi | � 5|t − x j | for all j < i , so by definition φ̃2
j (t, vi ) = ψ2

j (t)|vi |
for j ∈ Ii−1(t). Since t /∈ Hi , we have t /∈ [xi − τi , xi+, τi ], and hence that
|w′′

i (t)| � |w′′
i−1(t)| + 2−i almost everywhere by (2.1.9). Hence by (53) we have

almost everywhere
∑

j∈Ii−1(t)

ψ2
j (t) � 1 + 2|w′′

i−1(t)| + 2−(i−2)

� 1 + 2|w′′
i (t)| − 2−(i−1) + 2−(i−2)

> 1 + 2|w′′
i (t)|,

and so

φ2(t, vi )− 2viw
′′
i �

∑
j∈Ii−1(t)

(φ̃2
j (t, vi ))− 2|vi ||w′′

i |

=
∑

j∈Ii−1(t)

(ψ2
j (t)|vi |)− 2|vi ||w′′

i |

> |vi |.
Thus we have for almost every t /∈ ⋃n

i=0 Hi , noting the argument on J̃i\Hi above
applies by (51), that

φ2(t, vn)− 2vnw
′′
n > |vn|,

and hence∫
[−T,T ]\⋃n

i=0 Hi

(
φ2(t, vn)− 2vnw

′′
n

)
�

∫
[−T,T ]\⋃n

i=0 Hi

|vn|. (54)

The reason for making this estimate is that we want to integrate v′
nw

′
n by parts

on [−T, T ]\⋃n
i=0 Hi . Under our standing assumption that u(xi ) 	= w(xi ) for all

i � 0, we see immediately that this is possible, since vn and w′
n are bounded and

absolutely continuous on [−T, T ]\⋃n
i=0 Hi by (2.1.2), and thus vnw

′
n is absolutely
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continuous on [−T, T ]\⋃n
i=0 Hi . However, in the general case thatw(x j ) = u(x j )

for some 0 � j � n, and thus that wn(x j ) = u(x j ), we have to argue a little more.
We claim that even in this general case the parts formula is still valid on

[−T, T ]\⋃n
i=0 Hi ; this is the assertion that vnw

′
n can be written as an indefinite

integral on [−T, T ]\⋃n
i=0 Hi . The argument of the preceding paragraph gives us

that vnw
′
n is absolutely continuous on subintervals bounded away from all x j with

u(x j ) = w(x j ). Thus for each 0 � j � n such that u(x j ) = w(x j ), and hence
Hj = ∅, it suffices to check that vnw

′
n can be written as an indefinite integral on

a neighbourhood U = (x j − δ, x j + δ) ⊆ [x j − τ j , x j + τ j ] of x j not containing
any other points xi for 0 � i � n. We check that

∫ x j

x j −δ
(vnw

′
n)

′(s) ds = −(vnw
′
n)(x j − δ),

the corresponding equality on the right of x j follows similarly. We know that vnw
′
n

is absolutely continuous on subintervals of U bounded away from x j . We claim
that (vnw

′
n)

′ ∈ L1(U ). Given this, we can use the DCT to get the required result:
since vn is continuous and vn(x j ) = 0, we use (2.1.3) to see that

−(vnw
′
n)(x j − δ) = lim

t→x j
((vnw

′
n)(t)− (vnw

′
n)(x j − δ))

= lim
t→x j

∫ t

x j −δ
(vnw

′
n)

′(s) ds

=
∫ x j

x j −δ
(vnw

′
n)

′(s) ds.

To see (vnw
′
n)

′ ∈ L1(U ), note that since u is by choice a minimizer for (�), we
have by (2.2.1)

∫ T

−T
(u′)2 � L (u) � L (w) =

∫ T

−T
(w′)2 < ∞.

Also, we can prove that |u| � 3|t − x j | everywhere on [−T, T ], for example by
noting the arguments used to prove (3.2.2) still apply when J j = ∅. So using (2.1.1)
and (2.1.3), we have
∫

U
|(vnw

′
n)

′| �
∫

U
|vnw

′′
n | +

∫
U

|v′
nw

′
n|

�
∫

U
|uw′′

n | +
∫

U
|wnw

′′
n | + 2

(∫
U

|u′| + 2

)

� |α j |
(

3
∫

U
|(t − x j )w̃

′′
j | + |α j |

∫
U

|w̃ j w̃
′′
j |
)

+ 2

(∫
U

|u′| + 2

)

� 2

(
3 sup

t∈U
|(t − x j )w̃

′′
j (t)| + 2 sup

t∈U
|(t − x j )w̃

′′
j (t)| +

∫
U

|u′| + 2

)

This right-hand side is finite by (3), (1), and the above note.
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So, using (36), and recalling that vn(±T ) = 0, and using (54), we have,
integrating by parts as we now know we can do, that

∫
[−T,T ]\⋃n

i=0 Hi

(
φ2(t, vn)+ (u′)2 − (w′

n)
2
)

�
∫

[−T,T ]\⋃n
i=0 Hi

(
φ2(t, vn)+ 2v′

nw
′
n

)

= 2[vnw
′
n][−T,T ]\ ⋃n

i=0 Hi
+

∫
[−T,T ]\ ⋃n

i=0 Hi

(
φ2(t, vn)− 2vnw

′′
n

)

= −2
n∑

i=0

[viw
′
i ]xi +di

xi −di
+

∫
[−T,T ]\ ⋃n

i=0 Hi

(
φ2(t, vn)− 2vnw

′′
n

)

� −2
n∑

i=0

(Ei,r − Ei,l)+
∫

[−T,T ]\ ⋃n
i=0 Hi

|vn|. (55)

So since { J̃i }n
i=0 are pairwise disjoint, we see, using (33), (51), (52), (55), and

Lemma 3.5, that

Ln(u)− Ln(wn)

=
n∑

i=0

∫
J̃i

(
(u′)2 + φ(t, vi )− (w′

i )
2
)

+
∫
[−T,T ]\ ⋃n

i=0 J̃i

(
(u′)2 + φ(t, vn)− (w′

n)
2
)

�
n∑

i=0

(
41ci

log log 1/ci
+ 2(Ii,r − Ii,l )+

∫
J̃i \Hi

(
(u′)2 + φ2(t, vi )− (w′

i )
2
))

+
∫
[−T,T ]\⋃n

i=0 J̃i

(
(u′)2 + φ2(t, vn)− (w′

n)
2
)

�
n∑

i=0

(
41ci

log log 1/ci
+ 2(Ii,r − Ii,l )

)
+

∫
[−T,T ]\ ⋃n

i=0 Hi

(
(u′)2 + φ2(t, vn)−(w′

n)
2
)

=
n∑

i=0

(
41ci

log log 1/ci
+ 2((Ii,r − Ei,r )− (Ii,l − Ei,l ))

)
+

∫
[−T,T ]\⋃n

i=0 Hi

|vn |

�
n∑

i=0

(
41ci

log log 1/ci
− 2(|Ii,r − Ei,r | + |Ii,l − Ei,l |)

)
+

∫
[−T,T ]\⋃n

i=0 Hi

|vn |

=
n∑

i=0

(
ci

log log 1/ci

)
+

∫
[−T,T ]\ ⋃n

i=0 Hi

|vn |.


�
Corollary 3.7. Suppose for all n � 0 our assumptions (49) and (50) hold. Then

L (u)− L (w) �
∞∑

i=0

(
ci

log log 1/ci

)
+

∫
[−T,T ]\⋃∞

i=0 Hi

|v| > 0.
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Proof. This follows from the preceding Lemma by the dominated convergence
theorem, since Ln(u)− Ln(wn) → L (u)− L (w) by Lemma 3.1.

We note that in the general case we do indeed have strict inequality, as is nec-
essary for the contradiction proof. If u(xn) 	= w(xn) for some n � 1, then cn > 0
and so the infinite sum is strictly positive. If u(xn) = w(xn) for all n � 1, then
[−T, T ]\⋃∞

i=0 Hi = [−T, T ], so on the assumption that u 	= w, where both are
continuous functions, the integral term must be strictly positive. 
�

The arguments of the previous lemma and its corollary relied on the intervals
to which we have to give special attention, the J̃ j , being small enough that they
did not escape Y j or overlap with later Yk and hence possible J̃k . The trick is now
that should one of these assumptions fail, thus apparently making the proof more
complicated, this in fact means that we can ignore the modifications we made at
stage j and beyond. That one of our assumptions fails for j means that J̃ j is too
large, which by the very definition of J̃ j implies the graph of u is far away from
that of w on a set of large measure around x j . We have chosen our constants so
that this large difference between u and w around x j gives enough weight to our
Lagrangian that we can discard all modifications we made to w j−1, and hence to
L j−1, and work just with these instead; the error so incurred is small enough that
it is absorbed into this extra weight. Very roughly, if u misses w at x j by an incon-
veniently large amount, then we don’t have to worry about the fine detail of our
variational problem at and beyond the scale j .

Lemma 3.8. Let n � 1 be such that assumptions (49) and (50) hold for n − 1, but
for some 0 � j < n we have J̃ j ∩ Yn 	= ∅, that is, (49) fails for n. Then

Ln−1(u)− Ln−1(wn−1) � T 2
n .

Proof. That (49) fails for n implies that c j � Tn , otherwise choosing t ∈ J̃ j ∩ Yn

we would have by (T:1) that

|xn − x j | � |xn − t | + |t − x j | � Tn + c j < 2Tn < |xn − x j |.
So, applying Lemma 3.6 to n − 1 we see, using this fact, and (7), that

Ln−1(u)− Ln−1(wn−1) � c j

log log 1/c j
� c2

j � T 2
n .


�
Lemma 3.9. Let n � 1 be such that assumption (49) holds for n, assumption (50)
holds for n − 1, but J̃n ⊆/Yn, that is (50) fails for n. Then

Ln−1(u)− Ln−1(wn−1) � T 2
n .

Proof. We suppose bn � an , so cn = bn . The case an > bn differs only in trivial
notation. That (50) fails for n implies that bn � Tn . That (49) holds for n implies in
particular that Yn ∩ ⋃n−1

i=0 Hi ⊆ Yn ∩ ⋃n−1
i=0 J̃i = ∅. Thus by Lemma 3.6 for n − 1,

Ln−1(u)− Ln−1(wn−1) �
∫

[−T,T ]\ ⋃n−1
i=0 Hi

|vn−1| �
∫

Yn

|vn−1| �
∫ xn+Tn

xn

|vn−1|.
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But the point is that [xn, xn +Tn] ⊆ [xn, xn +bn], so from (41) we have |vn−1| � bn

on [xn, xn + Tn]. So we see

Ln−1(u)− Ln−1(wn−1) �
∫ xn+Tn

xn

bn = Tnbn � T 2
n .


�
We can now conclude our proof that w is the unique minimizer of (�). Choose the
least n � 0 such that one of our crucial assumptions (49) or (50) fails. We observe
that then n � 1 necessarily, since certainly J̃0 ⊆ [−T, T ]. If no such n exists, we
are in the situation of Corollary 3.7 and we are done.

Suppose n � 1 is such that (49) fails for n. Then we are in the situation of
Lemma 3.8, and we see by Lemma 3.1 that

L (u)− L (w) > Ln−1(u)− Ln−1(wn−1)− T 2
n

2
� T 2

n

2
> 0.

Suppose n � 0 is such that (49) holds for n but (50) fails. Then we are in the
situation of Lemma 3.9 and we see again by Lemma 3.1 that

L (u)− L (w) > Ln−1(u)− Ln−1(wn−1)− T 2
n

2
� T 2

n

2
> 0.

4. Singularity

The extra oscillations we added in town are small enough in magnitude and far
enough from xn to preserve the behaviour of w as being like that of wn , and hence
w̃n around xn . In particular, the non-differentiability still holds.

Proposition 4.1. Let n � 0. Then Dw(xn) � 1 and Dw(xn) � −1.

Proof. Let t ∈ [−T, T ], and let m > n. Note that if t ∈ Yi for i > n, we have by
(T:1)

|xn − xi | � |xn − t | + |t − xi | � |xn − t | + Ti < |xn − t | + |xn − xi |/2
and hence, again by condition (T:1),

Ti < |xn − xi |/2 < |xn − t |. (56)

Now let t ∈ [−T, T ] be such that |t − xn| < Tm . Then for n < i � m, again by
(T:1) and since the Ti are decreasing,

|t − xi | � |xi − xn| − |t − xn| > 2Ti − Tm � 2Ti − Ti = Ti ,

so t /∈ Yi for all n < i � m.
If t /∈ Yi for any i > n then w(t) = wn(t) by (2.1.5), and the following

argument is trivial. Otherwise, choose least i > n such that t ∈ Yi , so wn(t) =
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wi−1(t). Then by the above argument we must have i > m, and so by (2.2.4), (R:3),
and (56),

|w(t)− wn(t)| = |w(t)− wi−1(t)| � ‖w − wi−1‖∞ � 20Ri

< 2−i Ti < 2−i |t − xn|.
Hence we have by (2.2.2), and since i > m,∣∣∣∣w(t)− w(xn)

t − xn
− wn(t)− wn(xn)

t − xn

∣∣∣∣ =
∣∣∣∣w(t)− wn(t)

t − xn

∣∣∣∣ � 2−i < 2−m .

Hence by (2.1.1) and definition of w̃n ,

Dw(xn) = Dwn(xn) = Dαnw̃n(xn) � 1; and

Dw(xn) = Dwn(xn) = Dαnw̃n(xn) � −1.


�

5. Conclusion

The precise statement of Theorem 1.1 can now be obtained by letting our
sequence {xn}∞n=0 be an enumeration of the rationals in (−T, T ). Define

� = {x ∈ (−T, T ) : Dw(x) � 1 and Dw(x) � −1}.
Then density of � is immediate by Proposition 4.1. That it is Gδ is standard:
� = ⋂∞

k=1(�
+
k ∩�−

k ) where

�±
k =

{
t ∈ (−T, T ) :

∣∣∣∣w(s)− w(t)

s − t
− ±1

∣∣∣∣ < 1/k

for some s ∈ [−T, T ] such that |t − s| < 1/k

}

are open sets. That � is therefore second category follows by density and Baire’s
theorem.

6. Further results

It is possible to perform exactly the same type of construction to produce a
continuous Lagrangian with a minimizer w of the associated variational problem
which has Dw(xn) = +∞ and Dw(xn) = −∞ on a given countable set {xn}∞n=0.
The minimizer is evidently no longer Lipschitz, and so the proofs are a little harder
in technicalities, but they are similar in spirit. The function w̃ on which the con-
struction is based is, in this case, w̃(t) = t (log log 1/|t |) sin log log log 1/|t |.

In preparation is a paper performing the construction in greater generality, with
w̃(t) = t f (t) sin h(t), for appropriate f, h.

The example presented in the present paper illustrates the main ideas, without
the extra technical complications of the stronger or more general cases.
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