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Abstract

This article continues the study, initiated in [27, 7], of the validity of the
Zakharov model which describes Langmuir turbulence. We give an existence theo-
rem for a class of singular quasilinear equations. This theorem is valid for prepared
initial data. We apply this result to the Euler–Maxwell equations which describes
laser-plasma interactions, to obtain, in a high-frequency limit, an asymptotic esti-
mate that describes solutions of the Euler–Maxwell equations in terms of WKB
approximate solutions, the leading terms of which are solutions of the Zakharov
equations. Due to the transparency properties of the Euler–Maxwell equations evi-
denced in [27], this study is carried out in a supercritical (highly nonlinear) regime.
In such a regime, resonances between plasma waves, electromagnetric waves and
acoustic waves could create instabilities in small time. The key of this work is the
control of these resonances. The proof involves the techniques of geometric optics
of Joly, Métivier and Rauch [12, 13]; recent results by Lannes on norms of
pseudodifferential operators [14]; and a semiclassical paradifferential calculus.

1. Introduction

We describe solutions of initial value problems for quasilinear hyperbolic sys-
tems of the form

∂t u + 1

ε2 A(ε, εu, ε∂x )u = 1

ε
B(u, u), (1)

in the high-frequency limit ε → 0.
In (1), A is a symmetric hyperbolic, differential, or pseudodifferential operator;

the singular source term B is bilinear. The unknown uε has values in R
n . It depends

on time t ∈ R+ and space x ∈ R
d , and is subject to the initial condition,

uε(0, x) = aε(x), (2)

where aε is a bounded family in Hs(Rd), for some large s.
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In this setting, the existence, uniqueness and regularity of solutions to (1)–(2)
for fixed ε > 0 is classical.

The limit ε → 0 is singular in two ways: first, solutions develop fast oscilla-
tions in time, with frequencies of typical size O(1/ε2); second, the amplitude O(1)
of the initial datum is large, and hence the singular source term B/ε could create
instabilities in small time O(ε).

Under appropriate assumptions, we prove the existence of solutions to (1)–(2)
over time intervals independent of ε, and their stability under initial perturbations
of the form εk0ϕε, where k0 is large enough, and ϕε is bounded in a semiclassical
Sobolev space. In particular, ϕε may contain fast oscillations of the form eikx/ε.

We show that our assumptions are satisfied by the Euler–Maxwell equations
which describe laser-plasma interactions. This implies in particular that, in a high-
frequency limit, solutions of the Euler–Maxwell equations are well approximated
by WKB approximate solutions, the leading terms of which are solutions of the
Zakharov equations.

Our assumptions and results are precisely stated in Section 2.4.

1.1. Discussion: weakly nonlinear versus highly nonlinear geometric optics

Consider (1), and assume for instance that A is a differential operator of the
form

A(ε, εu, εξ) = A0(ε)+ εA1(ε, ξ)+ ε2A2(ε, u, ξ), (3)

where A0 is skew-Hermitian and does not depend on ξ , and where A1 and A2
are linear in ξ and Hermitian. Suppose that the family of initial data has the form
uε(0, x) = ε paε(x), where aε is bounded in Hs(Rd), uniformly in ε, for s > 1+ d

2 .

The weakly nonlinear regime corresponds to p = 1. In this regime, the classical
existence proof provides a maximal existence time t∗(ε) that satisfies
lim infε→0 t∗(ε) > 0. Indeed, if we let vε = εuε, then the initial datum for vε

is O(1), and the equation in vε is

∂tv
ε + 1

ε2 A(ε, εvε, ε∂x )v
ε = B(vε, vε).

The classical Hs estimate for quasilinear symmetric hyperbolic operators then
yields

|vε(t)|Hs � |aε|Hs + C
∫ t

0
|vε(t ′)|Hs dt ′,

where C depends on |vε|W 1,∞ , then, with Gronwall’s lemma, the uniform bound

|vε(t)|Hs � |aε|Hs eCt .

This uniform estimate is the key of the proof of the existence of a solution over a
time interval independent of ε.
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On the contrary, when p = 0, the initial data have a large amplitude O(1).
In this regime, the maximal existence time a priori satisfies t∗(ε) = O(ε), and in
particular lim infε→0 t∗(ε) = 0. The Hs energy estimate gives indeed

|uε(t)|Hs � |aε|Hs + C

ε

∫ t

0
|uε(t ′)|Hs dt ′,

whence,

|uε(t)|Hs � |aε|Hs eCt/ε.

This shows that the singular term B/ε may cause the solution to blow-up in small
time. This highly nonlinear (or supercritical) regime is called oscillations fortes, or
strong oscillations, by Cheverry, Guès and Métivier in [5].

Our goal is to state conditions on (1)–(2) that are sufficient to have
lim infε→0 t∗(ε) > 0 in the regime p = 0, and that are satisfied by the Euler–
Maxwell equations.

1.2. The Euler–Maxwell equations and the Zakharov equations

This paper is a direct continuation of [27, 7]. The underlying physical context
is the study of laser-plasma interactions; in particular, the question of the rigorous
derivation of the Zakharov model from fundamental equations.

We take here as a system of fundamental equations the Maxwell equations
coupled with the Euler equations [10, 22]

∂t B� + c ∇ × E� = 0,

∂t E� − c ∇ × B� = 4πe((n0 + n�e)v
�
e − (n0 + n�i )v

�
i )),

me(n0 + n�e)(∂tv
�
e + (v�e · ∇)v�e) = −γeTe∇n�e − e(n0 + n�e)

(
E� + 1

c
v�e × B�

)
,

mi (n0 + n�i )(∂tv
�
i + (v

�
i · ∇)v�i ) = −γi Ti∇n�i + e(n0 + n�e)

(
E� + 1

c
v
�
i × B�

)
,

∂t n
�
e + ∇ · ((n0 + n�e)v

�
e) = 0,

∂t n
�
i + ∇ · ((n0 + n�e)v

�
i ) = 0.

The variables are B�, E� the electromagnetic field, v�e, v
�
i the velocities of the elec-

trons and of the ions, and n�e and n�i the density fluctuations from the equilibrium n0.

The first two equations are Maxwell’s equations which describe the time evolution
of the electromagnetic field, the next two equations are the equations of conserva-
tion of momentum for the electrons and the ions, and the last two equations are
the equations of conservation of mass for the electrons and the ions. The electric
charge of the electrons is −e; to simplify, we assume that the charge of the ions is
+e. The parameters are me and mi the masses of both species, γe and γi the specific
heat ratios of both species, Ti and Te the temperatures of both species and n0 the
(assumed constant and isotropic) density of the plasma at equilibrium.
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In the above system, Maxwell’s equations are coupled to Euler’s equations by
the current density term in the right-hand side of the Ampère equation and by the
Lorentz force in the right-hand side of the equations of conservation of momentum.

The additional divergence equations

∇ · B� = 0, ∇ · E� = 4πe(n�e − n�i ), (4)

are satisfied at all times if they are satisfied by the initial data. A brief discussion
of the relevance of this model is given in [27]. Our starting point is the following,
nondimensional form of these equations introduced in [27]:

(EM)�




∂t B + ∇ × E = 0,

∂t E − ∇ × B = 1

ε
(1 + n�e)ve − 1

ε

θi

θe
(1 + n�i )vi ,

∂tve + θe(ve · ∇)ve = −θe
∇n�e

1 + n�e
− 1

ε
(E + θeve × B),

∂t n
�
e + θe∇ · ((1 + n�e)ve) = 0,

∂tvi + θi (vi · ∇)vi = −α2θi
∇n�i

1 + n�i
+ 1

ε

θi

θe
(E + θivi × B),

∂t n
�
i + θi∇ · ((1 + n�i )vi ) = 0.

In (EM)�, the variable is

u� =
(

B, E, ve, n�e, vi , n�i

)
∈ R

14,

where (B, E) ∈ R
3+3 is the electromagnetic field, (ve, vi ) ∈ R

3+3 are the velocities
of the electrons and of the ions and (n�e, n�i ) ∈ R

1+1 are the fluctuations of densities
of both species. The variable u� depends on time t ∈ R+ and space x ∈ R

3.

The change of variables for small amplitudes,

1 + n�e = ene , 1 + n�i = eni , (5)

leads to the system,

(EM)




∂t B + ∇ × E = 0,

∂t E − ∇ × B = 1

ε

(
eneve − θi

θe
eni vi

)
,

∂tve + θe(ve · ∇)ve = −θe∇ne − 1

ε
(E + θeve × B),

∂t ne + θe∇ · ve + θe(ve · ∇)ne = 0,

∂tvi + θi (vi · ∇)vi = −α2θi∇ni + θi

εθe
(E + θivi × B),

∂t ni + θi∇ · vi + θivi · ∇ni = 0.
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In (EM), the variable is

ũ =
(

B, E, ve, ne, vi ,
ni

α

)
∈ R

14.

The small parameter ε is

ε := 1

ωpet0
,

where ωpe is the electronic plasma frequency:

ωpe :=
√

4πe2n0

me
, (6)

and t0 is the duration of the laser pulse. A typical value for ε in realistic physical
applications is ε � 10−6. The parameters α, θe and θi are

θe := 1

c

√
γeTe

me
, θi := 1

c

√
γeTe

mi
, α := Ti

Te
.

Typically, θe � 10−3. As the ions are much heavier than the electrons, θi and α are
much smaller than θe. We consider the specific regime

θi = ε, (7)

and we look for solutions to (EM) with initial data of size O(ε) defined over diffrac-
tive times O(1/ε). That is, we make the ansatz

u(t, x) := εũ(εt, x). (8)

Written as a system of equations in the variable u, (EM) takes the form (1) (see
Section 3).

The Zakharov system is a simplified model for the description of the nonlinear
interactions between Ẽ, the envelope of the electric field, and n̄, the mean mode of
the ionic fluctuations of density in the plasma

(Z)

{
i∂t Ẽ +�Ẽ = n̄ Ẽ,

∂2
t n̄ −�n̄ = �|Ẽ |2.

This model was derived by Zakharov and his collaborators in the 1970s [17].
It describes nonlinear interactions between high-frequency, electromagnetic waves
and low-frequency, acoustic waves. In (Z), the Schrödinger operator is the classical
three-scale approximation of Maxwell’s equations [12]; the wave operator is the
classical long-wave approximation of the Euler equations. The nonlinear term in the
right-hand side of the equation in Ẽ directly derives from the current density term
in the Ampère equation. The term �|Ẽ |2 derives from the convective terms and
the nonlinear force term in the equations of conservation of momentum. A WKB
expansion of solutions of the (EM)� system is performed in Section 3.1. In the
nonlinear regime of our interest, the limit system is (Z).
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1.3. Description of the results

We extend here the results of [27, 7] by showing that, in the high-frequency
limit and in a highly nonlinear regime, solutions of the Euler–Maxwell equations
are well approximated by solutions of the Zakharov equations. In Section 2, under
appropriate assumptions, we prove the following theorem:

Theorem 1. The unique solution to (1)–(2) is defined over a time interval indepen-
dent of ε.

In Section 3, we apply Theorem 1 to the Euler–Maxwell equations, to obtain:

Theorem 2. In the high-frequency limit ε → 0, solutions of the Euler–Maxwell
equations initiating from polarized, large-amplitude initial data, are well approx-
imated by solutions of the Zakharov equations initiating from nearby initial data,
in the sense that there exists t0 > 0 and C > 0, independent of ε, such that,

sup
0�t�t0

sup
x

∣∣E − (Ẽeiωpet/ε2 + (Ẽ)∗e−iωpet/ε2
)
∣∣+ ∣∣nε − εn̄

∣∣ � Cε2,

for ε small enough, where Eε and nε represent the electric field and the (electronic
or ionic) fluctuation of density in the solution of the (EM) system, and (Ẽ, n̄) is the
solution of (Z). (Above, (Ẽ)∗ is the complex conjugate of Ẽ .)

Precise statements are given in Sections 2.4 (Therorem 8) and 3.2 (Theorem 9).

1.4. Outline of the proof

The proof of Theorem 1 (Section 2.5) goes along the following lines: (a) the
construction of a precise, regular, polarized approximate solution defined over a
time interval independent of ε; (b) the preparation of the system; and (c) the control
of the resonant interactions of oscillating waves.

1.4.1. Existence of an approximate solution. In Section 3, we consider the ini-
tial value problem for the (EM) system, and show that it takes the form (1)–(2). We
construct a highly oscillating WKB approximate solution, initiating from prepared
initial data. This WKB solution is a profile depending on the variables t, x, θ, with
a periodic dependence on θ

uεa(t, x) = [
uεa(t, x, θ)

]
θ=ωt/ε2

= [(u0 + εu1 + . . . )(t, x, θ)]θ=ωt/ε2 , (9)

where the nondimensional frequency ω is defined in terms of the electronic plasma
frequency introduced in Section 1.2 (ω = 1 in Section 3.1).

Let us now comment on the preparation condition. For uεa in the form (9) to be
an approximate solution to (1)–(2), where, to simplify the discussion, the operator
A has the form (3), it is sufficient that its representation uεa satisfies the singular
equation

(ε2∂t + (ω∂θ + A0(ε)+ ε(A1(ε, ∂x )+ εA2(uεa, ∂x ))uεa = B(uεa,uεa)+ O(εm).
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The limits ε → 0 yield

(ω∂θ + A0(0))u0 = 0. (10)

Let us assume that, in the family of matrices {i pω+A0(0)}p∈Z, only ±iω+A0(0)
have nontrivial kernels (as is actually the case for the (EM) system, see Section 3).
Then, (10) implies

u0 = u0,−1e−iθ + u0,1eiθ , u0,±1 ∈ ker(±iω + A0(0)),

and, if u0 is continuous at (t, θ) = (0, 0),

a0 = a0−1 + a0
1 , a0±1 ∈ ker(±iω + A0(0)). (11)

The above condition is the preparation assumption for the initial datum aε. For the
(EM) system, it takes the form

a0 =
(

0R3 , Ẽ + (Ẽ)∗, i

ω
Ẽ − i

ω
(Ẽ)∗, 0R, 0R3 , 0R

)
,

for some complex amplitude Ẽ (above, (Ẽ)∗ denotes the complex conjugate of Ẽ).
WKB solutions to the Euler–Maxwell equations, initating from highly oscillat-

ing prepared initial data, are considered in [27]. It is shown in [27] that

(1) the (EM) equations satisfy transparency properties, that is, null conditions for
coefficients which describes constructive interactions of characteristic waves.
As a result, the weakly nonlinear (in the sense of Section 1.1) approximation
of the (EM) system is a linear transport equation;

(2) the leading terms of WKB solutions of the (EM) equations initiating from
large-amplitude data, satisfy, in the high-frequency limit ε → 0, systems of
the form

(Z)c

{
i(∂t + c∂z)E +�⊥E = nE,

(∂2
t −�⊥)n = �⊥(|E |2),

where z is the direction of propagation of the laser pulse, and�⊥ is the Laplace
operator in the transverse directions. The parameter c is the group velocity.

The approximate solution that is constructed in Section 3 satisfies the ansatz

uεa(t, x) = U ε
a

(
t, x,

ωt

ε2

)
. (12)

In particular, there are three times scales. This is consistent with the well-known
fact that the Schrödinger equation is an approximation of the Maxwell equations in
the diffractive limit (that is, t = O(1) and oscillations with frequencies O(1/ε2)).
Note, however, that the wave equation, also present in the (Z) system, is an approx-
imation of the Euler equation in the geometric optics limit (that is, t = O(1) and
oscillations in O(1/ε)). The third scale is actually built in the Euler equations by
the “cold ions” assumption θi = ε.
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In (12), the profiles are purely time-oscillating. In particular, the initial data do
not have fast oscillations. The limit system is (Z), that is, a Zakharov system with
zero group velocity (see the characteristic variety pictured in Figure 2). Such waves
are called plasma waves in the physical literature. The approximate solution has
the form

uεa =
(

u0,1eiωt/ε2 + u∗
0,1e−iωt/ε2

)
+ ε(u1,0 + . . . )+ ε2(. . . ), (13)

where the components of u0,1 and u1,0 satisfy (Z) (u0,1 is an envelope, correspond-
ing to Ẽ,with the notation of Theorem 2, while u1,0 is a mean mode, corresponding
to n̄.).

For general equations of the form (1), studied in Section 2, the existence of an
approximate solution is assumed (Assumption 4).

1.4.2. Preparation of the system. Given a precise approximate solution uεa of the
form (13), we look in Section 2.5.1 for the exact solution uε as a perturbation of uεa

uε = uεa + εk u̇ε.

The initial condition is uε(t = 0) = aε + εk0ϕε, where ϕε has a high Sobolev
regularity and k0 is large enough. In the definition of u̇ε, k is adequately chosen in
terms of k0. We assume that uεa is accurate at an order l0, much larger that k0. The
equation in u̇ε has the form

∂t u̇
ε + 1

ε2 A(ε(uεa + εk u̇ε))u̇ε = 1

ε
(B(uεa, u̇ε)+ B(u̇ε, uεa)), (14)

The propagator A/ε2 is hyperbolic (Assumption 3), and thus generates highly
oscillating waves, with frequencies of typical size O(1/ε2). We write the spectral
decomposition of A as follows:

A =
∑
kg

iλkg�kg +
∑
ac

iλac�ac.

The real eigenvaluesλkg are called Klein–Gordon modes, while the real eigenvalues
λac are called acoustic modes. The characteristic variety for the (EM) system (that
is, the union of the graphs ξ 	→ λ j (ξ), at u = 0, for j = kg and j = ac) is pic-
tured in Figure 2. In particular, for small frequencies λkg ∼ 1, for large frequencies
λkg ∼ O(1)ξ, while λac ∼ εξ, a consequence of the cold ions hypothesis (7).

The Klein–Gordon waves generated by A interact with the highly oscillating
approximate solution, through the convection term, and through the source term B.
These interactions create low-frequency waves, which can be seen as source terms
in the equations for the components of the solutions in the directions of the acous-
tic modes. Thus low-frequency and high-frequency waves are propagated. The
Zakharov system claims to describe how these waves interact.

Equation (14), together with an initial datum of size O(1), can be likened to an
ordinary differential equation

y′ + iα

ε2 y = 1

ε
y2,
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with an initial datum y(0) = y0. The singular source term in the right-hand side
may cause the solution to blow-up in small time O(ε), but exponential cancella-
tions are expected to happen because of the rapid oscillations created by the term
in 1/ε2.

To investigate these exponential cancellations, it is natural to project the source
term B/ε over the eigendirections of A. Let the total eigenprojectors

�0 =
∑
kg

�kg, �s =
∑
ac

�ac.

We compute
(
�0B�0 �0B�s

�sB�0 �sB�s

)
=
( ∗ O(1)

∗∗ ∗
)
.

As constructive interaction of waves between low and high frequency do occur
for the (EM) system (see Figure 4), the O(1) term in the right block of the above
interaction matrix can be interpreted as an absence of transparency.

We then rescale the solution (Section 2.5.2) as follows,

vε :=
(
�0 u̇ε,

1

ε
�s u̇ε

)
.

The equation in vε has the form

∂tv
ε + 1

ε2 Avε = 1

ε2 Bvε + 1

ε
Dvε + O(1)vε,

with the notation

B =
(

0 0
∗∗ 0

)
, D :=

(∗ 0
0 ∗

)
.

In the equation for v, the propagator A is diagonal and the leading source term B
is nilpotent. The system is prepared.

1.4.3. Control of the constructive interactions of waves. In a third step (Sec-
tions 2.5.3 to 2.5.5), the singularity in the right-hand side of the equation in vε is
reduced. Consider a change of variable in the form

wε := (Id + N )−1vε, N =
(

0 0
N 0

)
.

The equation satisfied by wε is

∂tw
ε + 1

ε2 Awε = 1

ε2 (B − [ε2∂t + A, N ])wε + 1

ε
Dwε.

We look for N as a solution of the homological equation

B − [ε2∂t + A, N ] = O(ε2).
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This equation breaks down into scalar equations of the form �N = B + O(ε2),
where N represents an entry of N , and B an entry of B, and where� = λkg−λac−ω.
The equation� = 0 is the resonance equation. Its solutions are pictured in Figures
3, 4 and 5. The crucial transparency assumption (Assumption 6) states that the
interaction coefficient B is sufficiently small at the resonances, that is,

|B| � Cε2|�|. (15)

When (15) is satisfied, the above homological equation can be solved, and the
equation in wε becomes

∂tw
ε + 1

ε2 Awε = 1

ε
Dwε.

A symmetrizability assumption for D (Assumption 7) eventually allows us to per-
form energy estimates (Section 2.5.6), which yield uniform bounds for wε, and a
continuation argument concludes the proof.

In Section 3, we describe the resonance equations for the Euler–Maxwell equa-
tions, and check that an estimate of the form (15) is satisfied.

1.4.4. Technical issues. The symbols that appear in the spectral decomposition of
A are necessarily pseudodifferential operators, even when A is differential. They
also depend on the solution uε, because the equations are nonlinear. We are naturally
led to consider pseudodifferential operators of the form

q(ε, x, ξ) = p(ε, v(x), ξ),

where v has a Sobolev regularity. The questions of the bounds of the corresponding
operators, in Sobolev spaces, and of the existence of a symbolic calculus, naturally
arise. Lannes recently gave optimal bounds in [14]. For an operator of order m,
these bounds have the form

‖op(p(v, ξ)u‖Hs � C(|v|L∞)(‖v‖Hs ‖u‖Hs0 + ‖u‖Hs+m ),

where s0 depends only on d and m. A symbolic calculus is available; the operator
op(p1(v))op(p2(v)) has the symbol

p1(v)p2(v)+
∑
|α|=1

∂αξ (p1(v))∂
α
x (p2(v))+ . . .

When the symbols depend on x through the solution uε, the subprincipal sym-
bol depends on ∂x uε. Consider for instance the case when p1 is order 1 and p2 is
order 0. The subprincipal symbol is order 0; it maps Hs to Hs .The above inequality
states that its norm depends on ‖uε‖Hs+1 . That is, compositions of such operators
naturally lead to losses of derivatives.

To overcome this difficulty, it is classical to differentiate the equation up to
order s, and then perform energy estimates in L2.

We now explain why we chose a different approach.
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In the perturbation equations (14), all the derivatives are ε-derivatives (see
below). The equation in ε∂x u̇ε (we let d = 1 in this discussion to simplify the nota-
tion) has a singular source term in u̇ε. The variable U ε := (u̇ε, (ε∂x )u̇ε), solves
the equation

∂tU
ε + 1

ε2 A(εuε)U ε = 1

ε

( B 0
εB′ B

)
U ε − 1

ε2

(
0

[ε∂x ,A(εuε)]
)

U ε,

where B is short for B(uεa) and B′ is short for B(∂x uεa).Assume that A has the form
(3), where A2(ε, u, ξ) = A2(ε, u)ξ. Then,

1

ε2 [ε∂x ,A(εuε)] = A2(∂x (u
ε
a + εk u̇ε))(ε∂x )u

ε.

Following the approach of Section 1.4.2, we rescale the solution, by letting

V ε =
(
�0u̇ε,�0ε∂x u̇ε,

1

ε
�s u̇ε,

1

ε
�sε∂x u̇ε

)
.

The equation becomes

∂t V
ε + 1

ε2 A(εuε)V ε = 1

ε2 BV ε + 1

ε
DV ε + O(1)V ε,

with the notation

B :=




0 0 0 0
0 0 0 0

�sB�0 0 0 0
ε�sB′�0 �s(B − εA2(∂x uεa))�0 0 0


 ,

and

D :=



�0B�0 0 0 0

0 �sB�s 0 0
0 0 �0B�0 0
0 0 0 �sB�s


 .

If �sB�0 is assumed to be small enough at the resonances, then �sB′�0 is small
as well, but the commutator term ε�sA2(∂x uεa)�0 might well not be transparent.
This commutator term is not present in the original perturbation equation in u̇ε.
That is, an extra transparency assumption would in general be necessary for the
method of differentiating the perturbation equations to be applied. (In the case of
the (EM) system, the term ε�sA2(∂x uεa)�0 can actually be shown to satisfy a
transparency estimate of the form (15).)

That is, the method of differentiating the equations has a less general scope
than the one we chose, namely paradifferential smoothing. Arguably, it is also
conceptually simpler.

The paradifferential smoothing of Bony [2] is another classical way to over-
come artificial losses of derivatives occurring in compositions of operators. We
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denote paradifferential operators by opψ, where ψ is an admissible cut-off (see
Section 2.2). It is classical that, for an operator of order m,

‖opψ(p(v), ξ)u‖Hs � C(|v|L∞)‖u‖Hs+m .

It is also classical that the norm of the subprincipal symbol in the composition of
two paradifferential operators depends on v through |v|W 1,∞ . No derivatives are
lost in this context. Another issue, however, arises. It is to control the remainder
terms generated by the smoothing procedure. We check in detail that these terms
can effectively be controlled in the setting of our interest.

This setting is semiclassical, in the sense that the operators depend on ξ through
εξ. It is easy to check that the above bounds and symbolic calculus can be adapted
to this setting (Section 2.2). In a semiclassical setting, subprincipal symbols come
up in the compositions with a prefactor ε.As the singularity is in 1/ε2, this implies
that we need only consider the principal and the subprincipal symbols. The pertur-
bation of the initial data is accordingly assumed to have a semiclassical Sobolev
regularity. In particular, it can take the form ϕ(x)eikx/ε, with ϕ ∈ Hs . The final
asymptotic estimate (49) is formulated in Hs

ε . It implies an estimate in L∞.
We finally mention a technical point, associated with a lack of regularity of the

operators involved in the changes of variables described in Sections 1.4.2 and 1.4.3,
caused by the fact that the spectral decomposition of the hyperbolic operator in the
(EM) equations becomes singular for small frequencies.

The wave equation in (Z), that comes up as a geometric optics approximation
of the Euler equations, is associated with symbols in ±ε|ξ |. In particular, these
symbols are only bounded at the origin. As resonances between Klein–Gordon
and acoustic modes occur precisely for small frequencies |ξ | ∼ ε, a smoothing
procedure, or the introduction of a cut-off, would create large error terms. At this
point, we make a crucial use of the fact that all the symbols depend on the solution
uε, only through εuε, and that we work on perturbation equations: uε = uεa +εk u̇ε,
where k is large enough. As we need to handle symbols only up to O(ε2), we can
approximate p(εuε, εξ) by p(0, εξ) + ε∂u p(0, εξ) · uεa . This approximate sym-
bol is easier to handle for two reasons. First, it depends on x only through uεa,
the approximate solution. Second, it has the simple form p1(v)p2(εξ). In Section
2.3, we describe how operators with nonsmooth symbols of this form operate in
semiclassical Sobolev spaces. Classically, norms of pseudodifferential operators
depend on derivatives in x and in ξ of the symbol, and, because x and ξ play some-
how symmetric roles, derivatives in ξ can be shifted to derivatives in x . Here we
can afford to lose derivatives in x . The eventual energy estimate in Hs

ε involves
‖uεa‖Hs′ , with s′ > s. This does not harm the proof if the initial datum is assumed
to have enough Sobolev regularity.

1.5. Background and references

The (Z) system was derived from kinetic models by Zakharov and his collab-
orators in the 1970s [17].
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The initial value problem for the (Z) equations has received much attention.
Global existence of smooth solutions in one space dimension (and of weak solu-
tions in two and three space dimensions, for small initial data) was proved by
Sulem and Sulem [21]. Global existence of smooth solutions in two space dimen-
sions, for small initial data, was proved by Added and Added [1]. Schochet and
Weinstein [23] and Ozawa and Tsutsumi [18] showed existence of local-in-time
smooth Sobolev solutions. Colliander and Bourgain [3] and Ginibre, Tsutsumi
and Velo [11] studied critical regularity issues for local solutions. For large initial
data, no evidence of singularity in finite time is known in a space dimension greater
than one.

In their book on the Schrödinger equation [22], Sulem and Sulem show how the
Zakharov equation can be formally derived from the Euler–Maxwell equations; the
WKB asymptotics of Section 3.1 is based on their description, and on discussions
with Tikhonchuk and Colin.

To our knowledge, the results of [27] and [7] were the first results establishing
rigorous links between Euler–Maxwell and Zakharov.

Formal WKB expansions, carried out in [27], have shown how the weakly non-
linear limit of (EM) fails to describe nonlinear interactions; such a phenomenon
had been observed by Joly, Métivier and Rauch in the context of the Maxwell–
Bloch equations. Joly, Métivier and Rauch’s paper [13], which describes large-
amplitude solutions of semilinear systems of Maxwell–Bloch type by means of
normal form reductions, is the main inspiration of the present work.

In [7], Klein–Gordon waves systems were formally derived from Euler–
Maxwell, and the Zakharov equations were rigorously derived as a high-frequency
limit of these Klein–Gordon waves systems. The stationary phase arguments of [7],
where solutions were represented, through Fourier analysis, in the form ε−1

∫ t
0 eit�/ε

B(t ′)dt ′, are analogous to the normal form reductions of the present work. The
above integrals are bounded if the ratio B/� is bounded, which echoes the trans-
parency condition (15).

Highly oscillating large-amplitude solutions of quasilinear systems were con-
sidered by Serre in [19], and by Cheverry, Guès and Métivier in [5]. These
papers deal with conservation laws, in particular, nondispersive systems, unlike the
Euler–Maxwell system. In [4], Cheverry studies the parabolic relaxation of the
instabilities put in evidence in [5] and applies his results to the equations of the
large-scale motions in the atmosphere.

In [9], Grenier studies a class of singular equations of the form (1), with A of
the form (3), and B = 0. He proves the existence of solutions over time intervals
independent of ε, under the assumption that A possesses a “good” symmetrizer, in
the sense that no singular terms are created by subprincipal symbols occurring in
the symmetrization process. Grenier is naturally led to study operators depending
on x through v(x), where v has a Sobolev regularity. He does not assume that
the initial data are well prepared, and studies the high-frequency behaviour of the
solutions.

Lannes recently gave precise bounds for the norms of pseudodifferential oper-
ators depending on x through v(x), where v has a Sobolev regularity, and for the
norms of commutators of such operators. These questions had previously been
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considered by Taylor [25], and by Grenier in [9] mentioned above. We use a
consequence of Lannes’ description of the paradifferential remainder (formulated
as Proposition 1; it is used in Sections 2.5.1 and 2.5.5), and his description of the
norm of a pseudodifferential operator with Sobolev regularity in x (formulated as
Lemma 1; it is used in the proof of Proposition 4).

In the approximate solution uεa to (EM) that is constructed in Section 3.1, the
envelope of the electric field is O(1), while the fluctuation of density has size
O(ε), in particular, it vanishes in the high-frequency limit. However, in the (Z)
system, the fluctuation of density has a finite effect on the electric field. This means
that there is a strong coupling between E and n in the Euler–Maxwell equations –
the nontransparent condition (44) being evidence of this. Such a phenomenon was
called “ghost effect” by the Kyoto school of Sone, Aoki and Takata. These authors
extensively studied this phenomenon in the context of small Knudsen number anal-
ysis of rarefied gases; a good reference is Sone’s book [20], and Takata and Aoki
[24]. As Sone explains in [20], ghosts effects are characteristic of situations where
large temperature variations are recorded. It would be interesting to show a for-
mal similarity between their formal Hilbert expansions (describing the continuum
limit) and the WKB expansions of highly nonlinear geometric optics (describing
high-frequency limits).

Colin and Colin propose a generalization of the Zakharov system in [6]. Their
system consists of four Schrödinger equations coupled with quasilinear terms and
a wave equation. It describes three-wave interactions, in particular, the generation
of a Raman backscattered field. It is an interesting question to know whether or not
the result of this paper could be generalized to their extension of the (Z) system.

We conclude this introduction by mentioning open questions and directions for
future work.

It is natural to ask whether or not the result still holds when the initial condi-
tion is assumed to be oscillatory, that is, has the form aε(x)eik/ε2

, where aε is a
bounded family in Hs . It is shown in [27] that, if k �= 0, the limit system is (Z)c,

where c = ω′(k), and ω is a local parametrization on the characteristic variety (see
figure 2). Linares, Ponce and Saut prove in [15] that this system is well posed in
Sobolev spaces [15]; Colin and Métivier prove in [8] that it is ill-posed in L∞.

Another interesting direction for future work is to consider the case of large
perturbations of the initial data, of the form εk0ϕε, with k0 < 3 + d

2 . Our guess
is that the strong coupling between the electric field and the mean mode of the
fluctuation of density would then create strong instabilities in short time.

2. A class of singular equations

2.1. Symbols

We consider profiles u, v, . . . depending on x ∈ R
d , with values in C

n, and
symbols p, q, . . . depending on (ε, v, ξ) ∈ (0, 1] × C

n × R
d , or on ε, x, ξ, with

values in the n × n matrices with complex entries.
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For 0 < ε � 1 and s ∈ R, we let

‖v‖ε,s := ‖(1 + |εξ |2)s/2v̂(ξ)‖L2(Rd
ξ )
.

The symbol ˆdenotes the Fourier transform in x . In particular, ‖ · ‖1,s denotes the
classical Sobolev norm. A profile v is said to belong to Hs

ε (R
d)when ‖v‖ε,s is finite.

The space Hs
1 (R

d), or simply Hs(Rd), is the classical Sobolev space. Remark that

‖hεv‖1,s = ‖v‖ε,s,
where

hεv(x) := εd/2v(εx).

For k ∈ N, let

|v|k,∞ :=
∑

0�|α|�k

sup
x∈Rd

|∂αx v|.

A profile v is said to belong to W k,∞(Rd) when |v|k,∞ is finite. Let d0 >
d
2 . For

all k ∈ N, the embedding Hk+d0
ε ↪→ W k,∞ holds:

|v|k,∞ � Cε−k−d/2‖v‖ε,k+d0 .

We now define, and somehow adapt to our context, the class of symbols studied
by Lannes in [14] (see also Taylor [25] and Grenier [9]).

A symbol p(ε, v, ξ) defined in (0, 1)× C
n × R

d , is said to belong to the class
C∞Mm, m ∈ N, when there exists ε0 > 0 such that

(i) p|{|ξ |�1} ∈ C∞((0, ε0)× R
d , L∞({|ξ | � 1}), and

(ii) for all α, β, there exists a nondecreasing function Cα,β such that for all v,

sup
ε∈(0,ε0)

sup
|ξ |�1/4

〈ξ 〉|β|−m |∂αε,v∂βξ p(ε, v, ξ)| � Cα,β(|v|). (16)

In particular, if p ∈ C∞Mm, then for all α, ∂αε,v p ∈ C∞Mm .

A symbol p ∈ C∞Mm is said to be k-regular at the origin when

p|{|ξ |�1} ∈ C∞((0, ε0)× R
d ,W k,∞({|ξ | � 1}).

A symbol is said to be smooth at the origin if it is k-regular for all k. Symbols in
C∞Mm that depend only on ε, ξ, are called Fourier multipliers.

If p ∈ C∞Mm is evaluated at v ∈ Hs
ε , s > d

2 , then Moser’s inequality implies
that

sup
|ξ |�1

‖p(v(·), ξ)− p(0, ξ)‖ε,s � Cs(|v|0,∞)‖v‖ε,s,

and for all β

sup
|ξ |�1/4

(1 + |ξ |2)|β|−m‖∂βξ (p(v(·), ξ)− p(0, ξ))‖ε,s � Cβ,s(|v|0,∞)‖v‖ε,s,

for some nondecreasing functions Cs,Cβ,s .
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2.2. Paradifferential operators

The class Sm
k , m ∈ R, k ∈ N, is defined as the space of symbols q(ε, x, ξ)

such that there exists 0 < ε0 < 1, such that, for all 0 < ε < ε0, for all α, β, with
|α| � k, there exists Cε,α,β such that for all x, ξ,

〈ξ 〉|β|−m |∂αx ∂βξ q(ε, x, ξ)| � Cε,α,β .

With this definition, if p ∈ C∞Mm is smooth at the origin, and if v is a profile
in W k,∞(Rd), then q := p(v) belongs to Sm

k .

To q ∈ Sm
k , we associate the pseudodifferential operator opε′(q), 0 < ε′ � 1,

formally defined by its action as

(opε′(q)z)(x) := (2π)−d/2
∫

Rd
eix ·ξq(ε, x, ε′ξ)ẑ(ξ)dξ.

With this definition

opε(q) := (hε)
−1op1(q̃)hε,

where q̃(ε, x, ξ) := q(ε, εx, ξ).
Symbols in Sm

k are smoothed into paradifferential symbols as follows.
Let χ0 : R+ → R be a smooth function, such that 0 � χ0 � 1, and

χ0(λ) = 1, for λ � 1.1; χ0(λ) = 0, for λ � 1.9.

Let ϕ0(ξ) := χ((1 + |ξ |2)1/2), and for k � 1, define ϕk : R
d → R by

ϕk(ξ) := χ0(2
−k(1 + |ξ |2)1/2)− χ0(2

−(k−1)(1 + |ξ |2)1/2).
With this notation for all ξ ∈ R

d ,

1 =
∑
k�0

ϕk(ξ).

Let χ : R
d → R be a smooth function, 0 � χ � 1, and such that

χ(η) = 1, for |η| � 1.1; χ(η) = 0, for |η| � 1.9.

Let N � 3, and ψ : R
d × R

d → R be defined by

ψ(η, ξ) =
∑
k�0

χ(2−k+Nη)ϕk(ξ). (17)

Then ψ satisfies

ψ(η, ξ) =
{

1, |η| � δ1(1 + |ξ |2)1/2,
0, |η| � δ2(1 + |ξ |2)1/2,

with δ1 = 2−N−1, and δ2 = 2−N+1. We let N = 3 in the following. In particular,

ψ(η, ξ) = 1, for all ξ, for all |η| � 2−5. (18)
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We let,

qψ(x, ξ) := (ψ̌(·, ξ) ∗ q(·, ξ))(x), (19)

where ψ̌ denotes the inverse Fourier transform of ψ in its first variable, and ∗
denotes convolution in x ∈ R

d . The paradifferential operator associated with q is

opψ
ε′ (q) := opε′(q

ψ).

An important subclass of symbols σ(x, ξ) consists of the set of symbols such
that, there exists δ ∈ (0, 1), such that

for all ξ, supp σ̂ (·, ξ) ⊂
{
η ∈ R

d , |η| � δ(1 + |ξ |2)1/2
}
, (20)

where supp σ̂ (·, ξ) is the support of the partial Fourier transform in x of σ.
The paradifferential symbol qψ associated with any symbol q satisfies the spec-

tral condition (20), with δ = 2−2.

The following proposition describes how well the action of a pseudodifferential
operator is approximated by the action of its associated paradifferential operator,
a classical result in the case of differential symbols and when ε = 1, of which
Lannes gave an extension to pseudodifferential symbols in [14]. We check below
that the result of Lannes extends to 0 < ε < 1; in particular, that the action of the
paradifferential remainder, in Hs

ε , is very small with respect to ε, when s is large.
In the following statements, C denotes nondecreasing functions, and d0 is a real

number such that [ d
2 ] < d0 � [ d

2 ] + 1.
Following [14], we define the seminorms

Mk,m(σ ) := sup
|β|�k

sup
ξ∈Rd

(1 + |ξ |2)(|β|−m)/2)‖∂βξ σ (·, ξ)‖L∞ , (21)

Nk,m,s(σ ) := sup
|β|�k

sup
ξ∈Rd

(1 + |ξ |2)(|β|−m)/2)‖∂βξ σ (·, ξ)‖1,s . (22)

Proposition 1 (Remainder). Let v ∈ Hs
ε , s > d

2 , and p ∈ C∞Mm be smooth at
the origin. Then

opε(p(v)) = opψε (p(v))+ opε(Rp(v)),

and, for all u ∈ Hm+d0
ε ,

‖opε(Rp(v))u‖ε,s � εs−d/2C(|v|0,∞)‖v‖ε,s‖u‖ε,m+d0 . (23)

Proof. We indicate how (23) follows from Propositions 20 and 23 of [14]. Let
q := p(v) − p(0), and, for any symbol σ, let Rσ := σ − σψ. The operation of
paradifferential smoothing is a convolution in x, and thus Rq = Rp(v). The Fourier
transform of the symbol of Rq is

R̂q = (1 − ψ(η, ξ))q̂(η, ξ).
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The point is that because of (18), the above symbol is identically zero for small η.
Let ϕ̃0 := χ, and for k � 1,

ϕ̃k(η) := χ(2−kη)− χ(2−(k−1)η).

Then, for all η ∈ R
d ,

1 =
∑
k�0

ϕ̃k(η).

We can write

q̂(η, ξ) =
∑

|k−k′|�3

ϕ̃k′(η)q̂(η, ξ)ϕk(ξ)+
∑

|k−k′|<3

ϕ̃k′(η)q̂(η, ξ)ϕk(ξ),

where the sums run over integers k, k′ � 0.The first sum in q̂ is further decomposed
into q̂1 + q̂2, where

q̂1 :=
∑
k�3

∑
k′�k−3

ϕ̃k′(η)q̂(η, ξ)ϕk(ξ), q̂2 :=
∑
k′�3

∑
k�k′−3

ϕ̃k′(η)q̂(η, ξ)ϕk(ξ).

Remark that

(ψ q̂)(η, ξ) = q̂1(η, ξ)+
∑
k<3

χ(2−k+3η)q̂(η, ξ)ϕk(ξ).

Thus we have Rq = q2 + qr,1 + qr,2, where

q̂r,1 :=
∑

k′�0,|k−k′|<3

ϕ̃k′(η)q̂(η, ξ)ϕk(ξ),

q̂r,2 := χ(η)q̂(η, ξ)χ0(2
−3(1 + |ξ |2)1/2)−

∑
k<3

χ(2−k+3η)q̂(η, ξ)ϕk(ξ).

The symbols q̂2, q̂r,1, q̂r,2 correspond to the symbols σI I , σR,1 and σR,2 in [14].
We want to bound

‖opε(Rq)u‖ε,s = ‖op1(q̃2 + q̃r,1 + q̃r,2)hεu‖1,s,

where q̃(x) := q(εx). Propositions 20 and 23 of [14] imply that

‖op1(q̃2 + q̃r,1)hεu‖1,s � Nγ0,m,s(q̃)‖u‖ε,m+d0 ,

where the notation N was introduced in (22), and γ0 depends only on d.Now, owing
to (18), q can be replaced by (1 − op1(χ̄))q in the symbol of Rq , the function χ̄
being smooth, identically equal to one for |η| � 2−6, and identically equal to zero
for |η| � 2−5. For all w ∈ Hs, for all k � s, there holds

‖(1 − op1(χ̄))w‖1,s � C‖∇k
xw‖1,s−k . (24)
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We can bound Nγ0,m,s(q̃)with (24), and this implies that the contribution of q̃2+q̃r,1
to the operator norm of Rq is bounded by

Cεs−d/2 sup
|γ |�γ0

sup
ξ∈Rd

(1 + |ξ |2)(|γ |−m)/2‖∂γξ (p(v)− p(0))‖ε,s, (25)

which, in turn, is bounded by εs−d/2C(|v|0,∞)‖v‖ε,s .The support of q̂r,2 is included
in a ball |η| + |ξ | � A. Thus we can use Lemma 36 of [14] to estimate the contri-
bution of opε(qr,2). Using (24) again, we see that, up to a multiplicative constant,
it is also bounded by (25). ��

The following proposition corresponds to Lemma 19 of [14].

Proposition 2. Let q such that for some m, Md,m(q) < ∞. Assume that q satisfies
the spectral condition (20), for some δ ∈ (0, 1). Then opε(q) maps Hs+m

ε to Hs
ε ,

for all s, with a norm bounded by a constant times Md,m(q).

A direct consequence is the following classical result (see [14] or, for instance,
[16] Proposition 2.21 in Appendix B).

Proposition 3 (Action). Let v ∈ L∞ and p ∈ C∞Mm be smooth at the origin.
The operator opψε (p(v)) maps Hs+m

ε to Hs
ε , for all s, and for all u ∈ Hs+m

ε ,

‖opψε (p(v))u‖ε,s � C(|v|0,∞)‖u‖ε,s+m .

We will use the following result that gives a precise description of the norm
of a pseudodifferential operator with limited regularity in x . It is due to Lannes
(the estimate given in Theorem 1 of [14] is actually more precise than the one that
follows; in particular, Lannes gives a tame estimate).

Lemma 1. Let s > d
2 , and σ(x, ξ) such that, for all β ∈ N

d , Nβ,s,m(σ ) < ∞,

for some m. Then op1(σ ) maps Hs+m to Hs, with a norm bounded by a constant
times Nγ0,s,m(σ ), where γ0 depends only on d.

Next we state and prove in detail a proposition describing the composition of
two paradifferential operators.

Proposition 4 (Composition). Let p1 ∈ C∞Mm
1 and p2 ∈ C∞Mm

2 be smooth at
the origin, and let

p1�p2 :=
∑
|α|=1

(−i)∂αξ p1∂
α
x p2.

Let s > d
2 + 2, s′ = s + m1 + m2 − 1, and assume that p1, p2 are evaluated at

v1, v2 ∈ Hs
ε .

(i) For all u ∈ Hs′
ε ,

‖ (opψε (p1)opψε (p2)− opψε (p1 p2)u ‖ε,s
� εC |v2|1,∞‖u‖ε,s′ + εs−d/2C‖v1, v2‖ε,s‖u‖ε,m1+m2+d0 ,

where C depends on |v1, v2|0,∞.
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(ii) For all u ∈ Hs′−1
ε ,

‖ (opψε (p1)opψε (p2)− opψε (p1 p2 + εp1�p2))u ‖ε,s
� ε2C(|v1|1,∞ + |v2|2,∞ + ‖v1, v2‖ε,d0+2)‖u‖ε,s′−1

+εs−d/2C‖v1, v2‖ε,s‖u‖ε,m1+m2+d0 ,

where C depends on |v1, v2|1,∞.
Proof.
(i) Let opε(R) := opψε (p1)opψε (p2) − opψε (p1 p2), q1 := p̃1, and q2 := p̃2. To
evaluate the norm of opε(R), we bound the norm of

op1(R̃) = opψ1 (q1)opψ1 (q2)− opψ1 (q1q2 + q1�q2),

by decomposing R into R1 + R2, such that

R̃1 := qψ1 qψ2 − (qψ1 qψ2 ),

R̃2 := qψ1 qψ2 − (q1q2)
ψ = Rq1qψ2 − q1 Rq2 + Rq1q2 .

Proposition 31(ii) of [14] asserts that the norm of op1(R̃1), as an operator map-
ping Hs′

to Hs, is controlled by the product of Md,m(∇x q2), by a seminorm of q1
involving a large number of derivatives in ξ and a sup norm in x . Thus,

‖op1(R̃1)hεu‖ε,s � εC |∇v2|0,∞‖u‖ε,s′ .

An argument already used in the proof of Proposition 2.1 shows that, for all β,

Nβ,s,m1+d0−s(Rq1) � εs−d/2C‖v1‖ε,s .
Besides, Nβ,s,m2(q

ψ
2 ) � C Nβ,s,m2(q2), where C depends only on ψ. Let m′ =

m1 + m2 + d0. By Moser’s inequality,

Nβ,s,m′−s(Rq1qψ2 ) � Nβ,s,m1+d0−s(Rq1)Nβ,s,m2(q
ψ
2 ).

Lemma 1 asserts that op1(Rq1qψ2 ) maps Hm′
to Hs, with a norm controlled by

Nγ0,s,m′−s(Rq1qψ2 ). The other terms in R̃2 are bounded in the same way, so that

‖op1(R̃2)hεu‖ε,s � εs−d/2Cs‖u‖ε,m1+m2+d0 ,

which, together with the above bound for op1(R̃1), yields the estimate in the first
part of the proposition.
(ii) Let opε(R

′) := opψε (p1)opψε (p2)−opψε (p1 p2 +εp1�p2). To evaluate the norm
of opε(R

′), we bound the norm of

op1(R̃
′) = opψ1 (q1)opψ1 (q2)− opψ1 (q1q2 + q1�q2),

by decomposing R̃′ into R̃′
1 + R̃2 + R̃3, such that

R̃′
1 := qψ1 qψ2 − (qψ1 qψ2 − qψ1 �q

ψ
2 ), R̃3 := qψ1 �q

ψ
2 − (q1�q2)

ψ ,
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and R̃2 as in the proof of (i). Proposition 31(ii) of [14] asserts that the norm
of op1(R̃

′
1), as an operator mapping Hs′

to Hs, is controlled by the product of
Md,m(∇2

x q2) by a seminorm of q1. Thus,

‖op1(R̃
′
1)hεu‖ε,s � ε2C(|∇2

xv2|0,∞ + |∇xv2|20,∞)‖u‖ε,s′ .

Let ψ ′ be another admissible cut-off function, defined just like ψ in (17), but with
N = 4. Then ψ ′ vanishes identically for |η| � 2−3〈ξ 〉. We denote by σψ

′
the

regularization of σ by ψ ′. The term R̃3 is split into −R̃3,1 + R̃3,2, such that

R̃3,1 := qψ
′

1 �qψ
′

2 − qψ1 �q
ψ
2 , R̃3,2 := qψ

′
1 �qψ

′
2 − (q1�q2)

ψ .

The symbol R̃3,1 is a sum of terms of the form
(
σ
ψ ′
1 − σ

ψ
1

)
σ
ψ ′
2 + σ

ψ
1 (σ

ψ ′
2 − σ

ψ
2 ), (26)

where |α| = 1, σ1 := ∂αξ q1, σ2 := ∂αx q2. The symbols in (26) satisfy the spectral

condition (20) with δ � 2−2 + 2−2 < 1. Thus we can apply Proposition 2 to
control the norm of op1(R̃3,1). It is classical (see for instance Proposition 2.3 in the
Appendix B of [16]) that

Md,m̄−1(σ
ψ ′ − σψ) � Md,m̄(∇xσ),

for all symbol σ that is smooth in ξ and such that Mm̄,d(∇xσ) < ∞. Thus,
Md,m1+m2−2(R̃3,1) is controlled by

Md,m1−1(∇ξ∇x q1)Md,m2(∇x q2)+ Md,m1−1(∇ξq1)Md,m2(∇2
x q2),

and

‖op1(R̃3,1)hεu‖ε,s � ε2C2‖u‖ε,s′−1,

where

C2 = C(|∇v1|0,∞|∇v2|0,∞ + |∇2v2|0,∞ + |∇v2|20,∞).

The proof of Lemma 40 of [14] implies that R̃3,2 satisfies the spectral condition
(20), and that Md,m1+m2−2(R̃3,2) is controlled by

Md+1,m1((1 − op(χ̄))q1)Md,m2(∇x q2)+ Md+1,m1(q1)Md,m2((1 − op(χ̄))∇x q2).

We use (24) again, to obtain

Md,m1+m2+2(R̃3,2) � ε2C‖v1, v2‖ε,d0+2.

Then Proposition 2 and the above bound conclude the proof of the second part of
the proposition. ��

The following proposition can be proved in the same way as Proposition 4.
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Proposition 5 (Adjoint). Let p ∈ C∞Mm be smooth at the origin, and

r∗(p) := (−i)
∑
|α|=1

∂αξ ∂
α
x p∗,

where p∗ denotes the complex transpose of the matrix p.Let s > d
2 +2, and v ∈ Hs .

Let opψε (p(v))∗ denote the adjoint of opψε (p(v)) in L2. For all u ∈ Hs+m−2
ε ,

‖ (opψε (p(v))
∗ − opψε (p(v)

∗)− εopψε (r∗(p(v))))u ‖ε,s
� ε2C(|v|2,∞ + ‖v‖ε,d0+2)‖u‖ε,s+m−2

+εs−d/2C‖v‖ε,s‖u‖ε,m+d0 ,

where C depends on |v|1,∞.

2.3. Pseudodifferential operators with limited regularity

We now consider nonsmooth symbols that have the simple product structure:

p(ε, v, ξ) = p1(v)p2(ε, ξ). (27)

If p is a symbol in C∞Mm, with the structure (27), then, in particular, p1 is
a smooth map, and p2 ∈ C∞Mm . Matrix-valued symbols are said to have the
structure (27) when every entry can be written as a sum of terms of the form (27).

We will use the following lemma:

Lemma 2. Let u, v ∈ Hs(Rd), s > d
2 , and assume that v̂ has compact support.

Then

‖uv‖1,s � C‖u‖1,s |v|0,∞,

where C depends only on s and on the space dimension.

Proof. This estimate follows easily from a dyadic decomposition. More details can
be found in Lemma 17 of [14], for instance. ��

In the following propositions, C denotes nondecreasing functions, and [ d
2 ] <

d0 � [ d
2 ] + 1.

Proposition 6. Let p ∈ C∞Mm, of the form (27), and v ∈ Hs
ε , where s > 1 + d

2 .

For all u ∈ Hs+m
ε (Rd),

‖opε(p(v))u‖ε,s � C(‖u‖ε,s+m + ‖v‖1,d0‖u‖L2 + ε[s]−d/2‖v‖1,[s]+1‖u‖ε,m+d0),

where C depends on |v|1,∞.
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Proof. If p does not depend on v, the result obviously holds, and so, changing p1
to p1 − p1(0) if necessary, we are reduced to the case p1(0) = 0.

We use the smooth truncation χ introduced at the beginning of Section 2.2.
As p2 is smooth for |ξ | � 1/4, the action of p1(v)(1 − opε(χ))opε(p2) can be
estimated with Propositions 1 and 3. It remains to bound

‖opε(p1(v)χp2)u‖ε,s = ‖p1(ṽ)op1(χp2)hεu‖1,s, (28)

where ṽ(x) = v(εx). We can write p1(ṽ) as the sum of op1(χ)p1(ṽ) and (1 −
op1(χ))p1(ṽ), and apply the above Lemma. Thus we need to bound

|op1(χ)p1(ṽ)|0,∞‖op1(χp2)hεu‖1,s, (29)

and

‖(1 − op1(χ))p1(ṽ)‖1,s |op1(χp2)hεu|0,∞. (30)

The first factor in (29) is bounded by

sup
x

∣∣∣∣
∫

eiεxξχ(εξ) p̂1(v)(ξ)dξ

∣∣∣∣ � C‖ p̂1(v)‖L1

� C(|v|0,∞)‖v‖1,d0 .

To bound the first factor in (30), we use (24), and obtain

‖(1 − op1(χ))p(ṽ)‖1,s � C‖∇[s]
x (p(ṽ))‖1,s−[s].

Then,

‖∇[s]
x (p(ṽ))‖1,s−[s] = ε[s]−d/2‖∇[s]

x p(v)‖ε,s−[s].

The Hs−[s]
ε norm is bounded by the H1 norm, so that

‖(1 − op1(χ))p(ṽ)‖1,s � ε[s]−d/2C(|v|0,∞)‖v‖1,[s]+1.

The second factor in (29) is controlled by the L2 norm of u. The second factor
in (30) is bounded by the L1 norm of χp2F(hεu). As χp2 is uniformly bounded,
the second factor in (30) is controlled by the L1 norm of Fhεu, which in turn is
controlled by the Hd0

ε norm of u. These bounds, when combined, yield the estimate
in the proposition. ��

Next we describe the composition of two operators of the form (27). As the
composition of two such operators involves remainder terms that do not have the
form (27), we need the following notation and lemmas.

Let q be defined on R
d
ξ , and p be smooth on R

d
x . Introduce the notation,

Qε(ξ, ξ ′) := q(εξ + ξ ′)− q(ξ ′),

and, formally,

ρ(q, p)|(ε,x,ξ) := (Q̌ε(·, ξ) ∗ p)(x),
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where Q̌ε denotes the inverse Fourier transform of Qε in its first variable, and ∗ is
a convolution in x ∈ R

d .

With this notation, opε(ρ(q, p))u is, formally, the inverse Fourier transform of∫
(q(εξ)− q(εξ ′)) p̂(v)(ξ − ξ ′)û(ξ ′)dξ ′.

Lemma 3. Let s > d
2 ; let p be smooth on R

n, such that p(0) = 0, and χ be the
smooth truncation introduced at the beginning of Section 2.2.

(i) If q{|ξ |�1} ∈ L∞ and v ∈ Hs+d0 ,

‖opε(ρ(χq, p(v))u‖ε,s � C(|v|0,∞)‖v‖1,s+d0‖u‖L2

(ii) If q{|ξ |�1} ∈ W 1,∞ and v ∈ Hs+d0+1, then

‖opερ(χq, p(v))u‖ε,s � εC(|v|0,∞)‖v‖1,s+d0+1‖u‖L2 .

(iii) If q ∈ C∞Mm is a Fourier multiplier, if v ∈ Hs+d0+m, then

‖opε(ρ((1 − χ)q, p(v)))u‖ε,s � εC(|v|0,∞)‖v‖1,s+m+d0‖u‖ε,s+m−1.

The third estimate is not tame, but it will be sufficient for our purposes.

Proof.

(i) Let q0 := χq, and w0 := opερ
ε(q0, p(v))u. The Hs

ε norm of w0 is equal to
the L2

ξ norm of

(1 + |εξ |2)s/2
∫
(q0(εξ

′)− q0(εξ)) p̂(v)(ξ − ξ ′)û(ξ ′)dξ ′, (31)

With Peetre’s inequality and because q0 is compactly supported, the L2
ξ norm

of (31) is bounded by

|q0|0,∞
∥∥∥
∫
(1 + |ε(ξ − ξ ′)|2)s/2| p̂(v)(ξ − ξ ′)||û(ξ ′)|dξ ′

∥∥∥
L2
ξ

.

The above integral is a convolution. Thus

‖w0‖ε,s � C‖F−1|(1 + |εξ |2)s/2 p̂(v)| F−1|û| ‖L2
x

� C | F−1|(1 + |εξ |2)s/2 p̂(v)| |0,∞ ‖u‖L2
x
.

Now the L∞ norm of F−1(1 + |εξ |2)s/2| p̂(v)| is bounded by the L1 norm
of (1 + |εξ |2)s/2 p̂(v), which in turn is bounded by C(|v|0,∞)‖v‖1,s+d0 . This
yields the desired estimate.

(ii) If ∂γx q0 is bounded, then w is the inverse Fourier transform of

ε
∑
|γ |=1

∫ ∫ 1

0
∂
γ
ξ q0(εξ + εt (ξ ′ − ξ)) dt ̂∂

γ
x p(v)(ξ − ξ ′)û(ξ ′)dξ ′,

and the bounds that led to (i) are easily adapted to obtain (ii).
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(iii) Let q1 := (1 − χ)q, and w1 = opε(ρ((1 − χ)q, p(v)))u. The Hs
ε norm of w1

is equal to the L2
ξ norm of

ε
∑
|γ |=1

(1 + |εξ |2)s/2
∫ ∫ 1

0
∂
γ
ξ q1(εξ + εt (ξ ′ − ξ)) dt ̂∂

γ
x p(v)(ξ − ξ ′)û(ξ ′)dξ ′.

There exists C such that, for all ε, ξ, ξ ′,

|∂γξ q1(εξ+εt (ξ ′−ξ))| � C((1 + |εξ ′|2)(m−1)/2 + (1 + |ε(ξ − ξ ′)|2)(m−1)/2).

The rest of the proof of (iii) is similar to the proof of (i). ��
Given two symbols of the form (27):

p(ε, v, ξ) = p1(v)p2(ε, ξ), q(ε, v, ξ) = q1(v)q2(ε, ξ), (32)

let

r(p, q) := q1ρ(χq2, p1)p2. (33)

Lemma 4. Let p, q of the form (32), where p1, q1 are smooth and vanish at v = 0,
χq2 ∈ L∞, and p2 ∈ C∞Mm . Let r := r(p, q). If p1 and q1 are evaluated at
v ∈ Hs+d0+1, for all u ∈ Hm

ε ,

‖opε(r)u‖ε,s � C(‖v‖1,s+d0)‖u‖ε,m .
and, if a ∈ C∞M1 is a Fourier multiplier, for all u ∈ Hm

ε ,

‖(opε(a)opε(r)− opε(ar))u‖ε,s � εC(‖v‖1,s+d0+1)‖u‖ε,m .
Proof. Let z := opε(p2)u, p1 = p1(v), and q1 = q1(v). The Fourier transform
of opε(r)u is a convolution in ξ

∫
q̂1(ξ − ξ ′)((χq2)(εξ

′′)− (χq2)(εξ
′)) p̂1(ξ

′ − ξ ′′)ẑ(ξ ′′)dξ ′′dξ ′,

and, because χq2 ∈ L∞, the first estimate in the lemma is obtained in the same
way as Lemma 3(i).

Let w := (opε(a)opε(r)− opε(ar))u. The Fourier transform of w is the sum,
over |γ | = 1, of

ε

∫
aγ (ε, εξ, εξ

′)̂∂γx q1(ξ−ξ ′)((χq2)(εξ
′′)− (χq2)(εξ

′)) p̂1(ξ
′−ξ ′′)ẑ(ξ ′′)dξ ′′dξ ′,

and

ε

∫
aγ (ε, εξ

′, εξ ′′)q̂1(ξ−ξ ′)((χq2)(εξ
′′)−(χq2)(εξ

′))̂∂γx p1(ξ
′−ξ ′′)ẑ(ξ ′′)dξ ′′dξ ′,

where aγ (ε, η, η′) := ∫ 1
0 ∂

γ
ξ a(ε, η+ t (η′ − η))dt. Again, because aγ , χq2 ∈ L∞,

these convolutions can be bounded in the same way as in the proof of Lemma 3 to
yield the second estimate. ��
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We can now state a proposition that describes the composition of two symbols
of the form (27).

Proposition 7. Given p ∈ C∞Mm1 and q ∈ C∞Mm2 ,

(i) if p and q have the form (32), if p is 1-regular at the origin, if p and q are
estimated at v ∈ Hs+d0+1, for all u ∈ Hs+m1+m2−1

ε ,

‖ [opε(p), opε(q)]u − opε([p, q] + r(p, q))u ‖ε,s
� εC(‖v‖1,s+d0+1)‖u‖ε,s+m1+m2−1;

(ii) if p is a Fourier multiplier and is 2-regular at the origin, if q has the form (27)
and is estimated at v ∈ Hs+d0+2, for all u ∈ Hs+m1+m2−2

ε ,

‖ [opε(p), opε(q)]u − opε([p, q] + ε(p�q))u ‖ε,s
� ε2C(‖v‖1,s+d0+2)‖u‖ε,s+m1+m2−2.

Proof.

(i) We compute

opε(p)opε(q)u = p1opε(p2)(q1opε(p2)u)

= p1(opε(p2q1)− opε(ρ(p2, q1)))opε(p2)u.

Thus,

[opε(p), opε(q)] − opε([p, q] + r(p, q))

= p1opε(ρ(p2, q1))opε(q2)− q1opε(ρ((1 − χ)q2, p1)opε(p2),

and the action of the right-hand side on u is estimated with Lemma 3(ii) and
(iii).

(ii) Letw := ([opε(p), opε(q)]−opε[p, q]+εopε(p�q))u. The Fourier transform
of w is

ε2
∑
|γ |=2

∫
pγ (εξ, εξ

′) ̂∂
γ
x q1(v)(ξ − ξ ′)q2(ξ

′)û(ξ ′)dξ ′,

where pγ (εξ, εξ ′) := ∫ 1
0 (1 − t)∂γξ p(εξ ′ + εt (ξ − ξ ′))dt, and we obtain the

second estimate as above. ��

2.4. Assumptions and results

We use the profile and symbol spaces introduced in Section 2.1. Let A,B,Gε
such that

(i) A is a smooth symbol in C∞M1;
(ii) B is a bilinear map R

n × R
n → R

n;
(iii) Gε is a family of smooth maps: R

n → R
n, such that Gε(0) = 0.
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Following the notation of Section 2.1, we denote by opε(A(ε, εv)) the
semiclassical pseudodifferential operator with symbol A(ε, εv, ξ). The Taylor
expansion of A in v is:

A(ε, εv) = A(0)(ε, 0)+ εA(1)(v)+ ε2A(2)(ε, v),

where A( j) ∈ C∞M1, for j = 0, 1, 2, and where A(1)(v) := ∂vA(0, 0) · v is
linear in v and has the form (27).

We study the initial value problem


∂t u

ε + 1

ε2 opε(A(ε, εuε))uε = 1

ε
B(uε, uε)+ Gε(uε),

uε(0, x) = aε(x)+ εk0ϕε(x),
(34)

where the initial datum aε belongs to Hσ (Rd), for some Sobolev index σ, much
larger than d

2 (we will actually need σ > 6 + d), uniformly with respect to ε:

sup
0<ε<ε0

‖aε‖1,σ < ∞.

The perturbation εk0ϕε is such that

k0 > 3 + d

2
, (35)

and ϕε belongs to Hs
ε (R

d), uniformly with respect to ε:

sup
0<ε<ε0

‖ϕε‖ε,s < ∞,

for some large Sobolev index s, smaller than σ.
Our first assumption is a hyperbolicity assumption that implies in particular the

local well posedness of the initial value problem (34).

Assumption 3 (Hyperbolicity). For all ε, v, ξ, the matrix A(ε, v, ξ) is Hermitian.
Let

A =
∑

1� j�n0

iλ j� j +
∑

n0+1�k�n

iλk�k, (36)

be its spectral decomposition, where the eigenvalues λ j , λk are real and the eigen-
projectors � j ,�k are orthogonal. We assume:

(i) the eigenvalues can be ordered as follows: for all ε, v, ξ,

sup
n0+1�k

|λk(ε, v, ξ)| < sup
j�n0

|λ j (ε, v, ξ)|;

(ii) for all 1 � m � n, λm(ε, 0, ξ) ∈ C∞M1, and �m(ε, 0, ξ) ∈ C∞M0;
(iii) for all n0 + 1 � k � n, λk(0, 0, ξ) = 0, for all ξ.
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In reference to the Euler–Maxwell equations (see Section 3), the eigenvalues
λ j for 1 � j � n0 are called Klein–Gordon modes, while the eigenvalues λk,

for n0 + 1 � k � n, are called acoustic modes. Condition (i) in Assumption 3
states that the acoustic modes do not cross the Klein–Gordon modes. Condition (ii)
is a regularity assumption, and condition (iii) amounts to saying that the acoustic
velocities are O(ε), a consequence of (7).

Condition (ii) implies in particular that the spectral decomposition is smooth for
|ξ | � 1/4. It might become singular for small frequencies. In the case of the (EM)
equations, eigenvalues do cross for small frequencies (see Figure 2 and Section
3.2.1).

Let

�0 :=
∑

1�k�n0

�k, �s :=
∑

n0+1� j�n

� j . (37)

In addition to Assumption 3, we will assume that

�0,�s(ε, v, ξ) ∈ C∞M0. (38)

When A depends analytically on ε, v, ξ, (38) follows from standard considerations,
as detailed in Section 3.

Assumption 4 (Approximate solution). For all l0 < σ − 2 − d
2 , there exists t∗

(l0) > 0, independent of ε, and a family of profiles uεa, such that


∂t u

ε
a + 1

ε2 opε(A(ε, εuεa))uεa = 1

ε
B(uεa, uεa)+ Gε(uεa)+ εl0 Rεa,

uεa(0, x) = aε(x),
(39)

where Rεa is uniformly bounded with respect to ε,

sup
0<ε<ε0

sup
0�t�t∗(l0)

‖Rεa(t)‖1,σ−l0−2 < ∞.

There exists a characteristic frequency ω �= 0, a finite set R∗ ⊂ Z and profiles
{uεa,p}p∈R∗ and vεa, such that uεa decomposes as

uεa(t, x) =
∑

p∈R∗
eipωt/ε2

uεa,p(t, x)+ εvεa(t, x),

with the uniform bounds,

sup
0<ε<ε0

sup
0�t�t∗(l0)

(‖uεa,p(t)‖1,σ + ‖∂t u
ε
a,p(t)‖1,σ−2) < ∞,

sup
0<ε<ε0

sup
0�t�t∗(l0)

(‖vεa(t)‖1,σ + ‖ε2∂tv
ε
a(t)‖1,σ−1) < ∞.

For the Euler–Maxwell system of equations, such an approximate solution is
explicitly constructed in Section 3, under an assumption of preparedness for the
initial datum. In the following assumption, R∗ refers to the set of characteristic
harmonics introduced in Assumption 4.
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Assumption 5 (Resonances). There exists 0 < cl < cm < Cm, such that the
resonance equations in ξ ∈ R

d and p, p′ ∈ R∗,

� j,k,p(ε) := λ j (ε, 0, ξ)− λk(ε, 0, ξ)+ pω = 0, (40)

� j,p,p′ := λ j (0, 0, ξ)− (p + p′)ω = 0, (41)

satisfy,

(0-0) 1 � j, k � n0: the solutions ξ, p of (40) at ε = 0, are located in the
interval cm � |ξ | � Cm; outside this interval, � j,k,p(0) is bounded away
from 0, uniformly in ξ, for all p ∈ R∗;

(0-s) 1 � j � n0, n0 + 1 � k � n: for ε small enough, the solutions ξ, p of
(40) are located in the interval |ξ | � cl; outside this interval, � j,k,p(ε) is
bounded away from 0, uniformly in ξ and ε, for all p ∈ R∗;

(0-0-s) 1 � j � n0: for all p, p′ ∈ R∗, � j,p,p′ is bounded away from 0, uniformly
in |ξ | ∈ [0, cm].

Examples of resonances for the (EM) system are shown in Figures 3, 4 and 5.
Next we state the assumptions that describe the interaction coefficients at the

resonances. Introduce first the notation

B(uεa)z := B(uεa, z)+ B(z, uεa)− opε(A(1)(z))uεa, (42)

D(ε, uεa)z := (Gε)′(uεa) · z + opε(∂vA(2)(ε, uεa) · z)uεa, (43)

where uεa is the approximate solution given by Assumption 4. Thus defined, B(uεa)
and D(ε, uεa) belong to C∞M0.

We assume that for some j � n0 < k, there exists p, ξ0 and η > 0, such that
� j,k,p(ξ0) = 0, and

|� j (0, 0)B(uεa,p)�k(0, 0)| > η, uniformly in ξ ∼ ξ0, (44)

Inequality (44) means that the interaction coefficient� jB�k is not transparent for
resonances between Klein–Gordon and acoustic modes.

Let

ρ(ε, uεa) := (�sA(0))��0 + (�s�A(1))�0 +�sA(0)(�0��0)− (�s�B)�0,

(45)

where the projectors �0,�s are evaluated at (ε, εuεa), and A(1) is evaluated at uεa .
Let

Br(ε, uεa) := �s(B + ∂u�s · (ε2∂t u
ε
a)+ ερ)�0, (46)

where ρ is evaluated at (ε, uεa), B is evaluated at uεa, and the projectors and their
derivatives are evaluated at (ε, εuεa). Remark that Br(ε, 0) = 0, and

Br(ε, uεa) = ∂u Br(ε, 0) · uεa + ε∂2
u Br(ε, 0) · (uεa, uεa)+ O(ε2).

The linear term ∂u Br(ε, 0) · uεa is the crucial interaction coefficient. The following
transparency assumption states that it is sufficiently small at the resonances between
Klein–Gordon and acoustic modes.
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Assumption 6 (Transparency). There exists ε0 > 0 and C > 0 such that, for all
0 < ε < ε0, for j � n0 < k, for all p ∈ R∗,

|�k(ε, 0)D(0, uεa)� j (ε, 0)| � Cε, (47)

and

|�k(ε, 0)(∂u Br(ε, 0) · uεa)� j (ε, 0)| � C(ε2 + |� j,k,p(ε)|), (48)

uniformly in |ξ | � cl , x ∈ R
d and t ∈ [0, t∗(l0)).

Introduce finally

E :=
(
�0B�0 0

0 �sB�s

)
, i A :=

(
�0A 0

0 �sA
)
,

where A and the projectors are seen as symbols depending on (ε, εu), and B as a
symbol depending on (ε, u).

Assumption 7 (Symmetrizability). There exists S, a smooth Fourier multiplier in
C∞M0, such that

1

γ
‖u‖2

ε,s � (opε(S)u, u)ε,s � γ ‖u‖2
ε,s,

for all u ∈ Hs
ε and for some γ > 0, and

1

ε
(SE + (SE)∗) ∈ C∞M0,

1

ε2 (i S A + (i S A)∗) ∈ C∞M0.

In the following theorem, uεa is the approximate solution at order l0, for some
3 + k0 � l0 � σ − 2 − d

2 , whose existence is guaranteed by Assumption 4,
t∗ = t∗(l0) is its maximal existence time, independent of ε, and s is a Sobolev
index, such that 1 + d

2 < s < σ − l0 − 2.

Theorem 8. Under Assumptions 3, 4, 5, 6 and 7, there exists a unique solution
uε ∈ C0([0, t0], Hs

ε (R
d)) to the initial value problem (34), for all 0 � t0 < t∗;

there exists C > 0 and ε0 > 0, such that, for all 0 < ε < ε0, for all 0 � t0 < t∗,

sup
0�t�t0

‖(uε − uεa)(t)‖ε,s � Cεk0−1. (49)

In particular,

sup
0�t�t0

|(uε − uεa)(t)|0,∞ � Cεk0−1−d/2.

In the error estimate (49), C depends on a Sobolev norm of the initial data and on
t0.
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2.5. Proof of Theorem 8

In the proof below, we often drop the epsilons as we write u for uε, ua for
uεa , etc. We use the notation and results of Section 2.1 to describe symbols and
operators.

We start with (34). Let l0 � k0 + 3, and let ua be the approximate solution at
order l0 given by Assumption 4. An existence time for ua is t∗ > 0, independent
of ε.

2.5.1. The perturbation equations. The exact solution u is sought as a pertur-
bation of ua :

u = ua + εk0−1u̇. (50)

The symbol A(0) does not depend on v. This implies, with Proposition 1,

opε(A(ε, εu)) = opψε (A(ε, εu))+ εs+1−d/2opε(RA(1)(u) + εRA(2)(ε,u)).

The perturbation equations are


∂t u̇ + 1

ε2 opψε (A(ε, εu))u̇ = 1

ε
opψε (B(ua))u̇ + opε(D(0, ua))u̇ + εRε,

u̇(0, x) = εϕε(x),
(51)

where B and D are given by (42) and (43), and where

Rε := εk0−3B(u̇, u̇)+ εk0−2
∫ 1

0
(1 − t)(Gε)′′(ua + tεk0−1u̇) · (u̇, u̇)dt

− εk0−2opε

(∫ 1

0
(1 − t)∂2

vA(2)(ε, ua + tεk0−1u̇) · (u̇, u̇)

)
ua

− εs−2−s/2opε
(
RA(1)(u) + εRA(2)(ε,u) − RB(ua) − εRD(0,ua)

)

− εl0−k0−2 Rεa +
∫ 1

0
∂εD(tε, ua)dt.

Under Assumption 3, standard hyperbolic theory provides the existence of a
unique solution u̇ to (51) over a small time interval [0, t∗(ε)], with the uniform
estimate

sup
0<ε<ε0

sup
0�t�t∗(ε)

‖u̇(t)‖ε,s � δ. (52)

The term Rε is a remainder, in the sense that its Hs
ε norm can be bounded in

terms of δ, uniformly in ε.The Hs
ε norm of the terms in the first line in the definition

of Rε is indeed bounded by εk0−2−d/2C‖u̇‖ε,d0‖u̇‖ε,s; the term in the second line
of Rε is bounded by

εk0−1−dC(‖ua‖ε,s+1‖u̇‖2
ε,d0

+ |ua |1,∞‖u̇‖ε,d0‖u̇‖ε,s),
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and the other terms are bounded by

εs−1−d/2C‖u̇‖ε,1+d0‖u‖ε,s + εl0−k0−2‖Rεa‖ε,s .

In all these estimates, C depends on |u|0,∞.
With the estimates for ua given in Assumption 4, the bound for u̇ given in (52),

and the form of the equation (51), for α + |β| � 2,

sup
0�t�t∗(ε)

|(ε2∂t )
α∂βx u|0,∞ � ca + εk0−3−d/2δ, (53)

where ca does not depend on ε. The size of the perturbation of the initial data in
(34), namely O(εk0) in Hs

ε , where k0 satisfies (35), was chosen in order that the
estimate (53) be uniform in ε.

With this notation, the above estimates give, for ε0 small enough, and s > 1+ d
2 ,

‖Rε‖ε,s � C̃‖u̇‖ε,s + εl0−k0−2‖Rεa‖ε,s,

where C̃ is a nondecreasing function of εk0−3−d/2
0 δ, ‖ua‖ε,s+1, s and d.

We generically denote by R(0) any pseudo or paradifferential operator, possibly
depending on the solution u, such that, for all z ∈ Hs

ε (R
d),

‖R(0)z‖ε,s � C̃(‖z‖ε,s + εs−d/2−2‖u‖ε,s‖z‖ε,1+d0), (54)

uniformly in t ∈ [0, t∗(ε)], where C̃ is nondecreasing, and

C̃ = C̃(εk0−3−d/2
0 δ, ‖ua‖1,s+d0+2, s, d), (55)

and where [ d
2 ] < d0 � [ d

2 ] + 1.
We denote by O(εk) symbols associated with pseudo or paradifferential oper-

ators of the form εk R(0).
In the next section, we are led to study compositions of paradifferential symbols

of the form p j (uα,β), where p j ∈ C∞Mm j is smooth, and uα,β = (ε2∂t )
α∂
β
x u. It

follows from Propositions 3 and 4 that:

(i) If m j � 0, and α + |β| � 2, then opψε (p j (uα,β)) = R(0).
(ii) If m1 + m2 � 1, if p1 = p1(uα,β), and p2 = p2(uα′,β ′),with α+α′ + |β|+

|β ′| � 1, then

opψε (p1)opψε (p2)− opψε (p1 p2) = εR(0).

(iii) If m1 + m2 � 2, if p1 = p1(u) and p2 = p2(u), then

opψε (p1)opψε (p2)− opψε (p1 p2)− εopψε (p1�p2) = ε2 R(0).
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Fig. 1. Truncation in frequency

2.5.2. Projection and rescaling. We start by introducing some notation.

(i) We denote by χε : R
d → R a smooth function, such that ε � χε � 1, and

such that χε is identically equal to 1 for |ξ | � c0, and identically equal to ε
for |ξ | � c1,where 0 < c0 < cl < c1 < cm,with the notation of Assumption
2.12 (see Figure 1).

(ii) The notation � was introduced in Section 2.2, where it is used to denote the
subprincipal symbol in the composition of two operators. We use it in this
section in two distinct ways. Let σ1 and σ2 denote two symbols, depending on
x through some function z(x). If σ2(x, ξ) = �2(εz(x), ξ), for some symbol
�2, then we let σ1�σ2 denote the symbol,

−i
∑
|α|=1

(∂αξ σ1)(x, ξ) (∂v�2)(εz(x), ξ) · (∂αx z)(x).

If σ2(x, ξ) = �2(z(x), ξ), then we let σ1�σ2 denote the symbol,

−i
∑
|α|=1

(∂αξ σ1)(x, ξ) (∂v�2)(z(x), ξ) · (∂αx z)(x).

We will always specify below if σ2 is to be understood as an operator depend-
ing in x through z(x)or through εz(x), so that no confusion should be possible.
For instance, Proposition 2.3 implies that

opψε (�0)opψε (�0) = opψε (�0)+ ε2opψε (�0��0)+ ε3 R(0),
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where �0 is evaluated at εu. Similarly, when �0 is evaluated at εu, and B is
evaluated at u,

opψε (�0)opψε (B) = opψε (�0B)+ εopψε (�0�B)+ ε2 R(0),

(iii) We let a ≡ b to mean that a − b = ε2 R(0)u̇.
Introduce the change of variables,

v0 := opψε (�0)u̇, vs := 1

ε
opψε (χε)opψε (�s)u̇, v := (v0, vs),

where �0,�s are evaluated at εu. Then

u̇ = v0 + opψε (εχ
−1
ε )vs . (56)

With the above notation, Proposition 4 and the orthogonality of �0 and �s,

opψε (�0)v0 = v0 + ε2opψε (�0��0)u̇ + ε3 R(0)u̇,

opψε (�s)vs = vs + εopψε (χε(�s��s)+ (χε��s)�s)u̇ + ε2 R(0)u̇.

We multiply (51) by opψε (�0) to the left to find the equation satisfied by v0, and
we multiply (51) by opψε (χε)op(�s) to the left to find the equation satisfied by vs .
We use Proposition 4 to spell out the compositions. In the symbolic computations
below, the projectors �0 and �s, and the operator A, are evaluated at εu. The
symbol B is evaluated at ua, and D is evaluated at (0, ua).

The terms in ∂t are

opψε (�0)∂t u̇ = ∂tv0 − opψε (∂t�0)u̇

= ∂tv0 − 1

ε
opψε ((ε∂t�0)�0)v0

−1

ε
opψε (εχ

−1
ε (ε∂t�0)�s)vs + R(0)v;

and

1

ε
opψε (χε)opψε (�s)∂t u̇ = ∂tvs − 1

ε
opψε (χε)opψε (∂t�s)u̇

= ∂tvs − 1

ε
opψε ((ε∂t�s)�s)vs

− 1

ε2 opψε (χε(ε∂t�s)�0)v0

−1

ε
opψε ((χε�ε∂t�s)�0)v0 + R(0)v.

The terms of order one are

opψε (�0)opψε (A)u̇ ≡ opψε (�0A)u̇
≡ opψε (�0A)v0 − opψε (εχ

−1
ε �0A(χε��s)�s)u̇

≡ opψε (�0A)v0 − opψε ((εχ
−1
ε )2�0A(χε��s)�s)vs,



Derivation of the Zakharov Equations 155

and

1

ε
opψε (χε)opψε (�s)opψε (A)u̇ ≡ 1

ε
opψε (χε)opψε (�sA)u̇ + εopψε (χε)opψε (�sA)u̇

≡ opψε (�sA)vs + εopψε (χε(εχ
−1
ε �(�sA)))vs

+εopψε (ρs0)v0,

where

ρs0 := χε((�sA)��0 + (�s�A)�0 −�sA(�0��0).

The singular terms in the right-hand sides are

opψε (�0)opε(B)u̇ = opψε (�0B�0)v0 + opψε (εχ
−1
ε �0B�s)vs

+εR(0)v;
1

ε
opψε (χε)opψε (�s)opψε (B)u̇ = 1

ε
opψε (χε�sB�0)v0

+opψε (χε(�s�B)�0 + χε�(�sB)�0)v0

+opψε (�sB�s)vs + opψε (εχ
−1
ε (χε�(�sB))�s)vs

+εR(0)v.

The other singular source term is

1

ε
opψε (χε)opψε (�s)opψε (D)u̇ = 1

ε
opψε (χε�sD�0)v0 + R(0)v.

The equation in v thus takes the form

∂tv + 1

ε2 opψε (i A)v = 1

ε2 opψε (B)v + 1

ε
opψε (D)v + R(0)v + rεa ,

where

(i) A ∈ C∞M1 is evaluated at εu, and is defined as

i A :=
(A�0 0

0 A�s

)
;

(ii) B = B(ε, ua) ∈ C∞M0 is defined as

B :=
(

0 0
Bs0 0

)
,

with the notation

Bs0 :=χε(�s(B + εD)�0 + ε(∂t�s)�0 + ε(ρs0 − (�s�B)�0)

− εχε�(ε∂t�s −�sB)�0,

where �0,�s,A are evaluated at (ε, εua);B is evaluated at ua, and D is
evaluated at (0, ua);
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(iii) D = D(ε, ua) = B ′ + B ′′ + E + F ∈ C∞M0 is defined as

B ′ :=
(

0 0
0 Bs

)
, B ′′ :=

(
0 B0s
0 0

)
,

with the notation,

Bs := −χε(εχ−1
ε �(�sA))+ εχ−1

ε (χε�(�sB))�s,

B0s := εχ−1
ε (�0B�s + ε∂t�0 − (εχ−1

ε )�0A(χε��s))�s,

E :=
(
�0B�0 0

0 �sB�s

)
,

where�0,�s,A are evaluated at (0, 0), B is evaluated at ua,D is evaluated
at (0, ua), and

F :=
(
(ε∂t�0)�0 0

0 (ε∂t�s)�s

)
,

where ε∂t� j is short for ∂v� j (0, 0) · (ε2∂t ua), j = 0, s, and where �0,�s

are evaluated at (0, 0);
(iv) rεa := εl0−k0−2(opψε (�0)Rεa,

1
ε
opψε (�s)Rεa).

Next we polarize the source terms, by letting

Bs0 := �s Bs0�0, Bs := �s Bs�s, B0s := �0 B0s�s,

and

B :=
(

0 0
Bs0 0

)
, B ′ :=

(
0 0
0 Bs

)
, B ′′ :=

(
0 B0s

0 0

)
.

We let also

F := F +
(

0 B0s − B0s

Bs0 − Bs0 Bs − Bs

)
,

and

D := B ′ + B ′′ + E + F.

The equation is now

∂tv + 1

ε2 opψε (i A)v = 1

ε2 opψε (B)v + 1

ε
opψε (D)v + R(0)v + rεa . (57)

In (57), the variables v0 and vs are coupled only by zero-order terms, the leading
singular term is polarized and has a nilpotent structure. The system is prepared. All
the symbols in (57) are smooth.

In the next sections, the terms B ′′, B ′ and B will be eliminated by normal form
reductions. In the subsequent Hs

ε energy estimate, the term E/ε will be symme-
trized, while the nonpolarized term F/ε will be seen to contribute to O(1).
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2.5.3. First reduction. In this section, the nonresonant term B ′′ is eliminated from
(57).

Proposition 8. Under Assumptions 5 and 6, there exists a smooth symbol L ∈
C∞M−1 such that,

[ε2∂t + opψε (i A), opψε (L(ua)] = opψε (B
′′)+ εR(0). (58)

Proof. The leading term in the symbol of the source term in (58) is linear in ua :

B0s = ∂u B0s(0, 0) · ua + O(ε),

and satisfies �0 B0s�s = B0s . We look for a solution L ∈ C∞M−1 to (58) in the

same form: L =
(

0 L0s

0 0

)
, where �0 L0s�s = L0s, and

L0s =
∑

p∈R∗
eipωt/ε2

L0s,p(ua,p),

where L0s,p is linear in ua,p. Then

[opψε (i A), opψε (L)] = [opψε (i A(0, 0), opψε (L)] + �,

where � is the commutator,

[opψε (A − A(0, 0)), opψε (L)],
which, because A depends on u through εu, and because L is assumed to belong
to C∞M−1, has the form εR(0). If we suppose in addition that L is smooth at the
origin, we can use Proposition 4 to obtain

[opψε (i A(0, 0), opψε (L)] = opψε [i A(0, 0), L] + εR(0).

Thus to solve (58), it suffices to solve the equation

ε2∂t L0s + [i A(0, 0), L]0s = ∂u B0s(0, 0) · ua, (59)

up to O(ε). We compute

ε2∂t L0s + [i A(0, 0), L]0s =
∑

j�n0<k

∑
p∈R∗

eipωt/ε2
� j,k,p(0)� j L0s,p�k,

where the projectors � j ,�k are evaluated at (0, 0), and where � j,k,p(0) is the
phase defined in (40), evaluated at ε = 0. Let χL be a smooth function on R

d ,

identically equal to 0 for |ξ | � cl , and identically equal to 1 for |ξ | � c0. Let then

L0s,p := χL

∑
j�n0<k

�−1
j,k,p(0)� j (∂u B0s(0, 0) · ua,p)�k .

As �−1
j,k,p, for j � n0 < k, is uniformly bounded for |ξ | � cl , the above defines

a symbol L ∈ C∞M−1. Besides, this symbol is smooth, and solves (59) up to the
error term (1 − χL)B0s . As |εχ−1

ε χL | � ε, this error is O(ε). ��
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Proposition 3 implies that the norm of opψε (L), as an operator from Hs
ε to Hs+1

ε ,

is bounded by C(|ua |0,∞).
Consider now the change of variables

ṽ := (Id+ εopψε (L))
−1v, (60)

Then,

∂tv = (Id+ εopψε (L))∂t ṽ + opψε (ε∂t L)ṽ.

As L is order −1 and smooth at the origin

(Id+ εopψε (L))
−1opψε (A)(Id+ εopψε (L)) = opψε (A)+ ε[opψε (A), opψε (L)]

= opψε (A)+ εopψε [A, L],

up to error terms of the form ε2 R(0). Similarly,

(Id+ εopψε (L))
−1opψε (B)(Id+ εopψε (L)) = opψε (B)+ εopψε [B, L] + ε2 R(0)

and

(Id+ εopψε (L))
−1opψε (D)(Id+ εopψε (L)) = opψε (D)+ εR(0).

The leading term in ε in the commutator

[B, L] =
(−L Bs0 0

0 Bs0 L

)
,

is O(χε)O(εχ−1
ε ) = O(ε). Thus, choosing L as in Proposition 8, we find that the

equation satisfied by ṽ is

∂t ṽ + 1

ε2 opψε (i A)ṽ = 1

ε2 opψε (B)ṽ + 1

ε
opψε (D̃)ṽ + R(0)ṽ + r̃εa , (61)

where r̃εa := (Id+ εopψε (L))−1rεa , and

D̃ = B ′ + E + F.

2.5.4. Second reduction. In this section, the nonresonant term B ′ is eliminated
from (61).

Proposition 9. Under Assumptions 5 and 6, there exists a smooth symbol M ∈
C∞M−1 such that

[ε2∂t + opψε (i A), opψε (M(ua))] = opψε (B
′)+ εR(0). (62)
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Proof. The leading term in the symbol of the source term is linear in ua :

Bs = ∂u Bs(0, 0) · ua + O(ε),

and satisfies�s Bs�s = Bs .We look for a solution of (62) in the form of a smooth

symbol M ∈ C∞M−1, such that M =
(

0 0
0 Ms

)
, where �s Ms�s = Ms, and

Ms =
∑

p∈R∗
e(i pωt)/ε2

Ms,p(ua,p),

where Ms,p is linear in ua,p.We check as in the proof of Proposition 8 that in order
to solve (62), it suffices to solve up to O(ε) the equation

ε2∂t Ms + [i A(0, 0),M]s = ∂u Bs(0, 0) · ua .

Let

Ms,p :=
∑

n0< j,k

�−1
j,k,p(0)� j (∂u Bs(0, 0) · ua,p)�k,

where the projectors are evaluated at (0, 0).Condition (iii) in Assumption 3 implies
that�−1

j,k,p(0) = (i pω)−1, for j, k > n0. As Bs depends only on symbols depend-

ing on derivatives of χε and εχ−1
ε , the support of Bs is included [c0, c1]. Thus Ms,p

is a smooth symbol with compact support, and M solves (62). ��

Proposition 3 implies that the norm of opψε (M), as an operator from Hs
ε to

Hs+1
ε , is bounded by C(|ua |0,∞).

Consider now the change of variables

v̌ := (Id+ εopψε (M))
−1ṽ, (63)

With the above proposition, the equation satisfied by v̌ is

∂t v̌ + 1

ε2 opψε (i A)v̌ = 1

ε2 opψε (B̌)v̌ + 1

ε
opψε (E + F)v̌ + R(0)v̌ + řεa , (64)

where řεa := (Id+ εopψε (M))−1r̃εa , and

B̌ := B + ε[B,M].

2.5.5. Third reduction. In this section, the resonant term B̌ is eliminated from
(64), under the transparency condition (48).

Proposition 10. Under Assumptions 5 and 6, there exists N ∈ C∞M−1, such that

[ε2∂t + opψε (i A)− εopψε (E), opψε (N (ua))] = opψε (B̌)+ ε2 R(0), (65)
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Proof. The source term is B̌ =
(

0 0
B̌s0 0

)
, where

B̌s0 = χε(B
r + ε�sD�0)+ ε(Bnr − χεMs Br)+ O(ε2).

The notation Br is introduced in (46), and

Bnr(ε, ua) := −�s(χε�(ε∂t�s −�sB))�0.

The transparency assumption (47) implies that the term εχε�sD�0 is O(ε2). The
Taylor expansions of Br and Bnr in their second variables are

Br(ε, ua) = ∂u Br(ε, 0) · ua + ε∂2
u Br(ε, 0) · (ua, ua)+ O(ε2),

and

Bnr(ε, ua) = ∂u Bnr(ε, 0) · ua + O(ε).

That is, up to O(ε2), the source B̌s0 is the sum of a linear term in ua,

χε∂u Br(ε, 0) · ua + ε∂u Bnr(ε, 0) · ua, (66)

and of a bilinear term in ua,

εχε(∂
2
u Br(0, 0) · (ua, ua)− Ms(ua)∂u Br(0, 0) · ua). (67)

All the terms in (66)–(67) have the product structure (27). Accordingly, we look
for N in the form

N = N (0) + ε(N (1) + N (2) + N (3)), (68)

with

N ( j) =
(

0 0

N ( j)
s0 0

)
∈ C∞M−1, for all j,

and where

(a) N (0), N (1) and N (2) have the structure (27);
(b) all the entries of N (3) have the form a(ξ)r(p, q)b(ξ), for some Fourier mul-

tiplier a and b, and some symbols p, q in the form (27) (the notation r is
introduced in (33));

(c) N (0) and N (1) are linear in ua, and N (2) and N (3) are bilinear in ua :

N ( j) =
∑

p∈R∗
eipωt/ε2

N ( j)
p (ua,p), j = 0, 1,

N ( j) =
∑

p,p′∈R∗
ei(p+p′)ωt/ε2

N (2)
p,p′(ua,p, ua,p′), j = 2, 3.
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We now describe the symbols of the commutators

[opψε (i A − E), opε(N
( j))], j = 0, 1, 2, 3,

using the results of Section 2.3.
As the symbol N (0) is assumed to belong to C∞M−1 and to depend on x only

through ua,

[opψε (i A), opε(N
(0))] = [opε(i A(ε, εua)), opε(N

(0))] + ε2 R(0),

and the commutator in the right-hand side of the above equation is

[opε(i A(ε, 0)), opε(N
(0))] + ε[opε(i∂vA(0, 0) · ua), opε(N

(0))],
up to ε2 R(0). As N (0) is assumed to have the form (27) and because A(ε, 0) is
smooth, Proposition 7(ii) implies that

[opε(i A(ε, 0), opε(N
(0))] = opε[i A(ε, 0), N (0)] + εopε(i A(0, 0)�N (0)),

up to a remainder in ε2. As N (0) depends only on ua, Proposition 7(ii) implies that
this remainder has the form ε2 R(0). Remark that

E(ε, ua) = ∂u E(0, 0) · ua + O(ε).

The symbol i∂u A − E is smooth, and thus Proposition 7(i) implies that the com-
mutator

[opε(∂ui A(0, 0) · ua − E), opε(N
(0))],

is equal to

opε[∂v(i A − E)(0, 0) · ua, N (0)] + opεr(i∂v(A − E)(0, 0) · ua, N (0)),

up to a remainder in O(ε). With Proposition 7 (i), and because N (0) depends only
on ua, this remainder has the form ε2 R(0).

Similarly, for j = 1, 2, 3,

[opε(i A), opε(N
( j))] = [opε(i A(0, 0)), opε(N

( j))] + εR(0).

For j = 1, 2, Proposition 7(ii) implies that

[opε(i A(0, 0)), opε(N
( j))] = opε[i A(0, 0), N ( j)] + εR(0).

Lemma 4 implies that

[opε(i A(0, 0)), opε(N
(3))] = opε[i A(0, 0), N (3)] + εR(0).

These symbolic computations show that in order to solve (65), it is sufficient
to solve the system

ε2∂t N (0)
s0 + [i A(ε, 0), N (0)]s0 = χε∂u Br(ε, 0)·ua, (69)

ε2∂t N (1)
s0 + [i A(0, 0), N (1)]s0 =∂u Bnr(0, 0)·ua − i As(0, 0)�N (0)

s0 , (70)

ε2∂t N (2)
s0 + [i A(0, 0), N (2)]s0 = Bbl(ua, ua), (71)

ε2∂t N (3)
s0 + [i A(0, 0), N (3)]s0 = r(∂v(i A − E)(0, 0) · ua, N (0))s0, (72)
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with the notation

Bbl(ua, ua) := χε(∂
2
u Br(0, 0) · (ua, ua)− Ms(ua)∂u Br(0, 0) · ua)

+ [∂v(i A − E)(0, 0) · ua, N (0)]s0.

We now solve (69). For j � n0 < k, for 0 < ε < ε0, let

� j,k,p(ε) :=
{
� j,k,p(ε), if |� j,k,p(ε)| � ε2/2,
ε2/2, otherwise.

These new phases are not continuous, but they are bounded in ξ, uniformly in ε,
for |ξ | � cl . Let then

N (0)
s0,p := χε

∑
j�n0<k

� j,k,p(ε)
−1�k(ε, 0)(∂u Br

0 (ε, 0) · ua,p)� j (ε, 0). (73)

Then every entry of N (0)
s0 is a product p(ua)q(ε, ξ), where p is smooth, and the

transparency condition (48) in Assumption 6 ensures that q(ε, ξ) is bounded in
ξ, uniformly in ε. Besides, by definition, q is compactly supported. Thus N (0) ∈
C∞M−1, and it solves (69).

In (70) the source term As(0, 0)�N (0)
s0 vanishes identically (a consequence of

Assumption 3 (iii)). Let

N (1)
s0,p :=

∑
j�n0<k

� j,k,p(0)
−1�k(0, 0)(∂u Bnr(0, 0) · ua,p)� j (0, 0).

As Bnr is supported in |ξ | ∈ [c0, c1], far from the resonances between Klein–
Gordon and acoustic modes, the above defines a symbol in C∞M−1. Then N (1)

s0
has the structure (27), is linear in ua, and solves (70).

Let χN be a smooth truncation function on R
d , identically equal to 1 for |ξ | �

c1, and identically equal to 0 for |ξ | � cm . Let then

N (2)
s0,p,p′ := χN

∑
j�n0

�−1
k,p,p′�s(0, 0)Bbl(ua,p, ua,p′)� j (0, 0).

The phases �k,p,p′ are uniformly bounded away from 0 for |ξ | � cm (Assumption
5 (0-0-s)). Thus the above defines a symbol in C∞M−1. Then N (2) has the struc-
ture (27), just like the source term Bbl, is bilinear in ua, and solves (71), up to the
error (1 − χN )Bbl. As |(1 − χN )χε| � ε, the error is O(ε).

Finally, let

N (3)
s0,p,p′ := χN

∑
j�n0

�−1
k,p,p′�s(0, 0)r(ua,p, ua,p′)� j (0, 0),

with the notation

r(ua,p, ua,p′) := r(∂v(i A − E)(0, 0) · ua,p, N (0)
p (ua,p′))s0.
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All the entries of N (3) have the form a(ξ)r(p, q)b(ξ), where a is smooth and p, q
have the form (27). The symbol N (3) solves (72), up to the error (1−χN )r,which,
because N (0) is O(ε) for |ξ | � c1, is O(ε) as well.

Finally N defined by (68) satisfies the assumptions (a), (b), (c), on which the
symbolic computations were based, and solves (65). ��

Proposition 6 and Lemma 4 imply that the norm of opε(N ), as an operator from
Hs
ε to Hs+1

ε , is bounded by C(‖ua‖1,s+d0+2).

Consider now the change of variables

w := (Id+ opε(N ))
−1v̌. (74)

Then,

∂t v̌ = (Id+ opε(N ))∂tw + opε(∂t N )w.

As N is block triangular

(Id+ opε(N ))
−1opψε (A)(Id+ opε(N )) = opψε (A)+ [opψε (A), opε(N )];

(Id+ opε(N ))
−1opψε (B)(Id+ opε(N )) = opψε (B),

and

opε(N )opε(∂t N ) = 0, opε(N )opψε (E)opε(N ) = 0.

Thus, with the above proposition, the equation satisfied by w is

∂tw + 1

ε2 opψε (i A)w = 1

ε
opψε (E + F̌)w + R(0)w + r̄εa , (75)

where r̄εa := (Id+ opε(N ))
−1r̃εa , and

opψε (F̌) := (Id+ opε(N ))
−1opψε (F)(Id+ opε(N )).

2.5.6. Uniform Sobolev estimates. We perform energy estimates on (75), using
the symmetrizer S whose existence is granted by Assumption 7.

We evaluate

∂t (opε(S)w,w)ε,s = (opε(S)∂tw,w)ε,s + (opε(S)w, ∂tw)ε,s

= 2�(opε(S)∂tw,w)ε,s .

We apply Proposition 5 to find

opψε (i S A)∗ = opψε ((i S A)∗)+ ε2 R(0),

because A depends on u through εu. Similarly,

opψε (i SE)∗ = opψε ((i SE)∗)+ εR(0),
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and this implies

1

ε2 �(opε(S)opψε (i A)w,w)ε,s =
(

opψε

(
1

ε2 (i S A + (i S A)∗
)
w,w

)
ε,s

+ε2(R(0)w,w)ε,s;
1

ε
� (opε(S)opψε (E)w,w

)
ε,s =

(
opε

(
1

ε
(i SE + (i SE)∗

)
w,w

)
ε,s

+ε2(R(0)w,w)ε,s .

Now Assumption 7 implies that the symbols in the right-hand sides of the above
equations all belong to C∞M0, and Proposition 3 implies that these symbols have
the form R(0). The other source term contributes to

1

ε
�(opε(S)opψε (F̌)w,w)ε,s . (76)

Introduce the notation

� :=
(
�0 0
0 �s

)
.

It follows from the definitions of the above changes of variables that

w = opψε (�)w + εR(0)w,

and that, up to a term of the form εR(0),

opψε (�)(Id− opε(N )) = (Id− opε(N ))opψε (�).

Besides, up to a term of the form εR(0),

opψε (�)opε(S) = opε(S)opψε (�).

Thus, up to a term of the form ε(R(0)w,w)ε,s, (76) is equal to

1

ε
�(opε(S)(Id− opε(N ))opψε (F̃)(Id+ opε(N ))w,w

)
ε,s,

where F̃ := �F�. As �0 and �s are projectors

�0∂t�0�0 = 0, �s∂t�s�s = 0,

and it follows from the definition of F (given in Section 2.5.2) that F̃ = O(ε).
Gathering the above estimates, we find that

∂t (opψε (S)w,w)ε,s = (R(0)w,w)ε,s + 2�(opψε (S)r̄
ε
a , w)ε,s . (77)

The changes of variables of Sections 2.5.3 to 2.5.5 define a normal form �ε(ua),

such that

w = (Id +�ε(ua))v,
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and for ε0 small enough and 0 < ε < ε0, both Id+�ε(ua) and (Id+�ε(ua))
−1 are

uniformly bounded as operators Hs
ε → Hs

ε ,with norms depending on‖ua‖1,s+d0+2.

From (77), we obtain

‖v(t)‖2
ε,s � C‖ϕε‖2

ε,s + C
∫ t

0
(‖v(t ′)‖ε,s + εl0−k0−2‖Rεa(t

′)‖ε,s)‖v(t ′)‖ε,sdt ′,

where the constant C depends on εk0−3−d/2
0 δ, ‖ua‖1,s+d0+2, s, d, and on γ . As

(56) implies that u̇ = R(0)v, Gronwall’s lemma finally yields

‖u̇(t)‖ε,s � C1‖ϕε‖ε,seC1t . (78)

A classical continuation argument shows that, for ε0 small enough, the bound
(78) is valid over a time interval [0, t0], independent of ε. Then (50) yields the
asymptotic estimate (49).

3. Application to the Euler–Maxwell equations

We show in this section that the Euler–Maxwell equations satisfy the assump-
tions of Theorem 8. The system we consider is (EM), introduced in Section 1.2, in
the specific regime (7)–(8).

For the unknown

uε(t, x) =
(

B, E, ve, ne, vi ,
ni

α

)
, (79)

the system takes the form

∂t u
ε + 1

ε2 A(ε, εuε, ε∂x )u
ε = 1

ε
B(uε, uε)+ Gε(uε), (80)

where

A(ε, εu, ε∂x ) = A0(ε, ε∂x )+ εA1(ε, u, ε∂x ),

with the notation

A0(ε, ξ) :=




0 ξ× 0 0 0 0
−ξ× 0 i 0 −i ε

θe
0

0 −i 0 θeξ 0 0
0 0 θeξ · 0 0 0
0 i ε

θe
0 0 0 εαξ

0 0 0 0 εαξ · 0



,

A1(ε, u, ξ) := diag(0C3, 0C3 , θe(ve · ξ), θe(ve · ξ), ε(vi · ξ), ε(vi · ξ)),
and

B(u, u′) := (0C3, nev
′
e,−θev

′
e × B, 0C, 0C3 , 0C),

Gε(u) := 1

θe

(
0, f ε(ne)ve − 1

θe
(αni + ε f ε(αni ))vi , 0, 0,

1

θe
vi × B, 0

)
,

with the notation, f ε(x) := ε−2(eεx − 1 − εx).
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3.1. WKB approximate solution

Let the initial datum

a = (0, E0, v0
e , 0, 0, 0) ∈ Hσ , (81)

for some large index σ, where the electric field satisfies

∇ · E0 = 0,

in accordance with (4). We assume that a is polarized (or well prepared), in the
sense that

E0 = Ẽ + (Ẽ)∗, v0
e = i

ω
Ẽ − i

ω
(Ẽ)∗,

for some fundamental frequency ω, defined in terms of ωpe, and some complex
amplitude Ẽ (above, (Ẽ)∗ denotes the complex conjugate of Ẽ).

As the conservative form of the convective terms in the equations of conserva-
tions of mass in (EM)� allows simple formal computations, we carry out the WKB
expansion on (EM)� rather than on (EM).

Consider (EM)� in the regime (7). We look for an approximate solution uεapp in
the form of a profile

uεapp(t, x) = ε[uεapp(εt, x, θ)]θ=ωt/ε, (82)

where uεapp has a WKB expansion,

uεapp =
M∑

m=0

εmum,

such that for all m, um is a trigonometric polynomial in θ,

um(t, x, θ) =
∑

p∈Rm

eipθum,p(t, x).

The sets Rm ⊂ Z are finite and the Fourier coefficients um,p are assumed to satisfy

um,p ∈ W 1,∞([0, t0],W k(m),∞(R3)),

for some t0 > 0, independent of m, and some large k(m). We plug this ansatz in
(EM)� and find a cascade of WKB equations, which we now describe. We some-
times use the notation (v)p to denote the pth harmonic in θ of a trigonometric
polynomial v(t, x, θ).
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Equations for the terms in O(1/ε2).

ω∂θE0 = ve0,

ω∂θve0 = −E0,

ω∂θ (B0,n�e0, vi0,n�i0) = 0.

The dispersion relation is

ω2 − 1 = 0.

We chooseω = 1.With this choice, and because εwas set to be equal to (ωpet0)−1,

we find that eiωt/ε2 = eiωpeT , where T represents physical time, t = εt0T, and
ωpe the electronic plasma frequency (6). Thus the waves we consider are oscillat-
ing at the electronic plasma frequency. These waves are called plasma waves in the
physical literature. The set of characteristic harmonics is

R∗ = {−1, 1}.
The first term of the expansion satisfies

E0,0 = 0, ve0,0 = 0, B0 = B0,0, n�e0 = n�e0,0, vi0 = vi0,0, n�i0 = n�i0,0,

and

E0 = E0,1eiθ + E0,−1e−iθ , ve0 = i

ω
E0,1eiθ − i

ω
E0,−1e−iθ . (83)

Equations for the terms in O(1/ε).

ω∂θB1 + ∇ × E0 = 0,

ω∂θE1 − ∇ × B0 = ve1 + n�e0ve0 − 1

θe
vi0,

ω∂θve1 = −θe∇n�e0 − (E1 + θeve0 × B0),

ω∂θn�e1 + θe∇ · ve0 = 0,

ω∂θvi1 = 1

θe
E0,

ω∂θn�i1 = 0.

Let

L0 :=
(

0 −1
1 0

)
∈ L(C6).

The frequency ω was chosen so that det (i pω + L0) = 0. In C
6,

(i pω + L0)a =
(

b1
b2

)
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implies the compatibility condition

i pωb1 + b2 = 0.

The oscillating terms satisfy

(i pω + L0)

(
E1
ve1

)
p

=
(

n�e0ve0
−θeve0 × B0

)
p

, p = −1, 1,

and this implies

i pω(n�e0ve0)p − θe(ve0 × B0)p = 0. (84)

Besides, we find the polarization conditions,

i pωB1,p = −∇×E0,p, i pωvi1,p = 1

θe
E0,p, n�i1,p = 0, n�e1p = −θe

(pω)2
∇ · E0p.

The nonoscillating terms satisfy

−∇ × B0,0 = ve1,0 − 1

θe
vi0,0, E1,0 = θe∇n�e0,0. (85)

Equations for the terms in O(1).

ω∂θB2 + ∂t B0 +∇ × E1 = 0,

ω∂θE2 + ∂t E0 −∇ × B1 = ve2 + n�e1ve0 + n�e0ve1 − 1

θe
(vi1 + n�i0vi0),

ω∂θve2 + ∂t ve0 +θe(ve0 · ∇)ve0 = −θe∇n�e1 + θen�e0∇n�e0

−(E2 + θe(ve1 × B0 + ve0 × B1)),

ω∂θn�e2 +∂t n
�
e0 + θe∇ · (ve1 + n�e0ve0) = 0,

ω∂θvi2 +∂t vi0 = −α2∇n�i0 + 1

θe
(E1 + vi0 × B0),

ω∂θn�i2 +∂t n
�
i0 + ∇ · vi0 = 0.

As (85) implies that E1,0 is a gradient, the first equation implies that ∂t B0,0 = 0.
This yields B0 = 0, and, with (84), we find that (n�e0ve0)p = 0. As ve0,p is assumed
to be nonidentically zero (see the form of the initial condition (81)), this implies
n�e0,0 = 0, and finally n�e0 = 0. That is, the electronic fluctuation of density is
O(ε), in accordance with the rescaling of Section 2.5.2. For p ∈ {−1, 1},

(i p + L0)

(
E2
ve2

)
p
=
(

−∂t E0 + ∇ × B1 + (n�e1ve0 + n�e0ve1)− 1
θe

vi1

−∂t ve0 − θe(∇n�e1 − (ve0 · ∇)ve0)− (ve0 × B1))

)

p

.

In the above right-hand side, the nonlinear terms are

(n�e1ve0)p = n�e1,0ve0,p, (ve0 × B1)p = ve0,p × B1,0, p = −1, 1,
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and

(ve0 · ∇)ve0)p = 0, p = −1, 1,

a transparency relation for the convective term. The compatibilty relation is the
Schrödinger equation for the electric field,

−2i pω∂t E0,p +�e E0,p − 1

θ2
e

E0,p − n�e1,0 E0,p + θe

i pω
E0p × B1,0 = 0, (86)

where

�ez := θ2
e ∇(∇ · z)− ∇ × (∇ × z). (87)

The nonoscillating terms satisfy

θe
(
(ve0 · ∇)ve0

)
0 = −θe∇n�e1,0 − (E2,0 + θe(ve0 × B1)0). (88)

The above relation is the crucial equation that couples the Schrödinger equation
(86) with the evolution equation for n�e1,0, the latter being made explicit below. The
equations for the terms in O(1) also contain the relation,

∇ × B1,0 = ve2,0 − 1

θe
vi1,0 + (n�e1ve0)0, (89)

and a linear wave equation for vi0,0 and n�i1,0. As the initial data for vi0,0 and n�i1,0
are null, n�i0,0 = 0 and vi0,0 = 0. With (85), and because B0,0 = 0, this implies
ve1,0 = 0.

Equations for the terms in O(ε).

ω∂θB3 + ∂t B1 + ∇ × E2 = 0,

ω∂θE3 + ∂t E1−∇ × B2 = ve3+n�e1ve1+n�e0ve2+n�e2ve0

− 1

θe

(
vi1 + n�i1vi0 + n�i0vi1

)
,

ω∂θve3 + ∂t ve1 + θe((ve1 · ∇)ve0 + (ve0 · ∇)ve1) = −θe∇n�e2

+θe(n
�
e1∇n�e0 + n�e1∇n�e1)− (E3 + θe(ve2 × B0 + ve1 × B1 + ve0 × B2)),

ω∂θvi3 + ∂t vi1 + (vi0 · ∇)vi0 = −α2∇n�i1 + α2n�i0∇n�i0

+ 1

θe
(E2+vi1×B0+vi0×B1),

ω∂θn�e3 + ∂t n
�
e1 + θe∇ · (ve2 + n�e1ve0 + n�e0ve1) = 0,

ω∂θn�i3 + ∂t n
�
i1 + ∇ · (vi1 + n�i0vi0) = 0.

In particular,

∂tvi1,0 + α2∇n�i1,0 = 1

θe
E2,0,

∂t n
�
i1,0 + ∇ · vi1,0 = 0,

∂t n
�
e1,0 + θe∇ · (ve2,0 + (n�e1ve0)0) = 0.
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The last two equations in the above system, together with (89), imply the quasi-
neutrality relation

n�e1,0 = n�i1,0. (90)

The first two equations in the above system, together with (88) and (90), give

{
∂tvi1,0 + (α2 + 1)∇n�i1,0 = −(ve0 · ∇)ve0 + ve0 × B1)0,

∂t n
�
i1,0 + ∇ · vi1,0 = 0,

where the nonlinear term can be computed with the above polarization conditions
(
(ve0 · ∇)ve0 + ve0 × B1

)
0 = ∇|E0,p|2.

The equations at order O(1) also yield

∂t B1,0 + ∇ × E2,0 = 0,

which, together with (88), implies that E2,0 is a gradient. Hence the term B1,0 in
(86) vanishes.

Finally, E0,p and ni1,0 satisfy the vector Zakharov system



−2i p∂t E0,p +�e E0,p − 1

θ2
e

E0,p = n�i1,0 E0,p

(∂2
t − (α2 + 1)�)n�i1,0 = −�|E0,p|2.

(91)

In (91), p = 1 or p = −1. The Laplace-type operator �e was introduced in
(87). With the initial condition E0,1 = E, ni1,0 = 0, and ∂t ni1,0 = 0, Ozawa
and Tsutsumi’s result [18] guarantees the existence and uniqueness of a solution
(E0,1, ni1,0) to (91), over a time interval [0, t∗), with the same Sobolev regularity
as the initial condition. Note that the crucial coupling term �|E0,p|2 comes from
the convective term and from the Lorentz force term. In the above Schrödinger
equation, the term θ−2

e E0,p means a small shift in frequency. This term was not
present in the (Z) system given in the introduction; it accounts for the contribution
of the ions to the fundamental frequency. Indeed, by letting ε = (ωpet0)−1,we took
as a reference the electronic plasma frequencyωpe,which is only an approximation
of the plasma frequency

ωp =
√

4πe2n0

(
1

me
+ 1

mi

)
.

As the ratio me/mi is equal to ε2/θ2
e (a consequence of (7)), at first order in ε2

ωp = ωpe

(
1 + 1

2

ε2

θ2
e

)
,

and thus the shift in frequency in (91) means that the electric field actually oscillates
at the plasma frequency ωp.
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Higher-order terms. The WKB expansion can be carried out up to any order.
For m � 2, the terms Em,p, ni,m+1,0, p = −1, 1, are seen to satisfy a linearized
Zakharov system of the form




(
−2i p∂t +�e − 1

θ2
e

)
Em,p = n�im+1,0 E0,p + n�i1,0 Em,p + rm,p,

(∂2
t − (α2 + 1)�)n�im+1,0 = −�(Em,p E0,−p + E0,p Em,−p)+ rm,p,

(92)

where rm,p represent the pth harmonics of smooth functions of profiles ∂k
x uk′ , for

k, k′ � m − 1. The system (92) is the linearization of (91) around (E0,p, n�i1,0).

The initial data for Em,p and n�im+1,0 are null. Ozawa and Tsutsumi’s method for
the Zakharov equations [18] allows us to solve the initial value problem for (92).
It provides an existence time which is a priori smaller than the existence time of
the data rm,p, E0,p and n�i1,0. The solution has the same Sobolev regularity as the
data.

Thus, by induction, we can construct a family of profiles um that determines an
approximate solution uεapp, as follows. If we assume the uk, for k � m − 1, to be
known, with enough Sobolev regularity, then

(i) Em,p and nim+1,0 are defined as the unique solution of (Z)m,

(ii) the terms um,p, for p ∈ R∗, are deduced from Em,p and nim+1,0 by polari-
zation conditions similar to the ones found in the first terms of the expansion;

(iii) the terms um,p, for p �= R∗, are computed by elliptic inversions; that is, in
terms of (i pω + L0)

−1rm−1,p.

We obtain a profile um, whose Sobolev regularity is smaller than the regularity of
um−1 by one, and the induction is complete. The profile

uεapp = (Bε,Eε, vεe,nε,�e , vεi ,nε,�i )

provides, via (82), an approximate solution to (EM)�. Then

uεa =
[

Bε,Eε, vεe,
1

ε
log(1 + εnε,�e ), vεi ,

1

ε

1

α
log(1 + εnε,�i )

]
θ=ωt/ε2

is an approximate solution to (80), in the sense of (39). The approximate solution
can be made arbitrarily precise, in a Sobolev norm, provided the initial data have
enough Sobolev regularity. Then, by construction, uεa satisfies all the conditions
stated in Assumption 4.

3.2. Stability of the approximate solution

Consider now a perturbation of the initial condition a introduced in (81):

aε := a + εk0ϕε, (93)
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where ϕε is a bounded family in Hσ−l0−2
ε , and k0 +3 � l0 < σ−2− d

2 .We need to
assume that (4) is satisfied so that aε is a proper initial datum for the Euler–Maxwell
system. This amounts to the conditions

∇ · Bϕε = 0, ∇ · Eϕε = 1

εθe
(ne,ϕε − ni,ϕε )

for the coordinates of the perturbation ϕε.
Consider the approximate solution uεa to (80) associated with the initial datum

a at order l0.

Theorem 9. If k0 > 3 + 3
2 , the system (80), together with the initial datum (93)

has a unique solution uε defined over [0, t∗), independent of ε. Moreover for all
0 < t0 < t∗, there holds for ε small enough

sup
0�t�t0

‖uε − uεa‖ε,s � Cεk0−1, (94)

with a constant C independent of ε, and a Sobolev index s > 1 + d
2 .

The proof shows that the existence time t∗ is bounded from below by the exis-
tence time of the approximate solution uεa .Note that the estimate (94), the condition
k0 > 3 + 3

2 , and the description of the approximate solution given in the above
section, imply

sup
0�t�t0

sup
x∈R3

∣∣Eε − (E0,1eiωt/ε2 + (E0,1)
∗e−iωt/ε2 ∣∣+ ∣∣nε − εni1,0

∣∣ � Cε2,(95)

where Eε, nε are coordinates of the solution uε of (80), where ni1,0 = 1
ε

log(1 +
εn�i1,0), and E0,1 and n�i1,0 solve the Zakharov system (91), with the initial condition

E0,1(t = 0) = E0, n�i1,0(t = 0) = 0, ∂t n
�
i1,0(t = 0) = 0.

The asymptotic estimate (95) is the estimate that validates the Zakharov model,
as it actually gives a description of the electric field Eε and the fluctuation of density
nε in (EM) by means of the solution (E0,1, n�i1,0) of (91).

Theorem 9 follows as a corollary of Theorem 8 if we can prove that the (EM)
system satisfies the assumptions of Theorem 8. An approximate solution satisfying
Assumption 4 was constructed in the above section. The next sections are devoted
to the verification of Assumption 3 (hyperbolic structure, regularity of the eigen-
values and eigenprojectors), Assumption 5 (localization of the resonances) and
Assumption 6 (transparency).

3.2.1. Eigenvalues and eigenvectors. We check in this section that the (EM) sys-
tem satisfies Assumption 3. The operator A defined at the beginning of Section 3
obviously belongs to C∞M1. For all ε, u, ξ,A(ε, u, ξ) is a Hermitian matrix, and
satisfies a decomposition of the form (36). It remains to check hypotheses (i) to
(iii) in Assumption 3.

The eigenvalues that appear in the spectral decomposition (36) are the solutions

ω = λ(ε, u, ξ), ε > 0, u ∈ R
14, ξ ∈ R

3,
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of the polynomial equation in ω,

det(iω + A(ε, u, iξ)) = 0. (96)

A look at the definition of A1 shows that the eigenvalues depend on u only through
the scalar terms

x := εθeve · ξ, and y := ε2vi · ξ,
representing the electronic and ionic convections (ve and vi are coordinates of u).
Equation (96) factorizes into a transverse, degree four equation

(ω − x)(ω − y)

(
ω2 − 1 − |ξ |2 − ε2

θ2
e

)
= x(ω − y)+ ε2

θ2
e
y(ω − x), (97)

and a longitudinal, degree five equation

ω((ω − y)2 − ε2α2|ξ |2)((ω − x)2 − 1 − θ2
e |ξ |2)

= −x((ω − y)2 − ε2α2|ξ |2)
+ ε

2

θ2
e
(ω − y)((ω − x)2 − θ2

e |ξ |2). (98)

For all ε,x,y, ξ, the Kernel of A(ε, u, ξ) has dimension one. It is generated by

e0 :=
(
ξ

|ξ | , 0, 0, 0, 0, 0

)
.

The solutions of (97) have multiplicity two, while the solutions of (98) have mul-
tiplicity one. The solutions of (97) and (98) are algebraic functions of ε, ξ,x,y.
Evaluations of these functions ω = ω(ε, (x,y), ξ) at (x,y) = (εθeve · ξ, ε2vi · ξ)
give the nonzero eigenvalues of the (EM) system.

For (x,y) = (0, 0), equation (97) and (98) simplify to

ω2
(
ω2 − 1 − |ξ |2 − ε2

θ2
e

)
= 0, (99)

and

ω((ω2 − ε2α2|ξ |2)(ω2 − 1 − θ2
e |ξ |2)− ε2

θ2
e
(ω2 − θ2

e |ξ |2)) = 0. (100)

The solutions ω = ω(ε, ξ) of (99)–(100) are represented in Figure 2.
The transverse modes at (ε, 0, ξ) are

λs(e−) = 0, λs(e+) = 0, λ± = ±
√

1 + |ξ |2 + ε2

θ2
e
. (101)

The Klein–Gordon longitudinal modes at (ε, 0, ξ) are

µ± = ±
√

1 + θ2
e |ξ |2 + ε

2θ2
e (1 + θ2

e |ξ |2) + O(ε2),
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Fig. 2. The characteristic variety for the operator linearized around 0

and the acoustic longitudinal modes at (ε, 0, ξ) are

µs(e−) = 0, µs(e+)± = O(ε), µ± = ±
√

1 + θ2
e |ξ |2 + O(ε),

locally uniform in ξ. The Klein–Gordon modes µ± have constant multiplicity, and
hence are analytical in ε, ξ . For the acoustic modes, crossing of eigenvalues occurs
only at the zero frequency. Thus away from the zero frequency, the acoustic modes
are analytical as well. It is easy to check that

0 � |µs(e
+)±| � Cε|ξ |, (102)

uniformly in ε, ξ, and that

µs(e
+)± = ±ε|ξ |(√1 + α2 + O(ε2 + |ξ |2)), (103)

uniformly in ε, |ξ | � cl .Regularity at infinity can be directly checked using an exact
description of the solutions of (100): we find that the longitudinal eigenvalues have
the form

µs(e+)± = ±εα|ξ | + 1
|ξ | F±

(
1
|ξ | ,

ξ
|ξ | , ε

)
,

µ± = θe|ξ | + 1
|ξ | G±

(
1
|ξ | ,

ξ
|ξ | , ε

)
,

(104)

where F± and G± are analytical in (|ξ0|,∞)× S
2 × R+, for |ξ0| > 0.

Thus the eigenvalues at (x,y) = (0, 0) satisfy (16) (regularity in ε, ξ for ξ away
from zero, decay at infinity) with m = 1. That is, condition (ii) in Assumption 3 is
satisfied by the eigenvalues.

For ξ in a compact subset of R
3, the eigenvalues evaluated at (x,y) = (εθeve ·

ξ, ε2vi · ξ) are small perturbations of the eigenvalues evaluated at (x,y) = (0, 0).
This implies in particular that the Klein–Gordon modes are separated from the
acoustic modes. For large ξ, the contribution of the convective terms to the eigen-
values is not negligible, but the acoustic modes are all O(ε|ξ |), while the Klein–
Gordon modes are O(|ξ |). Thus condition (i) in Assumption 3 is satisfied.

The Klein–Gordon modes are single eigenvalues of (97) and (98), for all ξ.
Hence the eigenvalues and the eigenprojectors corresponding to the Klein–Gordon
modes are analytical.
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For ξ �= 0, let {ξ1, ξ2} be an orthonormal basis of {ξ}⊥.
At (ε, 0, ξ), ξ �= 0, the eigenvectors associated with the transverse eigenvalues

are

e± :=
( |ξ |ξ2

λ±
, ξ1 ,

−iξ1

λ±
, 0 ,

iε

θe

ξ1

λ±
, 0

)
,

e′± :=
(−|ξ |ξ1

λ±
, ξ2 ,

−iξ2

λ±
, 0 ,

iε

θe

ξ2

λ±
, 0

)
,

es(e
−) := 1√

1 + |ξ |2
(
ξ1, 0, i |ξ |ξ2, 0, 0, 0

)
,

e′
s(e

−) := 1√
1 + |ξ |2

(
ξ2, 0, i |ξ |ξ1, 0, 0, 0

)
,

es(e
+) := |ξ |

|ξ | + ε

(−iεξ2

θe|ξ | , 0, 0, 0, ξ1, 0

)
,

e′
s(e

+) := |ξ |
|ξ | + ε

(
iεξ1

θe|ξ | , 0, 0, 0, ξ2, 0

)
.

At (ε, 0, ξ), ξ �= 0, the eigenvectors associated with the longitudinal eigen-
values are

f± :=
(

0 ,
µ2± − θ2

e |ξ |2
µ±

ξ

|ξ | , −i
ξ

|ξ | ,
−iθe|ξ |
µ±

,
iε

θe

µ2± − θ2
e |ξ |2

µ2± − ε2α2|ξ |2
ξ

|ξ |
µ±
µ±

,

iαε2

θe

µ2± − θ2
e |ξ |2

µ2± − ε2α2|η|2
|ξ |
µ±

)
,

fs(e
−) := 1√

1 + θ2
e |ξ |2

(
0,−iθeξ, 0, 1, 0,− 1

α

)
,

and

fs(e
+)± :=

(
0 ,

θe

ε
µ̃s(e

+)±
ξ

|ξ | ,
−iθe

ε

µ̃s(e+)±µs(e+)±
µs(e+)2± − θ2

e |ξ |2
ξ

|ξ | ,

−iθ2
e

ε

|ξ |µ̃s(e+)
µs(e+)2± − θ2

e |ξ |2)
ξ

|ξ | ,
iξ

|ξ | ,
iαε|ξ |
µs(e+)±

)
,

where

µ̃s(e
+)± := µs(e+)2± − ε2α2|ξ |2

µs(e+)±
.

From (103), we see that µ̃s(e+)± = O(ε|ξ |). This yields a description of fs(e+)±
for small frequencies:

fs(e
+)± = (

0, O(|ξ |), O(ε), O(1), O(1), O(1)
)
.
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The corresponding orthogonal eigenprojectors (� j , 1 � j � n with the notation
introduced in Assumption 3) are defined by

e ⊗ e + e′ ⊗ e′, f ⊗ f ,

where e = e±, es(e−) or es(e+), f = f±, fs(e−) or fs(e+)±, and e, f := e
|e| ,

f
| f | .

With the above description of the eigenvalues for small and large |ξ |, it is straightfor-
ward to check that all the eigenprojectors, evaluated at (ε, 0), are Fourier multipliers
in the class C∞M0. Thus condition (ii) in Assumption 3 is satisfied.

Condition (iii) follows from the above description of the acoustic modes, as
they all have a prefactor ε.

We now turn to condition (38). The total eigenprojectors, defined in (37), are

�0 =
∑
±

e± ⊗ e± + e′± ⊗ e′± + f ± ⊗ f±,

and

�s =
∑
±

es(e
±)⊗ es(e

±)+ e′
s(e

±)⊗ e′
s(e

±)

+ f
s
(e−)⊗ f

s
(e−)+ e0 ⊗ e0 +

∑
±

fs(e
+)± ⊗ f

s
(e+)±.

Given (ε0, u0, ξ0) ∈ (0, 1] × R
14 × R

3, for (ε, u, ξ) in a neighbourhood of
(ε0, u0, ξ0),

�0(ε, u, ξ) = 1

2iπ

∫
�0+
(z − A(ε, u, ξ))−1dz

+ 1

2iπ

∫
�0−
(z − A(ε, u, ξ))−1dz, (105)

and

�s(ε, u, ξ) = 1

2iπ

∫
�s

(z − A(ε, u, ξ))−1dz, (106)

where �0+ is a contour enclosing all the positive Klein–Gordon eigenvalues at
(ε0, u0, ξ0), and no other eigenvalues of A, and where �0− is a contour enclosing
all the negative Klein–Gordon eigenvalues at (ε0, u0, ξ0), and no other eigenvalues
of A, and �s is a contour enclosing all the acoustic eigenvalues at (ε0, u0, ξ0), and
no other eigenvalues of A. The above description of the eigenvalues shows in par-
ticular that such contours do exist. It follows from these representations that �0
and�s are analytical in ε, u, ξ. To investigate the behaviour for large ξ, notice that
A can be written, for |ξ | �= 0,

A(ε, u, ξ) = A0(ε)+ A1(ε, u, ξ),

where A1 is linear in ξ, so that, using polar coordinates ξ = (|ξ |, θ) ∈ R
∗+ × S

2,

A(ε, u, ξ) = |ξ |
(

1

|ξ |A0(ε)+ A1(ε, u, θ)

)
.



Derivation of the Zakharov Equations 177

Thus an eigenvector e(ε, u, |ξ |, θ) of A(ε, u, ξ), associated with an eigenvalue
λ(ε, u, |ξ |, θ), is also an eigenvector ẽ(ε, u, 1

|ξ | , θ) of

Ã
(
ε, u,

1

|ξ | , θ
)

:= 1

|ξ |A0(ε)+ A1(ε, u, θ), (107)

associated with the eigenvalue 1
|ξ |λ(ε, u, 1

|ξ | , θ). The operator Ã is the long-wave
operator associated with A, introduced in [26] in the study of the short-wave limit.

For small |ξ |, the eigenvalues of Ã split into “acoustic” eigenvalues, of size
O(ε), and “Klein–Gordon” eigenvalues, of size O(1). The total eigenprojectors

�̃0 = 1

2iπ

∫
�̃0+
(z − Ã(ε, u, |ξ |, θ))−1dz + 1

2iπ

∫
�0−
(z − Ã(ε, u, |ξ |, θ))−1dz,

and

�̃s = 1

2iπ

∫
�s

(z − Ã(ε, u, |ξ |, θ))−1dz,

are analytical in ε, u, |ξ |, θ, for |ξ | in a neighbourhood of 0. There holds

� j (ε, u, ξ) = �̃ j

(
ε, u,

1

|ξ | ,
ξ

|ξ |
)
, j = 0, s,

from which we deduce that the total eigenprojectors �0,�s of A are analytical
in ε, u, 1

|ξ | ,
ξ
|ξ | , for ξ in a neighbourhood of ∞. In particular, they satisfy decay

estimates of the form (16), and (38) is proved.
To conclude this section, we now indicate how the Klein–Gordon eigenvalues

and eigenvectors depend onx andy.These descriptions are needed in the evaluation
of the interaction coefficients that enter Assumption 6.

The eigenvalues satisfy

∂xλ± = 1

2(1 + |ξ |2) + O(ε2), ∂xµ± = θ2
e |ξ |2

2(1 + θ2
e |ξ |2) + O(ε),

at (x,y) = (0, 0), locally uniformly in ξ.
The eigenvectors are

e± :=
( |η|η2

λ±
, η1 ,

−iη1

λ± − x
, 0 ,

iε

θe

η1

λ± − y
, 0
)
,

e′± :=
(−|η|η1

λ±
, η2 ,

−iη2

λ± − x
, 0 ,

iε

θe

η2

λ± − y
, 0
)
,

and

f ± :=
(

0 ,
(µ± − x)2 − θ2

e |η|2
µ± − x

η

|η| , −i
η

|η| ,
−iθe|η|
µ± − x

,

iε

θe

(µ± − x)2 − θ2
e |η|2

(µ± − y)2 − ε2α2|η|2
η

|η|
µ± − y

µ± − x
,

iε2

θe

(µ± − x)2 − θ2
e |η|2

(µ± − y)2 − ε2α2|η|2
|η|

µ± − x

)
.
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Fig. 3. (0-0) resonances

Fig. 4. (0-s) resonances

3.2.2. Resonances. We use here the description of the eigenvalues given in Sec-
tion 3.2.1. Equation (40) for j, k � n0 (resonances between Klein–Gordon modes)
and ε = 0 is √

1 + |ξ |2 −
√

1 + θ2
e |ξ |2 − 1 = 0. (108)

If θe is small enough, we choose cm = 1 and Cm = 2. The left-hand side in (108)
is bounded away from zero for |ξ | /∈ [1], and hypothesis (0-0) in Assumption 5 is
satisfied.

Equation (40) for j � n0 < k (resonances between Klein–Gordon and acoustic
modes) is √

1 + κ2|ξ2| − 1 − µ = 0, (109)

where κ = 1 or κ = θe, and µ = 0 or µ = µs(e+)±. If θe and ε are small enough,
we can choose cl = 1/2. Then the left-hand side in (109) is bounded away from
zero for |ξ | � 1/2.

Equation (41) (second-order resonances between Klein–Gordon and acoustic
modes) is √

1 + κ2|ξ |2 − (p + p′) = 0, (110)

where p, p ∈ {−1, 1}, κ = 1 or κ = θe. The left-hand side in (110) is bounded
away from 0 for |ξ | � 1, and hypothesis (0-0-s) in Assumption 5 is satisfied.

The resonances are pictured in Figures 3–5.
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Fig. 5. (0-0-s) resonances

3.2.3. Transparency. We check in this section that Assumptions 6 and 7 are sat-
isfied.

The definition of A given at the beginning of Section 3 implies that A(2) = 0.
It is straightforward to check that �s(0, 0)D(ua)�0(0, 0), where D is defined by
(43), has size O(ε), and (47) is satisfied.

Up to terms of size O(ε2), the source term defined in (42) is

B(ua)u =




0
neve + εne1ve

−θe(ve × B + (ve · ξ)ve + εB1 × ve + εve · ∇ve)

−θe(ve · ξ)ne

0
0



.

It depends on the coordinates B, ve, ne, of the approximate solution ua, evaluated
at θ = ωt/ε2.

We compute

e∗+B(ua)es(e
−) = iθe

λ2+
ve0 · ξ

|ξ | + O(ε),

and also

f ∗+B(ua) fs(e
−) = µ2+ − θ2

e |ξ |2
µ2+

ve0 · ξ
|ξ | + O(ε).

In particular, these interaction coefficients are not small for small frequencies. This
shows that the nontransparency condition (44) is satisfied.

We now check that the transparency condition of Assumption 6 is satisfied.
The symbol ρ defined in (45) is ρ = ρ(0) + O(ε), where

ρ(0) := �s

∑
|α|=1

(
∂αξ (�sA(0))∂v�0 · ∂αx ua + ∂αξ �sA(1)(∂αx ua)

−�sA(0)∂αξ �0∂v�0 · ∂αx ua − ∂αξ �sB(0, ∂αx ua)
)
�0,
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where, unless otherwise noted, the symbols and their derivatives are evaluated at
(ε, v) = (0, 0).

Assumption 6 is a transparency assumption for the interaction coefficient
∂u Br(ε, 0) · ua . Direct computations, using the description of the eigenvalues and
the eigenvectors given above, yield the bound

|�k(ε, 0)(∂u Br(ε, 0) · ua)� j (ε, 0)| � CB(|ξ |2 + ε|ξ |), (111)

for j � n0 < k, uniformly in ε, t, x and |ξ | � cl . Now (111) and the above
description of the phases imply (48), as follows. Let δ > 0 be given.

(i) If |ξ | � δε, then (111) directly implies (48), with C = CBδ(1 + δ).

(ii) If |ξ | > δε, then for 0 < ε < ε0, |� j,k,p(ε)| > C0(δ)|ξ |2, with

C0(δ) := 3θ2
e

8
− C(α, ε0)

δ
,

for some nondecreasing function C(α, ε0). If δ is chosen to be large enough,
then C0(δ) > 0, and (48) is satisfied with

C = CB

(
1

δ
+ 1

)
C0(δ)

−1.

Assumption 7 is a symmetrizability condition for the interaction coefficients

B0 = �0B(ua)�0, Bs = �sB�s .

As these interaction coefficients enter the equation with a prefactor 1
ε
, it is sufficient

to consider the leading term in ε in B(ua). In particular, the contribution of A(1) in
B0 and Bs is only O(ε). We can indeed write

opε(A(1)(u))ua = εop1(A(1)(u))ua, (112)

because A(1) is linear in ξ, and the Hs
ε norm of (112) is bounded by

εC(‖ua‖1,s+d0)‖u‖ε,s .
The auto-interaction coefficients are all purely imaginary:

e∗B(ua)e ∈ iR,

where e is any eigenvector of the Euler–Maxwell equations. The other interaction
coefficients between the Klein–Gordon modes are

e∗±B(ua)e
′± = 0, e∗±B(ua) f± = −iθe

|ξ |
µ±

ve · ξ1,

(e′±)∗B(ua)e± = 0, (e′±)∗B(ua) f± = −iθe
|ξ |
µ±

ve · ξ2,

f ∗±B(ua)e± = −iθe
|ξ |
λ±

ve · ξ1, f ∗±B(ua)e
′+ = −iθe

|ξ |
λ±

ve · ξ2,
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where for all ξ �= 0, {ξ1, ξ2} is an orthonormal basis of {ξ}⊥. Let S0 = S(+)0 + S(−)0 ,

where

S(±)0 := e± ⊗ e± + e′± ⊗ e′± + λ±
µ±

f± ⊗ f±.

Then S0 is a symmetrizer, in the sense that

1

ε
(S0 B0 + (S0 B0)

∗) ∈ C∞M0.

Finally, we turn to the interaction coefficients between acoustic modes. Remark
first that the divergence-free condition for the magnetic field

∇ · B = 0 (113)

is equivalent to

opε(e0)u = 0.

Condition (113) is propagated by the equations, that is, the solution belongs to the
orthogonal of the image of opε(e0) in L2(R3) if the initial datum does. Thus we can
overlook the interaction coefficient involving e0. At first order in ε, the interaction
coefficients with the other acoustic modes all vanish, except for

fs(e−)∗B(ua) fs(e+)± = −ve · ξ√
1 + θ2

e |ξ |2
µs(e+)±
εθe

−θ2
e |ξ |2

µs(e+)2± − θ2
e |ξ |2 ,

( fs(e+)±)∗B(ua) fs(e−) = ve · ξ√
1 + θ2

e |ξ |2
µs(e+)±
εθe

.

It follows from the description of the eigenvalues given in Section 3.2.1 that, for ε
small enough,

1

2
� −θ2

e |ξ |2
µs(e+)2± − θ2

e |ξ |2 � 2,

uniformly in ξ ∈ R
3. Thus we can take γ = 2 in Assumption 7. Let

Ss :=e0 ⊗ e0 + es(e−)⊗ es(e−)+ es(e+)⊗ es(e+)+ fs(e−)⊗ fs(e−)

+ −θ2
e |ξ |2

µs(e+)2+ − θ2
e |ξ |2 fs(e+)+ ⊗ fs(e+)+

+ −θ2
e |ξ |2

µs(e+)2− − θ2
e |ξ |2 fs(e−)+ ⊗ fs(e+)−.

Then,

1

ε
(Ss Bs + (Ss Bs)

∗) ∈ C∞M0.
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As S0 and Ss are diagonal matrices in a basis of eigenvectors of A, the matrices
S0 A0 and Ss As are Hermitian. Finally,

S :=
(

S0 0
0 Ss

)

defines a symmetrizer that satisfies Assumption 6.
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