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Abstract
The goal of (eco-) toxicological testing is to experimentally establish a dose or concentration–response and to identify a 
threshold with a biologically relevant and probably non-random deviation from “normal”. Statistical tests aid this process. 
Most statistical tests have distributional assumptions that need to be satisfied for reliable performance. Therefore, most statis-
tical analyses used in (eco-)toxicological bioassays use subsequent pre- or assumption-tests to identify the most appropriate 
main test, so-called statistical decision trees. There are however several deficiencies with the approach, based on study design, 
type of tests used and subsequent statistical testing in general. When multiple comparisons are used to identify a non-random 
change against negative control, we propose to use robust testing, which can be generically applied without the need of deci-
sion trees. Visualization techniques and reference ranges also offer advantages over the current pre-testing approaches. We 
aim to promulgate the concepts in the (eco-) toxicological community and initiate a discussion for regulatory acceptance.

Keywords  Hazard identification · Hazard characterization · Assumption tests · Pre-tests · Robust statistics · Regulatory 
toxicology

Introduction

Within the plant protection product or chemicals regulatory 
frameworks in the EU (Reg. (EC) 1107/2009 and 1907/2006, 
respectively), data generation using (eco-) toxicological bio-
assays is highly regulated. It requires good laboratory prac-
tise (GLP)- and Organisation for Economic Co-operation 
and Development (OECD) test guideline-compliance. Those 
who intend to register a chemical or product propose an ini-
tial data interpretation, which is peer-reviewed by compe-
tent national or international authorities. The interpretation 
may also be subject to guidance or regulation documents. 
A decision-aiding guide in the process is assessing statisti-
cal significance of the observed effects by statistical testing. 

Ideally, this would allow the distinction of random and treat-
ment-related effects (note: treatment, dose and concentration 
are used interchangeably in the manuscript). Practically, this 
is limited because according to the predominant statistical 
method used in experimental toxicity, null hypotheses sta-
tistical testing (NHST), certain error rates must be accepted, 
both for falsely attributing and for falsely not attributing sta-
tistical significance.

At least in regulatory toxicology, testing against a nega-
tive control—pair-wise or by a Dunnett (Dunnett 1955) 
test—is the standard statistical method used (Hamada 2018; 
Hothorn 2014; Jarvis et al. 2011; Na et al. 2014) and is also 
specifically required for hazard identification. One example 
is found in OECD test guideline 487 (2016b), the in vitro 
micronucleus test. Here, a test item is considered, among 
other criteria, to possess genotoxic potential when “[…] at 
least one of the test concentrations exhibits a statistically 
significant increase compared with the concurrent nega-
tive control […]”. It is currently not possible to satisfy this 
requirement by dose–response modelling.

There is some regulatory guidance available on how 
the statistical analysis should be conducted (OECD 2014a, 
b, c) but most analyses resort to decision-tree approaches 
for pair-wise or Dunnett-type testing: The basic idea is to 
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data-dependently select an appropriate main test, out of sev-
eral alternatives, using pre-tests.

Decision trees might vary depending on the endpoints 
that are investigated, i.e. continuous (e.g. organ weights), 
proportion (e.g. tumour incidences), count (e.g. number of 
micronuclei) or time-to-event data (e.g. mortality). However, 
most decision trees consider continuous data.

The pre-tests, also called assumption tests, commonly 
assess normal distribution, variance homogeneity (compare, 
e.g. Schmidt et al. 2016)—sometimes conditional after trans-
formation—or outliers (OECD 2010). The main test used in 
decision trees for continuous data, is usually an analysis of 
variance (ANOVA) with subsequent post hoc comparisons, a 
Dunnett test or rank-sum non-parametric alternatives (Dunn 
1961). Sometimes the Dunnett test is used as a post hoc 
test, even though the Dunnett test is actually an ANOVA 
conducted with a priori-set contrasts to test against control, 
as described in Hothorn (2016b).

Decision-tree approaches are focusing on endpoints 
in a design with a concurrent negative control and some 
treatment or dose groups (usually three in standard regula-
tory toxicity testing). They provide a seemingly consistent 
approach to the optimal analysis of real data in a well-doc-
umented GLP-style. There are however several deficien-
cies with the approach because the tests do not necessarily 
achieve what they intend to do, i.e. selecting for an optimal 
main test, disregard a potential treatment effect and result in 
main tests with different or partly absent effect sizes. There 
are further issues with subsequent (multiple) testing in gen-
eral, all of which is reviewed below.

We therefore propose to use robust test methods, which 
have very relaxed distributional assumptions, and make 

the application of decision trees unnecessary. However, 
all generic application of statistical tests is problematic 
when conducted in isolation, i.e. without relating to bio-
logical effect size or plausibility, because the tests have very 
limited power in the small sample size design common in 
toxicological bioassays. Alternatively, graphical analysis of 
model assumptions can be used to argue for the standard 
approach, which may however be too labour intensive for 
a generic analysis, as conducted for bioassays with multi-
ple endpoints. Also reference ranges can be used to identify 
toxic responses.

The presented methods are considered helpful for both 
experimental and regulatory toxicologists that evaluate the 
outcome of bioassays.

Problem

Decision trees are a collection of subsequent binary yes-
and-no decisions based on data, assumptions and thresholds. 
In statistical testing, a decision is based on a statistical test 
result. Depending on the statistical decision tree’s design, 
there are up to 2–5 decisions before the hypotheses of inter-
est are tested; see Fig. 1 for a hypothetical example or refer 
to, for example, Kobayashi et al. (2008) or Schmidt et al. 
(2016).

It follows that the power of the main test and hence the 
relevant false negative decision rate, strongly depends on the 
performance of its pre-tests. As biological data are investi-
gated, which often have heterogeneous variance, show non-
normality, extreme values and are often of relatively small 
sample size (Hothorn 2016a; Wilcox 2012), the power of 

Fig. 1   Hypothetical statistical 
decision tree for continuous 
data. Shown are the various 
steps that might be conducted 
in an analysis. Sometimes a 
Williams-trend test is pro-
posed instead of a Dunnett test 
(OECD 2014a) even if different 
hypotheses are tested (Jaki 
and Hothorn 2013; Williams 
1971). Dunnett tests are also 
sometimes (incorrectly) used as 
post hoc tests. Some steps in an 
analysis may be repeated, e.g. 
transformation or outlier testing 
and may occur at different loca-
tions in a decision tree. Often 
a rank-sum test is suggested 
in case of assumed variance 
heterogeneity, which cannot be 
recommended (Zimmerman 
1996, 2004) Post hoc test / 
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the main test is usually not very high (or frankly: is inap-
propriately low) and the pre-tests’ power, by design, even 
lower with respect to the main test (Kozak 2009). Hence, 
the pre-tests’ results, and the decisions based on them, are 
unreliable, particularly when a combination of “deviations” 
occurs as often observed for biological data.

Pre-tests are performed to ensure that the main test’s 
statistical assumptions are satisfied. The data under inves-
tigation come from artificially designed experiments and 
the inherent problem is that the pre-tests do not consider 
a potential treatment factor, i.e. the main test’s usual null 
hypothesis ‘no treatment effect’ is also assumed to be true 
for the pre-tests. If the null hypothesis ‘no treatment effect’ 
is rejected due to the result of the main test, the robustness 
of the pre-tests’ results need to be scrutinized a posteriori. 
If treatment really leads to a location change, e.g. mean 
increase in one group as compared to control, the distribu-
tion of the response variable (e.g. body weight), which is 
tested in pre-tests, actually consists of (at least) two distribu-
tions, namely the control and the treatment group distribu-
tion (refer to Fig. 2 for an illustration of the issue).

Error control and multiple testing

According to Neyman-Pearson/NHST test theory, all statisti-
cal tests have some probability of giving an incorrect result. 
On one hand, a result could be considered to be “statistically 
significant” (the null hypothesis is rejected) but it is actu-
ally not truly different to what it is compared. This is called 
a false positive or Type-I-Error. On the other hand, a result 
could be considered to be not statistically different (the null 
hypothesis is not rejected), while it truly is different to what 

it is compared. This is called a false negative or Type-II-
Error. Both errors should be small but cannot be completely 
eliminated. The reason for this is that the assumed statistical 
distributions used in tests are continuous and we use (sci-
entifically unjustified) thresholds to assign results as being 
improbable under the test assumptions. We a priori exclude 
certain extreme (test) results, which would occur only sel-
dom under the assumed statistical distribution, from what 
we consider normal/to be no treatment effect.

An additional issue is that there is an inherent asymme-
try between false positive and false negative decision rates 
in NHST. Only one of them, the false positive rate/Type-
I-Error, can be controlled directly, whereas the false nega-
tive rate/Type-II-Error (1—Type-II-Error is the statistical 
power) is mainly driven by sample and expected effect size 
among other factors. For example, the null-hypothesis of 
the common Kolmogorov–Smirnov-test on normal distri-
bution, investigates whether a homogeneous population of 
a certain size follows a normal distribution, which is com-
pared against a wide alternative of non-normal distributions. 
That means that a p value > 0.05 (if selected as a statistical 
“relevance” threshold) favours normal distribution (the null 
hypnoses is not rejected in this so-called lack-of-fit test) and 
could lead to the subsequent use of a t test. However, for 
n = 10 this error control is extremely weak (Drezner et al. 
2010). Moreover, this Kolmogorov–Smirnov-test is com-
monly used on k-sample design data and the violation of 
normal distribution may be due to a location effect only in 
the highest dose, even if the data follow an underlying nor-
mal distribution.

An additional issue is that the Type-I or alpha error is 
only controlled within one test and not over the range of tests 

Fig. 2   The issue of not taking a treatment factor into account 
when using pre-tests. Shown are the density plots of a hypothetical 
response. a Shows that the response variable is actually affected by 
treatment (white) as compared to control (black)—the distributions 
are similar but shifted towards a higher response. However, a pre-
test would be conducted on the joint response distribution (b), which 

does not take the treatment factor into account and is prone to bias 
the assessment. An alternative approach is to test each group inde-
pendently on assumptions, however, this increases the total amount 
of statistical tests conducted, which would increase the probability for 
the Type-I-Error
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subsequently performed in a decision tree. As one can easily 
calculate with the following formula, a Type-I-Error is only 
5% when a single test is conducted.

Therefore, Type-I-Errors accumulate over the different 
levels of the decision tree. The use of pre-tests is therefore 
not recommended by several statisticians (Kozak 2009; 
Ramsey and Schafer 2002; Schucany and Tony Ng 2006; 
Zimmerman 2004).

This alpha error accumulation is of course even greater 
when one conducts an assumption test, e.g. for normality, 
on every treatment group, to prevent an assumption test null 
hypothesis rejection due to a potential (mean location shift) 
treatment effect, as highlighted above.

The overall alpha error increases for 2–5 subsequent but 
independent tests to 9.75–22.6%, assuming a nominal alpha 
of 5% for each test and that that alpha is controlled within 
each test—which is not always the case.

Type of tests used

The type of tests used relates to three issues within the deci-
sion tree test approach.

One, there are several different tests available to test 
the same assumption. For normality, for example, the Kol-
mogorov–Smirnov (K–S) test, Shapiro–Wilks (Wilk and 
Shapiro 1965) or Anderson–Darling test (Anderson and 
Darling 1952). The tests have different robustness against, 
e.g. extreme values. Hence, the variant of the test included 
in the decision tree affects the further progression of the 
subsequent decisions and potential main test.

Two, decision trees typically contain two types of tests, 
finite and asymptotic, at the same decision level, i.e. “main 
test”. Asymptotic tests, such as Wilcoxon–Mann–Whitney 
(WMW) rank sum-tests (Mann and Whitney 1947), are 
appropriate as an approximation typically only for a large 
sample size (n → ∞), and are therefore very different to finite 
tests such as t tests (Fisher 1925; Student 1908). An early 
decision will therefore not lead to similar alternatives for the 
main test but is a decision between finite and asymptotic, 
without transparency on the consequence for small sample 
sizes designs.

Three, decision trees also contain parametric and non-
parametric tests as direct alternatives. For example in OECD 
2010 “…if Levene test (a k-sample test on variance hetero-
geneity) is non-significant, use parametric Dunnett test, if 
not use the non-parametric Dunn-test (to stay in many-to-
one comparisons)”. However, most non-parametric tests are 

Probability
[

at least one significant result
]

= 1 − Probability
[

no significant results
]

= 1 − (1 − 0.05)Number of Hypotheses

inappropriate for heterogeneous variances (Hothorn 2016b), 
they are useful for data that do not satisfy the normality 
assumption. The alternatives further result in different effect 
sizes, see below.

Effect size

The decision about which tests to use is also a decision 
about which effect size is calculated. While most weight is 
usually attributed to the p value, there is however a call to 
move to effect sizes (Cumming 2014) as they might be more 
appropriate to determine biological relevance and p-values 
have several undesired properties (Amrhein et al. 2017; 
Greenland et al. 2016; Wasserstein and Lazar 2016), also 
see discussion. The effect size of the t test is the difference 
of arithmetic means and in terms of location shift, which is 
easy to interpret. However, non-parametric test such as the 
Wilcoxon–Mann–Whitney-test gives the hard-to-interpret 
Hodges–Lehman estimator (when estimating confidence 
intervals), which is an estimate of the median. Even the p 
values are based on the different effect sizes used in the sta-
tistical tests. However, different effect sizes have a different 
robustness against the presence of extreme values or distri-
butional assumptions (Hothorn 1989). This means that an 
effect size and confidence intervals estimated for one organ 
might not be comparable to an effect size of another organ, 
when different tests are used. Hence, only a common effect 
size within one bioassay allows a direct comparison.

Outliers

Some decision trees include an outlier detection step by for 
example Dixon’s test (Dean and Dixon 1951). This intro-
duces however at least two issues: (1) at which step should 
such a test be conducted (before the assumption tests or 
after) and (2) is the “outlier” actually an “extreme value”.

Outliers come from a different sample process than the 
rest of the data by definition (Hawkins 1980). Thus, by 
a mistake such as a typo or occur due to methodologi-
cal differences in the experimental conduct. An extreme 
value can occur in contrast due to the continuous statisti-
cal distribution assumption, as already described above. 
Further, also the underlying biology may give raise to 
extreme values, e.g. due to a particularly sensitive statis-
tical unit; a test species might consist of responders and 
non-responders (compare individualized pharmacotherapy 
due to single-nucleotide polymorphisms or metabolomics). 
An extreme response value might thus be an indicator for 
a pathological response in safety assessment. However, an 
appropriate treatment of these extreme values is needed, 
e.g. by transformation of the response variable, otherwise 
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the false negative rate may increase when assuming nor-
mal distribution by the t test.

Therefore, single values should only be excluded from 
a statistical analysis upon a detailed assessment of the data 
and not due to a single statistical test.

Variance heterogeneity

Variance heterogeneity, i.e. unequal variance in the groups, 
is often observed in toxicological bioassays. In fact, one 
might argue that some level of variance heterogeneity, cor-
relating with the effect and/or treatment level, should be 
expected after a toxic insult, e. g. due to different suscep-
tibilities to the effect in the investigated population or due 
to interfering with some physiological process. Usually the 
variance heterogeneity is not further investigated, because 
the focus is on the potentially treatment-induced mean shift. 
The concern is mainly related to the derivation of unreli-
able confidence intervals and p values, i.e. false-positive (or 
negative) rates depending on the pattern of the variance over 
the groups and their sample sizes.

Similarly to the tests on normality, and the associated 
issues as discussed above, there are several different tests 
available on variance homogeneity. Most common are Lev-
ene’s (Levene 1960) or Bartlett’s test (Bartlett 1937), which 
have different robustness against extreme values or skewed 
distributions (Conover et al. 1981).

In case of variance heterogeneity, there are several adjust-
ments available that make the pre-tests unnecessary, e. g. 
sandwich estimator (Herberich et al. 2010; Zeileis 2006) or 
reduced degrees of freedom (df) (Hasler and Hothorn 2008; 
Satterthwaite 1946; Welch 1947). Using such adjustments 
on the main tests result in robust estimation, in the case of 
heterogeneous variances [particularly when high variances 
occur in the group with small sample size (and vice versa)] 
and are still acceptable in the case of homogeneous vari-
ances. Therefore, these adjusted approaches can be recom-
mended routinely where the df-reduction works better for 
small sample size designs (Hasler 2016).

Since both the standard Dunnett and Williams test are 
based on a common means square error estimator, individual 
inference can be biased, e.g. when a toxic response is asso-
ciated with the smallest variance. Notice, as stated above, 
the usual main test “non-parametric” alternatives are often 
not robust in case of variance heterogeneity (Zimmerman 
1996, 2004).

Figure 3 shows typically occurring variance heterogene-
ity, here increasing with dose, in simulated data. The figure 
also cautions to use visualization because “superficial” vari-
ance heterogeneity may occur due to vastly different reasons, 
e.g. subgroups or non-normal distributions.

Sample size

One of the most prominent but ignored issues in the statistical 
assessment of toxicology studies is that the sample size is often 
very limited. For 28 day (OECD 2008a, b, c) rodent repeated-
dose toxicity studies only five animals per sex and group 
are required and for 90 days ten animals per sex and group 
(OECD 2018a). While carcinogenicity studies (OECD 2018b, 
c) require at least 50 animals per sex and group, the observed 
events are rare. Due to ethical considerations repeated-dose 
dog studies (OECD 1998) require only 4 animals/sex. Also 
in vivo genotoxicity studies require only five animals per test 
(OECD 2016a). From a statistical power perspective such 
observation numbers are challenging and many statistical 
assumption and main tests perform badly (Bland and Altman 
2009).

On the other hand, when biological/toxicological relevance 
thresholds are not established and tested against zero control, 
also tiny/negligible effects can become statistically significant, 
because p values and confidence intervals directly depend on 
sample size. This can be demonstrated by, for example, the 
formula for the t statistic of the two-sample t test for balanced 
designs and equal variance (Fisher 1925; Student 1908), which 
tests if a sample mean ( 

−
m1 ) is statistically equal to another 

sample mean ( 
−
m2).

Here, SDp is the pooled standard deviation of the sample 
[for calculation refer to Fisher (1925)] and n1 and n2 are the 
sample sizes for the respective mean values.

If there really is no difference between the means, the 
probability to observe increasing t values becomes smaller, 
viz the p value becomes smaller with higher t values (the p 
value should be calculated considering n1 + n2 − 2 degrees of 
freedom). It is obvious that p values also become smaller (and 
t increases), when the sample sizes increase (for all non-zero 
differences) because the denominator of the ratio decreases.

Alternative approaches

In the following, we present three approaches that allow the 
statistical assessment of data without using statistical deci-
sion trees: visualization and the use of regression diagnostics, 
robust testing, i.e. using tests with very relaxed assumptions, 
and the definition of “normal ranges”.

Visualization

Generally, it can be recommended to plot data before any 
statistical testing is applied, i.e. to conduct exploratory data 

t =
m1 − m2

SDp ×

√

1

n1
+

1

n2
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analysis (Tukey 1977). This gives an indication of varia-
tion, grouping of individual responses, effect size and actual 
dose–response pattern. Such insight is important for a toxi-
cological assessment but may be potentially obscured by 
single point value representation in result tables, common 
bar plots or statistical tests as represented by an asterisk in 
the data displays.

There have been many calls for the end of the typical 
mean bar graph and the plotting of individual values for data 
presentation (Cleveland 1993; Fosang and Colbran 2015; 
Nature Methods Editorial 2014; Pallmann and Hothorn 
2016; Weissgerber et al. 2019). Similarly, the dangers of 
incorrect assessments by conducting a statistical analyses 

without plotting the data have been repeatedly voiced (Ans-
combe 1973; Kluxen 2019b; Matejka and Fitzmaurice 2017; 
Tukey 1977). However, in regulatory bioassays, there are 
usually few if any graphs. And one can assume that the rea-
soning behind the statistical analysis relies exclusively on 
assumption tests (which is accordingly also detailed in the 
methods sections of the respective study reports).

Variance heterogeneity and trend can be easily assessed 
by plotting means and standard deviations. Additionally 
plotting individual values reveals to some extent a devia-
tion from the normal assumption and potential grouping of 
values. This is demonstrated in Fig. 3, which shows ran-
domly generated example data with different properties. 

Fig. 3   The use or graphs for reviewing statistical test assumptions. 
Four data sets of four groups each were generated from different 
known distributions: normal distribution (Normal), normal distribu-
tion with increasing variance heterogeneity in the two higher dose 
groups (Variance het), a mixture of two normal distributions with 
variance homogeneity but with only 50% of the observations in 
the dose groups being susceptible of a treatment effect (Mix) and a 
log normal distributed response (Log normal). a Shows means and 
standard deviations. Except in the first plots there is an obvious vari-
ance heterogeneity between the groups for all plots except “Nor-

mal”, which affect p-values and confidence intervals, i.e. decisions. 
b Shows individual values, box plots and violin plots, which can 
be used to assess the sample distribution (Wickham and Stryjewski 
2011). For Group 4, the variance heterogeneity in “Mix” is different 
to be different to the one in “Variance het”, which illustrates the use 
of plotting individual values. How to account for such a mixture of 
responders and non-responders in the statistical analysis may be a 
different discussion. “Log normal” obviously differs from the others 
plots in that we observe a large fraction of high values. This might be 
investigated further, see Fig. 4
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Most notable is the variance heterogeneity in three of the 
four data sets, however, with different aetiologies that cannot 
be detected in detail by applying the usual assumption tests: 
mixture distribution and log-normality.

ANOVA-type tests are regression analyses where the 
predictor is not continuous but the group variable. In a 
regression analysis, a line is fit through the data, reduces 
the amount of error (smallest residuals) as compared to all 
other possible lines. For standard ANOVA-type tests, the 
best “line” is through the group means, because of its prop-
erties. The response of any value in the treatment part of 
the dataset can be described as the mean response of the 
control group plus/minus the mean response of the group 
the value is in; we assume that the difference of treatment 
group response and control response can be solely explained 
by a location shift, compare Fig. 2a. This is associated with 
some error; and in a standard ANOVA or Dunnett test, the 
error is assumed to be similar for all groups, which is the 
variance homogeneity assumption. We can also say that a 
random data point in a group is best predicted by its group 
mean and some uncertainty.

Hence, when a linear model is fitted to the data, the model 
can be investigated by regression diagnostics (Kozak and 
Piepho 2018), e.g. the distribution of residuals investigated 
for deviations from the model assumptions or extreme 
values. An example of one kind of such a diagnostic plot, 
a Quantile–Quantile (QQ) plot, is given in Fig. 4, which 
explores the normality assumption of two data sets already 
shown in Fig. 3. Here, the quantiles of two distributions 
are plotted against each other, the residuals of the model 
fit and the theoretical quantiles of a normal distribution. If 
the distributions are similar, the data will follow a line and 
we can assume that the residuals are normal distributed, 

which is one of the ANOVA-type test assumptions. Further, 
the leverage and influence of single values, i.e. values that 
tremendously affect model fit, can be explored by various 
methods (Cook 1977). If the “statistical significance” relies 
on a single value in a data set, the actual significance of 
this observation can be appropriately discussed within the 
regression analysis framework. An illustrating example for 
using “Cook’s distance” is shown in Fig. 5, where the statis-
tical significance is driven by two values. Such plots allow 
the identification of outliers, i.e. values that may be errors 
in the data record or observations subjected to methodical 
differences during the experiment as compared to the other 
observations.

Using residual plots instead of using statistical tests has 
several benefits (Kozak and Piepho 2018). We do not have 
to rely on the data-dependent performance of assumption 
test variety used in the decision tree and we do not have 
to rely on a strict binary rejection criterion but can assess 
for approximate compliance or clear deviation. Most impor-
tantly, the treatment factor is taken into account when inves-
tigating residuals from a model fit. If a graphical assessment 
appears “too subjective”, the reader is encouraged to read-up 
the history behind the common 5% alpha threshold (e.g. in 
Salsburg 2002). Further, methods were developed that allow 
a more objective assessment by graphical model validation 
techniques (Ekstrøm 2014).

Such a detailed analysis of model fit may require a level 
of statistical literacy (or knowledge of the appropriate soft-
ware) that cannot be necessarily expected for all researchers 
with their expertise concentrated in other fields. Hence, a 
graphical regression analysis may be suitable to investigate 
single responses (that are considered to be potentially most 
adverse) but may be inconvenient as a generic approach in 

Fig. 4   The use of diagnostic plots for reviewing statistical test 
assumptions. For linear models, such as ANOVA/Dunnett-type tests, 
the distribution of the residuals from the model fit should be approxi-
mately normal (here, the difference of the individual observations 
from the respective group means). This assumption can be tested by 

Quantile–Quantile (Q–Q) plots, where the quantiles of one distribu-
tion are plotted against another, here normal distribution. When the 
distributions are similar, the individual values follow a line. It is obvi-
ous for the “Log normal” data deviate from this assumption. Please 
refer to (Kozak and Piepho 2018)
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bioassays with many endpoints. Graphical data presentation 
can however be realized for multiple endpoints as, for exam-
ple, demonstrated for pair-wise standardized effect size plots 
(Schmidt et al. 2016). Those could be expanded by including 
multiple treatment groups in one plot.

Robust testing

Robust testing comprises several tests that perform well 
when deviations from the usual assumptions or extreme val-
ues occur (Wilcox 2012). If we want to estimate a typical 
data value in a data set, we can use point estimates. The data 
set [1, 1, 1, 1, 2] has a mean of 1.2 and a median of 1. Either 
value could be considered to be a good representation of a 
typical value. The data set [1, 1, 1, 1, 20] has a mean of 4.8, 
which is higher than all other values in the data set except 
the maximum, but still hast a median of 1. Thus, a median 
is can be considered to be more robust in case of extreme 
values in a data set than the mean. Similarly, statistical tests 
can be robust, i.e. less sensitive against deviations from their 
assumptions.

In case of a very skewed distribution and/or vari-
ance changes (variance heterogeneity) with dose level, an 
ANOVA gives incorrect p-values and confidence intervals 
because its assumptions are violated. That does not mean 
that an ANOVA cannot be conducted, it means that the 
results need to be questioned with regard to the deviations 
from its assumptions.

Therefore, if multiple comparisons for pair-wise test-
ing are performed, it is useful to generically apply a test 

that is robust regarding deviations from the usual statistical 
tests’ assumptions, so-called robust tests. Several of such 
tests have been proposed in the past. As indicated above, a 
Dunnett test can be adjusted for variance heterogeneity by 
sandwich estimator (Herberich and Hothorn 2012; Zeileis 
2006) or by reduced degrees of freedom, Satterthwaite 
approximation (Hasler 2016; Satterthwaite 1946), or using 
robust linear models based on various methods to minimize 
the M-estimator (Koller and Stahel 2011). “Non-parametric” 
rank-sum tests, such as the Steel test (Steel 1959) or modifi-
cations (Konietschke et al. 2015), can be used without distri-
butional assumptions but still require variance homogeneity 
and large sample sizes.

We recently compared (Hothorn and Kluxen 2019)1 
several modifications of the Dunnett procedure against the 
original test (Dunnett 1955) and against each other. In the 
same paper we presented new modifications of the Dunnett 
procedure for continuous data applying the novel most likely 
transformation (MLT) approach (Hothorn et al. 2018), the 
MLT-Dunnett and the modification for correlated multiple 
and differently-scaled endpoints, optimally dichotomized for 
continuous endpoints by continuous outcome logistic regres-
sion (COLR), the COLR-Dunnett.

Unfortunately, the MLT approach is mathematically com-
plex, however, it can be easily applied with the available 

Fig. 5   The use of diagnostic plots for reviewing statistical test 
assumptions. a Shows a data set where the samples for Group 3 and 
4 come from normal distributions with slightly increased means (0.5 
units higher, all distributions have a standard distribution of 1) than 
the distributions of Group 1 and 2. Two extreme values where manu-
ally introduced in Group 4, which results in a statistical significant 
result of a fitted ANOVA model. b Plotting “Cook’s distance” (Cook 
1977) of the model fit reveals two values in the data set that drive the 

statistical significance of the ANOVA, values with the indices 79 and 
80 in the data set (value 17 is also highlighted but has lesser influ-
ence/potency). Exclusion of the points from the statistical analysis 
result in no “statistical significance”. In an actual experiment it may 
be questioned whether the observations are outliers, e.g. mistakes 
occurring in the data recording or observations with methodical devi-
ations in the experimental conduct

1  N.B. after peer-review another study investigated the robustness 
of the MLT-Dunnett for count data which is available as a pre-print: 
Hothorn and Kluxen (2020) Statistical analysis of no observed effect 
concentrations or levels in eco-toxicological assays with overdis-
persed count endpoints. https​://doi.org/10.1101/2020.01.15.90788​1.

https://doi.org/10.1101/2020.01.15.907881
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software (Hothorn 2018). It can also be seen as an extension 
of Box–Cox transformations (Box and Cox 1964), which is 
a family of power transformations (commonly log or square 
root, square, cubic etc. and their reciprocal values) that 
can be used to (approximately) normalize data. The MLT 
approach achieves the same but applies a cascade of increas-
ingly complex transformation models and allows to choose 
the most appropriate one using a maximum likelihood 
framework. In this, the parameterization of the monotone 
increasing transformation function is achieved by Bernstein 
polynomials that can be used to approximate any continu-
ous distribution (Farouki 2012). Where the usual regression 
models estimate the conditional mean as a function of dose 
and assume that distributional properties such as variance or 
skewness of the distribution can be ignored, they are consid-
ered in the MLT approach. Therefore, it is robust against any 
non-normal distributions (including discreteness), variance 
heterogeneity, extreme values, and even censored observa-
tions (values with a detection limit).

Continuous outcome logistic regression (Lohse et al. 
2017) is similar to the most likely transformation approach 
but with the distribution function argument “logistic” for 
data-optimal dichotomization. It provides dimensionless 
odds ratios and their confidence intervals as effect size, 
which is optimally dichotomized for the endpoint specific 
distribution.

Based on a simulation study (Hothorn and Kluxen 2019)2, 
the MLT-Dunnett can be recommended as being almost 
always appropriate for continuous data with having greater 
power and a smaller Type-I-Error than its other robust ver-
sions. If one prefers confidence intervals instead of p values, 
which is recommended (Amrhein et al. 2019; Wasserstein 
et al. 2019), which allows the interpretation of effect size 
and its uncertainty in toxicological units, this is consider-
ably more difficult for the MLT-Dunnett test. The reason 
for this is that a retransformation into the measured scale is 
not available. A way out then is the odds ratio as effect size 
for COLR-Dunnett test, which is however not very common 
in toxicology. The COLR-Dunnett allows the simultaneous 
comparison of multiple differently scaled end-points within 
one bioassay with odds-ratio as the common effect size. 
(Hothorn and Kluxen 2019) This means that effects within 
one data set can be compared on a common scale and not by 
different effect sizes as it may be the case when following 
decision tree approaches.

However, all multiple comparison tests used in toxicol-
ogy and also robust methods such as the MLT-Dunnett, do 

not perform optimally in small sample size designs (also 
see discussion).

Nevertheless, we believe that robust testing can replace 
decision tree-dependent testing in a toxicological bioassay 
as the standard approach.

Reference ranges

A different way to assess toxicologically concerning 
responses in regulatory assays is to define reference ranges 
of responses that are considered “normal”, as commonly 
done for clinical haematological assessments for humans. 
Unfortunately, there are still many open questions before 
this approach can be generically implemented.

There are different ways to define reference ranges: they 
can be based on the concurrent assay or based on historical 
data or a combination of the two with the concurrent control 
being the most recent historical control data. Further, they 
should consider biological variance and random error.

The benefit for using historical values is clearly that, if the 
historical control data are from the same population, this will 
result in a better estimate of the population standard devia-
tion because of an increased n and because the response of 
the concurrent control could be extreme. An issue is that 
due to genetic drift and potential background infections, 
time-dependent variation of some parameters might occur. 
This requires continuous monitoring and attention from the 
breeders or radically different factorial approaches with 
associated statistical challenges (Festing 1993). While his-
torical control data needs to be submitted for human safety 
assessment, e.g. according to the data requirements in pes-
ticide regulation (European Commission 2013), there is no 
agreed standard on form or detail. It is also not mandatory to 
provide control charts. Similarly, there is no agreed numeri-
cal range derivation for historical control data. In ecotoxicol-
ogy, a more involved discussion about how to use historical 
control data only just started (Wheeler 2019).

There are at least three methods to defined historical con-
trol ranges: some OECD test guidelines require the deri-
vation of confidence intervals (normal or Poisson-based 
depending on the response) for historical control means. 
Contrary to this, Igl et al. (2019) proposes to use tolerance 
intervals. A confidence interval contains the population 
mean of a concurrent population with a pre-specified confi-
dence probability. A tolerance interval contains a specified 
proportion of future samples (with a pre-specified confi-
dence probability), where the number of future samples is 
not specified. A tolerance interval may consider that 90% 
of future observations will fall into the interval with a 95% 
confidence. A prediction interval contains a single future 
observation within n future samples, with a pre-specified 
confidence probability (Hahn and Meeker 1991). Thus a 
confidence interval considers the population mean but both 

2  Hothorn and Kluxen (2020) has become available in the meantime 
as a preprint, which investigates the MLT-Dunnett’s robustness for 
count data.
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tolerance and prediction intervals future observations. This 
is the key distinction and indicates their value when using 
historical control data.

While it seems to be clear that the confidence interval 
is inappropriate, tolerance intervals suffer from a suitable 
choice of the proportion (90% or 50%?) in future samples. 
Hence, we propose prediction intervals for toxicological rea-
soning: a certain interval from historical controls of size n is 
estimated in such a way that a single future value is within 
the interval. If so the effect can be assessed as incidental, 
otherwise as treatment-related. Instead of a prediction inter-
val for a future single value, a prediction interval for a future 
mean (of a certain observation number) can be estimated 
alternatively. Note all intervals depend on observation num-
ber, which seems however to be non-critical for regulatory 
studies with recommended/required sample sizes.

Figure 6 shows a hypothetical example of using refer-
ence ranges. Two of the shown group responses are within 
the reference range, which can be defined in various ways 
as described above. Two of the group responses are outside 
of the range and can be discussed to be of toxicological rel-
evance. The uncertainty associated with their effect size can 
be described by confidence intervals, which can be inter-
preted as “compatibility intervals” (Greenland 2019). An 
application of such interpretation in toxicology is discussed 
elsewhere (Hothorn and Pirow 2019; Kluxen 2019a).

Case study

As a simple case study, the clinical chemistry endpoint cre-
atine kinase was chosen from a 13-week study with sodium 
dichromate dihydrate administered to F344 rats (National 
Toxicology Program 2010). The data are plotted in Fig. 7. 

The plot shows a dose response but due to the presence of 
two high values pronounced variance heterogeneity.

Table 1 shows the results of applying 3 different assump-
tion tests for both the normality and the variance homoge-
neity assumption. While there is an unequivocal result for 
the non-normality decision, if the common p < 0.05 deci-
sion criterion is applied, the p-values differ tremendously. 
A similar observation can be made for the assumption tests 
on variance homogeneity. Here, it is quite obvious that the 
selected test in the decision tree could affect the further sta-
tistical analysis.

If we consider the Lilliefors-version of the Kolmogorov 
test for small observation numbers (Dallal and Wilkinson 
1986), the p value of 0.003 speaks against the assumption 
of normal distribution (Note that the group structure of the 
design was not taken into account). According to the deci-
sion tree in Fig. 1, this could then lead to a global rank test. 
Since the p value of the corresponding Kruskal–Wallis test 
is very small (p = 0.00005), Wilcoxon tests in pairs for com-
parison against control would follow. Its Bonferroni-adjusted 
(Shaffer 1995) two-sided p values and the corresponding 
tests after simply using a MLT-Dunnett are presented in 
Table 2.

For the Wilcoxon test, the no observed effect dose is 
125  mg/kg bw/day. The robust alternative without any 
pre-tests, the MLT-Dunnett yields monotonously smaller 
adjusted p-values and a smaller no observed effect dose, 
when a p value of < 0.05 is considered appropriate (and 
biological relevance is not taken into account). The robust 
approach does not require a decision tree and achieves 
qualitative other, more sensitive significance decisions. The 

Fig. 6   The use of reference ranges to assess toxicological relevance. 
The graph shows the responses of a hypothetical data set. The axes 
of this graph have been flipped to distinguish it from Fig.  3a. The 
mean responses (×, multiplication sign) of group 1 and 2 are within 
the range of acceptable variation which can be estimated by differ-
ent methods as discussed in “Reference Ranges”. The responses 
of groups 3 and 4 are outside of the reference range. The mean 
responses can also be interpreted with regard to uncertainty by using 
confidence intervals

Fig. 7   Case study: Creatine Kinase induction in a 13-week study with 
sodium dichromate dihydrate administered to F344 rats (National 
Toxicology Program 2010). Plotted are individual values, box plots in 
grey and mean (×, multiplication sign) and standard deviations. The 
graphs show two high values that appear to introduce variance het-
erogeneity
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p-values of the standard Dunnett tests are also shown for 
comparison and illustrate the effect of ignoring variance het-
erogeneity. Note only one-sided p-values were calculated 
under the assumption that only increasing Creatine Kinase 
would be toxicologically relevant. The R-code for this exam-
ple is available in the supplementary material.

Discussion

The two currently used methods for hazard characterization 
of chemicals are either to identify a treatment level that is 
statistically and ideally biologically different from control or 
deriving a dose that elicits a response equal to or exceeding a 
pre-defined threshold. The prior establishes a No Observed 
Adverse Effect Level (NOAEL, or NOAEC for concentra-
tion) with the aid of Dunnett or pair-wise statistical testing 
and the latter a benchmark dose level (BMD) or an effective 
concentration (EC), by statistical dose–response modelling.

For BMD derivation, the state-of-the-art is model aver-
aging (Hardy et al. 2017; Jensen et al. 2019; Wheeler and 
Bailer 2007), because it reduces the impact of selecting an 
incorrect model and it performs better when the biological 
response cannot be derived due to the common limited num-
ber of dose groups. Model-averaging ameliorates the larger 
error of choosing an incorrect dose–response model. Con-
versely, the decision tree approach does not offer a similar 
protection and may due to the insufficiency of the pre-tests 
result in sub-optimal analysis with different tests for different 
endpoints, which makes their results incomparable. Using 
decision trees also increases the overall false positive rate, 
which is not desirable.

So why use testing against control at all to derive 
NOAELs if the generic decision tree method seems inad-
equate and dose–response modelling is available? On the 
one hand, pair-wise or Dunnett testing is a current regula-
tory requirement, e.g. for hazard identification. On the other 
hand, it is possible to derive NOAELs by using assumption-
free/robust tests without relying on statistical decision trees.

In principle, pair-wise or Dunnett testing perform well 
when the tests’ assumptions are approximately satisfied 
and many tests have a certain robustness against slight 
deviations from their assumptions, when the group obser-
vations are balanced. Hothorn (2014) previously pro-
posed to use a minimal decision tree based on certain data 
properties, due to the deficiencies with the decision tree 
approach. However, it is considered unlikely that a refined 
statistical assessment of data and model properties, such 
as regression diagnostics, can be performed on every end-
point investigated within one study under realistic con-
ditions. Further, it may be unreasonable to assume that 
all (eco-) toxicologists have capacity to acquire the level 
of statistical literacy or practically conduct the refined 
assessments.

(Eco-) toxicologists need to identify parameters in a bio-
assay that may raise concern, and this is often out of a very 
high number of parameters that are investigated within one 
study, e.g. clinical chemistry. Here a statistically significant 
result often acts as a first clue, and triggers further investi-
gation, i.e. whether other related parameters, such as other 
clinical chemistry changes, organ weights or histopathologi-
cal observations, are dose-dependently affected.

Table 1   Assumption tests 
conducted on the case study 
data result in vastly different 
p-values

This suggests that when different decision trees are used on the same data the choice of the assumption test 
present in the decision tree can affect in different main tests and subsequently the results

Assumption tested Assumption tests with corresponding p values

Normality Shapiro–Wilk Anderson–Darling Lilliefors 
(Kolmogorov–
Smirnov)

1.121865e−08 5.4083e-07 0.002935813
Variance homogeneity Levene Bartlett Fligner–Killeen

0.1665637 1.004338e−06 0.9712356

Table 2   One-sided p values 
of three different statistical 
evaluations of the case study

Dose group comparison 
against control (0)

Wilcoxon test (Bonferroni-
adjusted)

MLT-Dunnett Standard Dunnett

62.5–0 0.79 0.13 0.15
125–0 0.11 0.04 0.41
250–0 0.013 0.007 0.22
500–0 0.0005  < 0.0001 0.04
1000–0 0.0002  < 0.0001 0.002
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Thus, some generic approach is needed and we believe 
that robust testing can be used as a better and simpler alter-
native to decision trees.

Generically, robust testing seems to be most appropriate 
and easily applicable for pair-wise testing and is a suitable 
replacement of the commonly used decision trees, because 
the generic application of decision trees may result in 
sub-optimal test choices. An a priori-defined and options-
restricted decision tree is counter-productive, because it may 
result in a flawed assessment based on a single incorrect 
decision within a batch of several subsequent binary deci-
sions. Subsequent application of dependent statistical tests 
propagate error. It seems more appropriate to use a test that 
performs best in most situations, such as the MLT-Dunnett 
for continuous data.

We also briefly introduced the concept of using refer-
ence ranges. There are currently however still some unre-
solved issues with the approach. For example, it needs to be 
established whether the group mean, or an individual value 
within a group or the difference to control would be relevant 
and whether between assay variability should be considered. 
Currently and usually the between assay variability is not 
considered. Historical assays can be modelled as a random 
factor to estimate prediction intervals for random effects 
models (Hoffman and Berger 2011).

Decision trees have the superficial merit of describing a 
statistical analysis in well-documented GLP-style. However, 
using e.g. the platform-independent, free-statistics software 
“R” (R Core Team 2017) allows documentation of the sta-
tistical analysis by design because the analysis is conducted 
by running software code. The code can be easily reported, 
quality checked and peer-reviewed; i.e. the data analysis sat-
isfies the “reproducible research” concept (Gandrud 2015). 
Further, all presented robust methods are available in R, for 
example code refer to Hothorn and Kluxen (2019).

The authors would like to caution the use of statistical 
tests, also the use of robust tests, in isolation to identify a 
supposedly relevant (eco-) toxicological response. Statistical 
significance as the sole relevance criterion has been repeat-
edly criticized (Amrhein et al. 2017; Nuzzo 2014; Wasser-
stein and Lazar 2016) and recently a complete special issue 
of The American Statistician was dedicated to the problem 
(Wasserstein et al. 2019). All statistical tests depend on some 
fundamental assumptions, i.e. what is an appropriate thresh-
old for statistical significance/an appropriate and acceptable 
error rate (which is usually set arbitrarily at 5%; as dis-
cussed in Salsburg (2002)). If the results from a statistical 
analysis clearly deviate from the general pattern observed 
by exploratory data analysis, there might be an issue with 
the applied inference model. If there is no consistent and 
repeatable response, also if there is a single isolated statisti-
cal response within a set of related parameters as found in 

clinical chemistry, the chances for a Type-II error are slight 
(“false negative”). This is consistent with the toxicological 
method of establishing dose–response being clearly different 
from historical control variation. A repetition of the assay 
or a weight-of-evidence assessment also reduces the Type-I 
error rate (“false positive”). A statistically significant result 
should always be submitted to a “plausibility check”. If the 
result of a statistical analysis seems implausible with regard 
to the general pattern in the data (also compare the “com-
mon sense test”, Fox and Landis (2016)), independent of 
whether or not statistical significance was established, either 
more data needs to be produced or other data/information are 
needed for a weight-of-evidence assessment. In case of ver-
tebrate testing, the generation of new data might, however, 
be restricted due to ethical considerations.

It should be further considered that the current approach 
of deriving NOAELs in safety assessment, i.e. the proof-
of-hazard assessment, can be scrutinized per se due to 
philosophical considerations: “absence of evidence is not 
evidence of absence” (Altman and Bland 1995). A proof-
of-safety assessment would be more appropriate, as con-
ducted in the testing for bioequivalence (U.S. Food and Drug 
Administration 2001), however, there is a lack of consen-
sus on biological relevance thresholds, for which reference 
ranges could be helpful. Software for this is available (Dilba 
et al. 2004; Hothorn and Hasler 2008; Hothorn et al. 2008) 
and the application could be easily implemented (Delignette-
Muller et al. 2011), also by using robust tests.

Only some of the endpoints in toxicology are continu-
ous (and considered in most decision tree approaches), 
others are discrete (proportional, scores), ordered, counts 
or time-to-event (Szocs and Schafer 2015). For these end-
points and their appropriate effect sizes related Dunnett-type 
procedures are available, e.g. for ratio-to-control (Dilba 
et al. 2004), proportions (Schaarschmidt et al. 2009), rela-
tive effect size (Konietschke et al. 2015), poly-k estimates 
(Schaarschmidt et al. 2008) and time-to-event data (Herber-
ich and Hothorn 2012).

Conclusion

The basic principle of toxicological testing, is to experimen-
tally establish a dose–response and to identify a dose with 
a biologically relevant and probably non-random deviation 
from “normal”. Statistical toxicology should be aiding and 
mirroring this. A binary yes-and-no answer, as propagated 
by the decision tree idea, is conceptually and statistically 
flawed, particularly in the commonly-used designs with 
small sample sizes.

While the decision tree approach has substantial deficien-
cies, it has the superficial merit of being easily plannable 
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and documentable and thus apparently fits well into a GLP 
environment. There are however tools available that make 
pre-testing unnecessary. Since manual model fitting/statis-
tical analysis cannot be expected on a routine basis, robust 
testing can be recommended as a valid and better alternative 
to decision trees.

We refer to the generally better performance of the MLT-
Dunnett for multiple comparisons as compared to current 
standard methodology (Hothorn and Kluxen 2019), which 
can be used to generically replace decision trees. However, 
using the robust Dunnett test instead of decision trees does 
not prevent assessment fallacies: also such tests are not able 
to identify (eco-) toxicological relevance in the current form 
and as a stand-alone statistical application.
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