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Introduction

The half-maximal effective concentration (EC50) as an 
important measure used in toxicology refers to the concen-
tration of a chemical that produces half-maximal response. 
In vitro dose–response data typically exhibit a sigmoidal 
relationship between concentrations of a chemical and 
response measurements in the assay, which can be fitted by 
the four-parameter log-logistic (4pLL) model (e.g., Finney 
1976) that includes EC50 directly as one of the model 
parameters. The 4pLL model function describing the dose–
response data (x, y) is given by

The parameters φ(c) and φ(d) correspond to the lower and 
upper horizontal limits for mean response, respectively. 
The parameter φ(e) is the effective concentration EC50. The 
parameter φ(b) determines the slope of the curve. The posi-
tive sign of the parameter φ(b) indicates a decreasing curve, 
and the negative sign indicates an increasing curve.

Often in practical dose–response studies, more than one 
experiment is performed for a chemical to estimate EC50 
values. The individual EC50 estimates vary to some extent 
from experiment to experiment, even under an identical 
experimental design. In this case, summarizing EC50 val-
ues from a series of experiments requires statistical sup-
port to obtain an average EC50 value with a corresponding 
confidence interval over all experiments. Sometimes, for a 
given experiment, the maximum tested concentration level 

(1)y = f (x) = φ(c) +
φ(d) − φ(c)

1+ exp{φ(b)[log(x)− log(φ(e))]}
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might not be high enough to observe the lower (or upper) 
plateau of a decreasing (or an increasing) dose–response 
curve. The ranges of tested concentrations can differ in 
multiple dose–response experiments. This may lead to 
problems with the estimation of individual EC50 values in 
experiments in which a dose–response relationship cannot 
be observed completely. Based on whether this situation 
is present, a dose–response study of multiple experiments 
can be classified into two types, as illustrated in Fig. 1: (a) 
complete dose–response relationships in all experiments; 
and (b) the combination of complete and incomplete dose–
response relationships in multiple experiments.

For type (a) complete dose–response relationships, Jiang 
and Kopp-Schneider (2014) compared two statistical meth-
ods for averaging EC50 values: the mixed-effects modeling 
and the meta-analysis approaches. Using the mixed-effects 
model, the average EC50 value over all experiments is esti-
mated by considering the variabilities within and among 
experiments simultaneously. For k experiments, the mixed-
effects version of the 4pLL model function for the repeated 
response yij measured in the experiment i (i = 1,…, k) at 
the jth (j = 1,…, nj) concentration xij is expressed as

where φi
(b), φi

(c), φi
(d), and φi

(e) are experiment-specific param-
eters and the fixed effects β(b), β(c), β(d), and β(e) represent 
the mean values of the corresponding experiment-specific 

(2)

yij = f (xij) = φ
(c)
i +

φ
(d)
i − φ

(c)
i

1+ exp{φ
(b)
i [log(xij)− log(φ

(e)
i )]}

= (β(c) + b
(c)
i )+

(β(d) + b
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i )− (β(c) + b
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1+ exp{(β(b) + b
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parameters. The random effects bi
(b), bi

(c), bi
(d), and bi

(e) rep-
resent the deviations of the experiment-specific parameter 
from their mean values. The random effects are assumed 
to be independent for different experiments and distrib-
uted normally with mean 0 and variance–covariance matrix 
Ψ. The model can be reduced by fixing some of the four 
random effects to zero, if the corresponding experiment-
specific parameters do not vary from experiment to experi-
ment. Averaging the EC50 values based on the mixed-
effects model function (2) corresponds to estimation of 
the fixed-effects parameter β(e) and its standard error 
(se). The 95 % Wald-type confidence interval can be con-
structed to report uncertainty of the mean EC50 value over 
all experiments. As degrees of freedom for t distribution 
∑k

i=1 ni − k − 3 (Pinheiro and Bates 2000) can be used.
Fitting the four-parameter log-logistic mixed-effects 

(4pLLME) model (2) is computationally demanding and 
often does not result in parameter estimates, which restricts 
its application in practical use. Instead of the strict mixed-
effects modeling approach, the two-step meta-analysis 
strategy is a viable alternative. In the case that complete 
dose–response relationships are observed in more than 
three experiments, Jiang and Kopp-Schneider (2014) 
identified the meta-analysis strategy as a robust method 
of averaging EC50 estimates from multiple experiments. 
The first step of the meta-analysis is to estimate individual 
EC50 values φ1

(e),… φk
(e) and their variances σ1

2,…, σk
2 for 

each experimental data set. The number of experiments is 
denoted by k. In the second step, the between-experiment 
variance τ̂ 2is estimated. Jiang and Kopp-Schneider (2014) 
suggested using the Hedges estimator (Hedges and Olkin 
1985):

Fig. 1  Illustrations of two types of multiple dose–response experi-
ments. The data were selected from real dose–response experiments. 
Dose–response curves of each experiment were fitted using four-
parameter log-logistic models. The various symbols in each plot 

represent the mean responses for every concentration in each experi-
ment. (a) Complete dose–response relationships in multiple experi-
ments; (b) combination of complete and incomplete dose–response 
relationships in multiple experiments
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Then, the weighted average EC50 value µ̂ over k experi-
ments is calculated by

To construct the 95 % confidence interval for µ̂, the 
method proposed by Hartung and Knapp (2001a, b) is sug-
gested as follows:

where tk−1,0.975 corresponds to the quantile of the t distribution.
The performance of different analysis strategies has not 

yet been investigated regarding the combination of complete 
and incomplete dose–response relationships [type (b)]. This 
question will be the first topic of the present paper. Moreover, 
we provide a new plot pattern for the visualization of dose–
response data collected from a large number of experiments 
(e.g., ≥10). Finally, we suggest systematic analysis strategies 
for averaging EC50 from multiple dose–response experiments.

Materials and methods

Exemplary case study

The 3T3 mouse fibroblasts and neutral red uptake (NRU) 
assay were carried out to evaluate the basal cytotoxicity of 
chemicals. Data, published by Clothier et al. (2013), from 
22 experiments performed independently in six laboratories 
for the test chemical sodium valproate were selected for the 
analyses. The assay was performed at eight concentration 
levels of the test chemical across each 96-well plate, in six 
replicate wells per concentration. In addition, twelve solvent 
control measurements were available for each experiment.

Simulation study

To analyze the combination of complete and incomplete 
dose–response relationships in multiple experiments, we 
performed a simulation study. Two scenarios of the experi-
ment that contains an incomplete dose–response relation-
ship were considered: (I) where the true average EC50 
value over all experiments was larger than the maximum 
concentration tested in this experiment, and (II) where 

(3)
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1
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∑
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,

the true overall average EC50 value was within the range 
of tested concentrations in this experiment, but the lower 
limit of the decreasing curve was still not reached. The 
total number of experiments (k) was restricted to 3 or 6. For 
k = 3, one experiment had a complete dose–response rela-
tionship and two had incomplete relationships; for k = 6, 
two experiments had complete dose–response relationships 
and four had incomplete relationships. Figure 2 illustrates 
the simulation scenarios (I) and (II) for the example of 3 
experiments. The data were generated based on the 4LLME 
model (2) using uncorrelated random effects. The true aver-
age EC50 value combined from k experiment was 5. The 
concentration levels that cover complete relationships cho-
sen for the experiments were as follows: 0, 0.1, 0.3, 1, 3, 
10, 30, 100, 300, and 1,000. For the experiments having 
incomplete relationships, the concentration levels in sce-
nario (I) were 0, 3e−4, 1e−3, 3e−3, 1e−2, 3e−2, 1e−1, 
3e−1, 1, and 3; and in scenario (II) 0, 1e−3, 3e−3, 1e−2, 
3e−2, 1e−1, 3e−1, 1, 3, and 10. Twelve replicates of 
response measurements for concentration 0 and six repli-
cates for the other concentration levels were generated.

To evaluate whether experiments having incomplete 
dose–response relationships should be excluded from 
further analyses even in the case of a small total num-
ber of experiments, the average EC50 value and its 95 % 
confidence interval were estimated in the following two 
situations: (1) including all experiments; and (2) includ-
ing only those experiments with complete dose–response 
relationships. The simulation procedure described above 
was repeated 1,000 times for each scenario and both val-
ues of k, 3 and 6. The average EC50 values obtained using 
the two approaches in various scenarios were evaluated 
with respect to the bias and mean square error (MSE) of 
the estimates. The closer the MSE is to zero, the higher 
the accuracy of an estimate. Their 95 % confidence inter-
vals (CIs) were compared in terms of length and coverage 
probability (CP). The CP reflects how often the CIs cap-
ture the true EC50 value and should be around 95 % for a 
95 % CI.

Statistical methods and software

The restricted maximum likelihood (REML) estimation 
method based on the LME (linear mixed-effects) approxi-
mation (Lindstrom and Bates 1990) was applied in the 
4pLLME model. In the meta-analysis strategy, seven heter-
ogeneity estimators were used: Hedges (HE) (Hedges and 
Olkin 1985), Hunter–Schmidt (HS) (Hunter and Schmidt 
2004), DerSimonian–Laird (DL) (DerSimonian and Laird 
1986), Sidik–Jonkman (SJ) (Sidik and Jonkman 2005), 
(restricted) maximum likelihood (ML) (REML) (Viech-
tbauer 2005), and Empirical Bayes (EB) (Morris 1983). 
The average EC50 value was estimated by applying both 
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weighted and unweighted (UW) versions. For details see 
Jiang and Kopp-Schneider (2014).

All calculations and visualizations were performed with 
the statistical software R version 3.0.3 (Team R Develop-
ment Core 2013). The 4pLL model was fitted using the R 
package drc (Ritz and Streibig 2005). The R package nlme 
(Pinheiro and Bates 2000) was used for fitting the 4pLLME 
model and the R package metafor (Viechtbauer 2010) for 
computing the heterogeneity estimators in the meta-analy-
sis. A web application for the implementation of the meta-
analysis approach and data visualization was established 
(available at http://biostatistics.dkfz.de/mdra/).

Results

The simulation study compared the results of averaging 
EC50 estimates by applying mixed-effects modeling and 
meta-analysis approaches where complete dose–response 
relationships were observed in fewer than three experi-
ments. The case study of exemplary data presents the 
results of averaging EC50 estimates from a large number of 
experiments with the combination of complete and incom-
plete dose–response relationships by using visualization 
methods and the meta-analysis approach.

Simulation results

Similar results were obtained for scenarios (I) and (II) in 
the simulation study. To depict the results, scenario (I) for 
k = 6 was selected. Figure 3 shows boxplots of the over-
all average EC50 estimates using all experiments versus 

excluding experiments with incomplete dose–response 
relationships for different estimation methods. In analogy, 
Fig. 4 shows the distribution of lengths of CIs for the aver-
age EC50 estimates as well as the CPs.

In the case of k = 6, when using the meta-analysis 
approach, the average EC50 estimates over all experiments 

Fig. 2  The simulation scenarios (I) and (II) for three experiments 
showing a combination of complete and incomplete dose–response 
relationships. The numbers indicate the mean responses for every 

concentration level in each experiment. The dashed line indicates the 
true overall average EC50 value

Fig. 3  Boxplots comparing the range and distribution of the average 
EC50 estimates over all experiments and excluding those with incom-
plete dose–response relationships

http://biostatistics.dkfz.de/mdra/
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were very biased (relative bias ranging from −19.72 to 
−1.91 %), and the unweighted estimation varied strongly 
(MSE of 7.99). Nevertheless, the average EC50 values esti-
mated from two experiments that covered complete dose–
response relationships were unbiased (bias ranging from 
−0.28 to −0.27 %), no matter which heterogeneity estima-
tor was applied in meta-analysis (e.g., see blue boxplots in 
Fig. 3). In terms of CPs, the exclusion of experimental data 
sets with incomplete dose–response relationships obviously 
improved the results of the CI for average EC50 estimates 
except when using the SJ heterogeneity estimator, but the 
CIs were wider due to the reduced number of experiments. 
For example, in scenario (I), the CPs were lower (≤0.90) 
when using all experimental data sets to conduct the meta-
analysis and rose to 0.935 after the elimination of data sets 
with incomplete dose–response relationships, regardless 
of which heterogeneity estimator was applied (e.g., see 
blue boxplots in Fig. 4). When using the 4pLLME model, 
the average EC50 estimates on the basis of all experi-
mental data sets were more accurate than those based on 
data sets that contained complete dose–response relation-
ships, resulting in the smallest bias of −0.0025 with MSE 
of 0.0344 in scenario (I) and bias of −0.0011 with MSE 
of 0.0572 in scenario (II). The 4pLLME modeling of all 
experimental data resulted in the narrowest CIs for average 
EC50 estimates as well as their CPs, which were close to 
0.95; for example, in scenario (I), the mean length of CIs 
was 0.809 and the CP was 0.948.

In the case of k = 3, the average EC50 values estimated 
from all experiments using the meta-analysis approach 
were less accurate than the individual EC50 values esti-
mated from a single experimental data set with a com-
plete dose–response relationship. The CIs for average 
EC50 estimates based on a single experiment with com-
plete dose–response relationship did not meet the require-
ment for coverage of the true value; the CP was 0.710. The 
4pLLME modeling of all experimental data produced the 
smallest bias in the overall average EC50 estimates, which 
was −0.0012 with MSE of 0.0711. Although the CP of CIs 
based on the 4pLLME model of three experiments was too 
high (0.993), the lengths of CIs were on average narrower 
than those obtained from meta-analysis; for example, in 
scenario (I), the mean length of CIs based on the 4pLLME 
model was 1.733, whereas the smallest mean length of CIs 
based on meta-analysis using the HS heterogeneity estima-
tor was 133.34.

To sum up, exclusion of experimental data sets that pro-
vide inadequate dose–response information from the meta-
analysis approach could improve the accuracy of averaging 
EC50 estimates. If complete dose–response relationships 
were observed in only fewer than three experiments, the 
4pLLME modeling of all experimental data sets led to 
more accurate results of averaging EC50 estimates than 
the meta-analysis restricted to the experiments containing 
adequate dose–response information.

Results for exemplary case study

Visualization of exemplary data

Figure 5 illustrates the exemplary dose–response data sets, 
each in a separate plot, including dose–response curve fits, 
mean response values with corresponding concentration 
levels, as well as individual EC50 estimates and their 95 % 
CIs. Some experiments exhibit complete and explicit dose–
response relationships (e.g., experiment ID: 6), but some 
show no effects at all in the range of tested concentrations 
(e.g., experiment ID: 5). Peculiar curve fits (e.g., experi-
ment IDs: 3 and 9) are obtained for some experimental data 
sets.

To display information about all dose–response experi-
mental data sets simultaneously, we generated a summary 
plot: the dose–response screening (DORES) plot, shown in 
Fig. 6.

Using information from the DORES plot to screen data

The first left-hand column of the plot lists the experiment 
IDs arranged according to the maximum tested concentra-
tion level of each experiment from largest to smallest (from 
top to bottom of the plot). The vertical dashed line indicates 

Fig. 4  Boxplots comparing the range and distribution of lengths of 
confidence intervals for the average EC50 estimates over all experi-
ments and excluding those with incomplete dose–response relation-
ships. The corresponding coverage probabilities (CPs) are displayed 
on top of each boxplot
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Fig. 5  Dose–response curves fitted separately to each experimental 
data set for testing sodium valproate using four-parameter log-logistic 
model. The vertical lines indicate the EC50 values (solid lines) and 

95 % confidence intervals (dashed lines) estimated from each experi-
ment. The data points in each plot represent the mean responses for 
every concentration level in each experiment
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the maximum tested concentration across all experiments in 
the dose–response study. Each row contains dose–response 
information for one experiment. The blue circles display the 
tested concentration levels. Various ranges of tested concen-
tration levels for each experiment can be easily compared. 
Denoting in general a concentration that causes x % change 
of the maximal effect by ECx, any quantile ECx of the dose–
response relationship can be displayed in the DORES plot 
by a red square bounded by its CI. For example, for x = 50 
EC50 is displayed in Fig. 6. The graph is plotted on a base-
10 logarithmic scale, so that concentration levels are equally 
spaced on the log scale for serial dilutions and the CIs are 
symmetrical around the estimated ECx values. Comparison 
of the red square with the blue circles indicates whether 
the estimated ECx is outside of the concentration range. 
An experiment in which a tested concentration range does 
not cover a complete dose–response relationship will likely 
cause problems with ECx estimation.

The rightmost column of the plot includes information such 
as laboratories, technicians, dates of experiment, and any other 
potential factors that may influence experimental results. For 
instance, the experimental data presented in Fig. 6 were con-
ducted in six different laboratories (A, B, C, D, E, and F).

The second column from the left provides information 
about 4pLL model fits. If the dose–response model fails to 

converge for a given experiment, then “N” as abbreviation 
for “Not converged” is displayed. (The non-convergence 
situation did not occur in the exemplary data.) When no 
convergence problems occur in the model, the plus sign 
“+” indicates an increasing curve, while the minus sign 
“−” represents a decreasing curve. Even if a model fit is 
obtained for a data set, the change in response over the 
whole concentration range may be minor and of no biologi-
cal relevance. The lack of relevance can be quantitatively 
assessed by inspecting the difference between the lower 
and upper limits φ(c) and φ(d). Specifically, for a predefined 
percentage r %, if |(φ(d) − φ(c))/φ(d)| < r % (i.e., the maxi-
mum change of mean observed effect is less than r %), then 
the observed dose–response relationship may be considered 
not biologically relevant. A meaningful choice of r would 
be 40 for the exemplary data, but the value of r depends 
on the specific situation. The asterisk “*” behind an experi-
ment ID number indicates that this experimental data lack 
biological relevance. If any experiment has no relevance, 
the other information, such as an increasing or a decreasing 
curve, an estimated ECx value, or its CI, can be ignored. 
Hence, in these cases, the plus or minus sign is embedded 
in brackets and the red square is not displayed.

Experimental data sets not containing useful information 
for estimating the effective concentration of interest should 
be excluded from averaging analyses. Ideally, the indi-
vidual experimental data set should have a complete and 
reasonable dose–response relationship, and a point esti-
mate located within the range of tested concentration levels 
should be included in the averaging analysis of ECx values 
(e.g., experiment ID: 6 in Figs. 5 and 6). A data set can be 
excluded from averaging effective concentrations, if one or 
more of the following characteristics occur:

•	 “N”: the applied dose–response model fails to converge.
•	 “*”: the dose–response relationship exhibits no biologi-

cal relevance. For example, see experiment IDs: 3 and 
8 in Figs. 5 and 6, where the difference between the 
upper φ(d) and lower φ(c) limits of their fitted curves is 
too small.

•	 For biological reasons, decreasing responses is expected 
for increasing dose levels, but the model fitting shows 
increasing curve behavior and vice versa. For example, 
see experiment ID: 9 in Figs. 5 and 6, where an increas-
ing dose–response relationship is observed in contradic-
tion to what is expected.

Averaging results

According to the aforementioned criteria, the experimental 
data sets with experiment IDs: 1, 3, 5, 8, 9, 11, 20, and 22 
were excluded from the EC50 averaging analysis. From the 
DORES plot, two experiment IDs (2 and 4) were identified 

Fig. 6  DORES plot of the dose–response data from 22 experiments 
for testing chemical sodium valproate. The blue circles in each row 
represent the concentration levels tested in each single experiment. 
The EC50s obtained based on the 4pLL model are depicted as red 
squares bounded by their confidence intervals. Experiments with 
|(φ(d) − φ(c))/φ(d)| < r % (r = 40) were considered as having no bio-
logically relevant effect
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with concentration ranges too narrow to observe the com-
plete dose–response relationship, resulting in estimated 
EC50 values larger than the maximum tested concentration 
levels. Additionally, for experiment ID 2, the CI for EC50 
estimate was extremely large, and for experiment ID 4, the 
variance of EC50 could not be estimated. Jiang and Kopp-
Schneider (2014) concluded therefore that the meta-anal-
ysis strategy would be suitable for averaging EC50 esti-
mates where complete dose–response relationships were 
observed in more than three experiments. Since more than 
three experimental data sets contained full dose–response 
information, the data sets of experiment IDs 2 and 4 were 
excluded from the EC50 averaging analysis as well.

The individual EC50 estimates with their 95 % CIs are 
illustrated in the upper half of the forest plot (Fig. 7). The 
variation among the experiments was obvious. The average 
EC50 estimates based on eleven selected experiments were 
performed by using the meta-analysis approach. The results 
are shown in the lower half of the forest plot. Using differ-
ent heterogeneity estimators did not lead to differences in 
overall average EC50 estimates.

Discussion and recommendation

The present study investigates analysis strategies for aver-
aging EC50 estimates from multiple dose–response experi-
ments performed on different concentration levels and 
ranges from experiments that do not exhibit clear and com-
plete dose–response relationships. We propose the DORES 
plot to visualize multiple dose–response experimental data 
sets in a single plot. It provides a convenient and efficient 
way to compare all experiments and to select experimen-
tal data sets for further analyses. The DORES plot can dis-
play information from a study involving a large number of 
experiments: that is, which concentration levels and ranges 
are chosen for each experiment; whether all experiments 
exhibit complete and biologically relevant dose–response 
relationships; and what the individual EC50 estimates and 
their confidence intervals are.

The systematic analytical strategies for averaging EC50 
estimates from multiple dose–response experiments are 
summarized in the flowchart in Fig. 8. The first step is to 
conduct a dose–response analysis for each individual 
experimental data set, in order to investigate whether all 
experiments contain the necessary information and to dis-
play the results of the preliminary analyses in the DORES 
plot. The second step is to select those experimental data 
sets with complete dose–response relationships to be 
included in the averaging analysis. The last step is to aver-
age the EC50 estimates. If complete dose–response rela-
tionships are observed in at least three experiments, the 
meta-analysis approach is recommended to average EC50 

estimates. The Hedges estimator is suggested to estimate 
the between-experiment variance, which can even be calcu-
lated by hand [see formula (3)]. If only a few experiments 
(<3) with complete dose–response relationships remain, the 
best method is to carry out more experiments choosing the 
concentration range in which the complete dose–response 

Fig. 7  Forest plot showing the individual EC50 estimates with 95 % 
confidence intervals for 11 experiments for cytotoxicity of sodium 
valproate. The overall average EC50 values with corresponding 95 % 
confidence intervals estimated using the meta-analysis approach are 
presented at the bottom of the figure

Fig. 8  Flowchart summarizing the analytical strategies for averaging 
EC50 estimates from multiple dose–response experiments. The total 
number of experiments is denoted by k, and kc indicates the number 
of experiments involving complete dose–response relationships
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relationship can be observed. However, in reality, this is 
often not possible due to time, costs, and other restrictions. 
In this situation, a nonlinear mixed-effects model based 
on all experimental data sets is more appropriate than the 
meta-analysis approach. In the case of no convergence prob-
lems, the mixed-effects model as the exact analysis strategy 
should always be applied to averaging EC50 estimates. The 
advantage of the mixed-effects modeling approach is that 
it integrates the between-experiment information to obtain 
a joint distribution for all parameterized effects available. 
As a consequence, the confidence interval for mean EC50 
over all experiments tends to be smaller as compared to that 
obtained from the meta-analysis approach.

The proposed strategies can also be used to average 
other quantiles of effective concentrations (e.g., EC10). In 
our study, we applied the four-parameter log-logistic model 
to fit dose–response data. The proposed approach and strat-
egies can be generalized to other dose–response models, 
e.g., the hormesis model, log-normal models, and Weibull 
models. We have created a web application to generate the 
DORES plot and to perform the proposed averaging analy-
sis strategies of multiple dose–response experiments. For 
details please access http://biostatistics.dkfz.de/mdra/.
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