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Abstract
The presence of oscillation modes in a power system with low damping rates can compromise its proper operation and
motivated the development of different damping control projects to improve these damping rates. Central damping controllers
using PMU data showed to be able to mitigate oscillation modes of power systems with high damping ratios. However,
time delays and vulnerability of communication channels to cyber-attacks can damage the desired operation of this type of
damping controller. This paper proposes an optimization problem-based method for designing centralized controllers that
are resilient to channel losses and using time delays as variables of the proposed optimization procedure. The bio-inspired
algorithms Marine Predators Algorithm, Particle Swarm Optimization and Genetic Algorithms were applied and evaluated
in the proposed optimization model. The IEEE 68-bus was used as a test system, and a set of case studies were carried out.
The obtained results show that considering time delays as optimization variables can be beneficial to achieve optimal control
objectives. Furthermore, the communication failure robustness strategy was effective as observed by the modal analyses and
nonlinear time domain simulations of the test system under contingencies.

Keywords Smart grids · Power system stability · Bio-inspired algorithms · Wide-area damping controller · Low-frequency
oscillation modes
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GA Genetic Algorithms
GPS Global positioning system
LMI Linear matrix inequality
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1 Introduction

The electricity to consumption centers is fundamental to soci-
ety and required the creation of requirements for studies of
the operation of power systems to achieve this objective. One
of these studies is the Small-Signal Stability which seeks to
evaluate the dynamics of power systems to small disturbances
[44]. The focus of analysis is the identification andmitigation
of low-frequency oscillation modes in the linearized models.
If these low-frequency oscillation modes are not properly
damped, they can damage the adequate supply of electrical
energy, damage the system’s equipment and even cause a
blackout [44].

In the last decades, the Power System Stabilizers (PSSs)
coupled in close proximity to the excitation systems of
synchronous machines has been traditional and relatively
effective in increasing the damping of local oscillationmodes
of the system in the frequency from 0.8 to 2.0 Hz [44]. Over
the years, different models of power systems such as Hef-
fron and Phillips Linear Model, Power Sensitivity Model
and Current Sensitivity Model were developed for the coor-
dinated design of PSSs and later these same models were
applied to the design of other damping controllers [45, 50].
Nevertheless, due to the expansion and interconnection of
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power systems and the increase in electricity consumption,
PSSs have a reduced effect inmitigating inter-area oscillation
modes in the frequency range of 0.1–0.8 Hz which can also
damage the power system stability if not properly mitigated
[44].

The development of communication technologies allowed
the creation of Wide-Area Measurement Systems (WAMSs)
that have PhasorMeasurementUnits (PMUs) installed in cer-
tain buses of the grid and are capable of measuring electrical
quantities in these buses with high sampling rates and time
synchronization due to the use of Global Positioning Sys-
tem (GPS) [32]. TheWAMSs have opened different research
fronts for improving the power system operation [1, 8, 9, 11,
14, 15, 19, 34, 41, 42].

PMU data from different locations of the grid for a cen-
tral damping controller or Wide-Area Damping Controller
(WADC) proved to be effective in mitigating inter-area
oscillation modes. Different design methods have been pro-
posed and shown to be effective in improving the dynamic
performance of power systems [6, 10, 17, 54]. Unlike
the PSS-type controller designs, the WADC-type controller
design presents additional challenges that still persist as a
field of research such as: (i) the presence of variable delays
for data transmission from PMUs and (ii) failures in the com-
munication channels or data packets caused by cyber-attacks
as Denial-of-Service attacks. Solution proposals were made
to solve this problem and ensure the power systems stability
with good performance requirements. The field of cybersecu-
rity research is recent and has aroused interest in the scientific
community as cyberattacks can affect all proposed applica-
tions that rely on data from PMUs.

Timedelays in communication channels havebeen studied
in different ways by the scientific community. Some authors
initially considered fixed models of time delays given by an
approximation of Padé [4, 5, 12, 18, 26]. In this case, the
data packets would be retained by a buffer until this stipu-
lated time delay. So, it is possible to define a minimum and
maximum time that the buffer can hold PMUdata to be effec-
tively used by the controller. In [25], the authors consider
time delays as system uncertainties and apply deep neural
network techniques to deal with these uncertainties. Other
methods propose to use adaptive delay compensator [2, 38,
40], database-based time-delay compensator [35], machine
learning technique [43], delay scheduling [22], sliding mode
control [33] and predictive control [52] to deal directly with
variable delays. Although variable time delays are consid-
ered, the controller is able to identify the current scenario
and improve performance according to its optimization func-
tions. The majority of research presented by the scientific
community considers time delays as a detrimental effect on
the design and functioning of theWADC. There is consensus
that the presence of time delays affects the closed-loop con-
trol system and so far it has been considered the detrimental

effect of time delays on the performance of control systems
dependent on PMU data. Recent research such as that carried
out in [48] indicates that the appropriate use of the time delay
model can bring benefits to the design and functioning of the
central controller.

The presence of communication technologies in all the
infrastructure of power systems caused the vulnerability to
cyber-attacks [47]. In 2015, a false data injection attack on
the Ukrainian power system triggered control actions that
caused a blackout in the system [30]. Different cyber-attacks
can also hinder the proper functioningof central controllers in
different ways. As the WADC relies on data from PMUs that
are transmitted over certain well-defined protocols, cyber-
attacks can damage the transmitted data and compromise the
central controller operation. False Data InjectionAttacks and
Denial-of-Service Attacks have already been pointed out in
the literature as types of harmful attacks on smart grids.

Recent research has proposed WADC designs consider-
ing temporary or permanent data loss. The authors in [5, 7,
13] considered possible losses of a WADC channel at the
design stage. The authors in [53] propose to use redundant
signals to deal with intermittent data losses from PMUs. In
[36], the authors propose to employ the Gilbert model to
design a WADC with a robustness step in the PMU data
dropout. In [29], the authors proposed a control design strat-
egy to deal with communication failures due to False Data
Injection attacks. In [37], the authors proposed to use Linear
Matrix Inequalities to handle a packet dropout limit. In [55],
the authors proposed an index is to quantify the strongest
attack that the power system with a given WADC can toler-
ate. In [3], the authors propose a simple strategy to deal with
communication failures by replacing the lost signal with a
healthy signal. In [23], the authors proposed a method for
detecting and correcting data from PMUs subject to attacks
before being effectively applied to the WADC. In [31], the
authors proposed an event-triggered mechanism to deal with
denial of service (DoS) attacks and deception attacks. The
works are promising but challenges still persist, such as: (i)
designing a WADC that provides high damping rates even if
a channel is lost, (ii) robustness to system operating uncer-
tainties and (iii) robustness to variations in time delays.

This paper proposes a procedure based on optimization
model for theWADC design to improve the damping ratio of
the power system modes and that is robust to power system
operating conditions. The optimization model can be solved
by any metaheuristic. Marine Predators Algorithm (MPA)
[24] was chosen for the proposed method due to the good
results found by the scientific community in engineering
problems [21, 28, 39, 49]. Furthermore, Genetic Algorithms
(GA) [46] and Particle Swarm Optimization (PSO) [27], tra-
ditional metaheuristics, were applied and evaluated in the
proposed optimization model. The value of the time delay
will be a variable of the WADC design with the purpose
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Fig. 1 Power system with two-level control structure

of assisting in the control problem. Figure1 describes the
control structure (PSSs more WADC) used in this work. In
this Fig. 1, the possible locations of communication chan-
nel losses are also highlighted in dashed lines. The PSSs
will be fixed and the control design is reduced to tuning the
WADC according to the proposed optimization procedure.
The WADC can contain multiple input and output signals
with different time delays. However, if we consider the exis-
tence of a buffer that holds the signals up to a maximum
time limit for the signals to be effectively used, the control
project can also look for thismaximumtime limit that benefits
the control objectives. Case studies are showed and ana-
lyzed using IEEE 68-bus test system. The proposed method
was evaluated by other design method for WADC damping
controllers: the method based on Linear Matrix Inequalities
(LMIs) [16].

This paper follows this organization: Sect. 2 introduces the
power system modeling, Sect. 3 presents the method based
onMarine PredatorsAlgorithm for theWADCdesign, Sect. 4
presents cases studies, and Sect. 5 concludes the article.

2 Problem formulation

2.1 Power systemmodel

A power system is composed of synchronous and asyn-
chronous generators, transmission lines, Automatic Voltage
Regulators, Power System Stabilizers, loads, transformers,
capacitor banks, reactor banks, among other devices that
present a nonlinear dynamic operation and that may be
subject to disturbances. A power system can have its oper-
ating dynamics described by the following set of nonlinear
differential-algebraic equations [44]

ẋk = f (xk, yk) (1)

0 = g(xk, yk) (2)

where xk and yk describe the vectors of state and algebraic
variables, respectively, and f (·) and g(·) are functions that
describe the differential and static behavior of the power sys-
tem, respectively.

We are interested in evaluating the system subject to small
disturbances, and in this branch of study, we can use a lin-
earized model of the system described by (1)–(2) for each
point of operation given by the [44]

ẋk = Akxk + Bkuk (3)

yk = Ckxk (4)

where xk ∈ R
n is the vector of power system variables such

as angular velocity, yk ∈ R
p is the vector of system outputs

and the outputs will be the speed signals of selected genera-
tors (Δωp, uk ∈ R

p is the vector of input variables and the
inputs will be the control signals provided by the WADC,
k = 1, ..., Nop corresponds to each of the Nop operating con-
ditions of the system considered in the WADC design.

As presented in the introduction of this article, there are
different models that can be used to represent power sys-
tems. In this research, the authors used the model available
in [20] that describes the dynamics of the IEEE 68-bus test
system used in this research for case studies. All nonlinear
differential-algebraic equations and linearized models of the
test system are described in [20].

2.2 Time delaymodel

Differentmodels and strategies have beenproposed in the sci-
entific community to consider time delays (T ). This research
will consider the model given by the second-order Padé
approximation [5]

GT(s) = −2T s + 6

s2T 2 + 4T s + 6
(5)

The WADC can have multiple inputs and outputs with
different time delays, but if we consider a buffer that holds
the data synchronized for T until the arrival of all data, the
WADC can operate normally. Thus, defining this time delay
that the buffer holds the PMU data is a project variable in
this work. This time delay will have a minimum value (T0)
inherent to the characteristics of data transmission.

From (5), it is possible to obtain the state space model
given by

ẋd = Adxd + Bdud (6)

yd = Cdxd (7)
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using the observable canonical representation [44] and so
each GT(s) can be represented by the following matrices

Ad =
[
0 − 6

T
1 − 4

T

]
(8)

Bd =
[ 6

T 2

− 2
T

]
(9)

Cd = [
0 1

]
(10)

and so GT(s) = Cd (sI − Ad)
−1 Bd.

2.3 Central controller orWADCmodel

The objective of the WADC of this research is the improve-
ment of the inter-area oscillation modes, and to achieve this
objective, the WADC will present multiple input and output
signals to guarantee a greater observability of the system.
Thus, the WADC to be designed can be modeled by a matrix
of transfer functions as

W(s) =
⎡
⎢⎣

w1,1(s) · · · w1,p(s)
...

. . .
...

wp,1(s) · · · wp,p(s)

⎤
⎥⎦ (11)

and the component wa,b(s), a = 1, ..., p and b = 1, ..., p is
formulated as

wa,b(s) = Ka,b · T 1a,bs + 1

T 2a,bs + 1
· T 3a,bs + 1

T 4a,bs + 1
(12)

From(11), the state-space equations that define theWADC
are

ẋc = Acxc + Bcuc (13)

yc = Ccxc + Dcuc (14)

The WADC parameters Ka,b, T 1a,b, T 2a,b, T 3a,b and
T 4a,b defined by (12) are also considered variables in the
optimization problem.

2.4 Closed-loopmodel

The closed-loop system model includes the power system
models (3)–(4), the time delay model (6)–(7) and the central
controller model (13)–(14). Thus, by defining the state vector

x̄ = [
xTk xTdi x

T
do

]T
, the state-space model is

˙̄xk = Ākx̄k + B̄kūk (15)

ȳk = C̄kx̄k (16)

From (15) to (16), the closed-loop model including the
central controller is given by

˙̂xk = Âk x̂k (17)

where x̂k = [
x̄Tk xTc

]T
and

Âk =
[
Āk + B̄kDcC̄k B̄kCc

BcC̄k Ac

]
(18)

In control projects, it is recommended a minimum damp-
ing of 5% for all eigenvalues of the system [44]. The
parameters of the WADC and the time delay will be vari-
ables of the optimization problem in this work. The goal will
be to achieve high damping ratios with adequate tuning of
controller parameters and buffer actuation time.

2.5 Resiliency to communication loss

In addition to providing an adequate damping rate for all
eigenvalues of the closed-loop system for a set of operating
points, the central controller will be robust to the permanent
loss of one communication channel due to a physical failure
or cyber-attack [5].

The controller will present p inputs and p outputs. If the
t-th WADC output is lost (t ∈ N, t = 1, ..., p), then this
contingency is equivalent to zeroing the t-th column of Bk

for Nop operating points. If the s-th WADC input is lost
(s ∈ N, s = 1, ..., p), then this contingency is equivalent
to zeroing the s-th row ofCk for Nop operating points. Thus,
this simple procedure of zeroing columns or rows relates to
the loss of the controller communication channels based on
PMU data.

Thus, three sets of matrices can be considered: (i) all
WADC channels operating properly (18), (ii) loss of one
WADC output channel (19) and (iii) loss of oneWADC input
channel (20).

Ăt
k =

[
Āk + B̄t

kDcC̄k B̄t
kCc

BcC̄k Ac

]
(19)

Ãs
k =

[
Āk + B̄kDcC̄s

k B̄t
kCc

BcC̄s
k Ac

]
(20)

Thus, when evaluating the eigenvalues of these three
matrices, the system with possible permanent losses of
WADC channels is being evaluated.

3 Proposed control designmethod

In this research, the control objective is the design of a damp-
ing controller of the WADC type. If the system has PSSs,
these PSS-type damping controllers will be kept fixed in the
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analyses and the benefits of a WADC for the dynamics of
the test system will be evaluated. As already mentioned, the
WADCmust guarantee high damping rates (ζ > 0.05) for all
eigenvalues of the system for a set of operation conditions and
also be robust to losses of one central controller channel. This
control problem was formulated as an optimization prob-
lem and the details are presented in Sect. 3.1 and search for
parameters was done using the Marine Predators Algorithm,
a recent metaheuristic, that is described in Sect. 3.2. Further-
more, Genetic Algorithms and Particle SwarmOptimization,
two traditional metaheuristics, were applied to the proposed
optimizationmodel in order to comparewith the performance
of the MPA. Section3.4 describes Genetic Algorithms, and
Sect. 3.3 describes Particle SwarmOptimization. Themethod
was implemented in the MATLAB software, version 2018,
on a computer with Intel Core 2.56 GHz and 16GB of RAM.

The WADC can present many communication channels,
and each channel is subject to different time delays.However,
it was assumed that at the output and input of theWADC there
are buffers capable of waiting all the data for a stipulated time
and then using the data in the control objective. This research
consists of adjusting this time of the buffers that meet control
objectives.

3.1 Proposed optimization problem

The variables of the optimization problem are the time delay
associated with the transmission of PMU data packets (T )

and the parameters of the central controller: Ka,b, T 1a,b and
T 3a,b, for a = 1, ..., p and b = 1, ..., p. These variables will
present minimum and maximum values in the search space
because this controller will be subject to an output limiter
with minimum and maximum values of −0.2 p.u. and 0.2
p.u. so as not to compromise the operation of the closed-loop
system. Thus, the vector of variables can be defined as

Z = [
T K1,1 T 11,1 T 31,1 K1,2 · · · Kp,p T 1p,p T 3p,p

]
(21)

The optimization problem used in this work can be
described as

Find Z
Maximize F(Z)

Subject to T > T0
Kmin < Ka,b < Kmax

0 < T 1a,b < 1
0 < T 3a,b < 1

(22)

where T0 is the minimum time delay associated with the
transmission of PMUs data on the communication channels
and F(Z) is the function that returns the minimum damp-
ing rate among all Nop operating points and the three types

of matrices of the closed-loop system (Equations (18), (19)
and (20)) with the candidate Z for central controller. This
is a nonlinear search problem and this optimization problem
can be easily solved with any metaheuristic developed by
researchers to date. The authors decided to use the Marine
Predators Algorithm because of its easy implementation and
recent good results in optimization problems. The next sec-
tion details this recent metaheuristic.

3.2 Marine predators algorithm

In recent years, a set of metaheuristics has been developed
and proved to be effective in solving different optimization
problems in engineering. It was decided to use the Marine
Predators Algorithm (MPA) to solve the optimization prob-
lem described in (22). This choice was based on the fact that
this bio-inspired algorithm presents good recent results in
engineering optimization problems. Classical metaheuristics
such as Genetic Algorithms and Particle Swarm Optimiza-
tion will also be applied to the proposed optimization model
and will be evaluated in terms of the results achieved.

The metaheuristic approach called Marine Predators
Algorithm (MPA) recently proposed by the authors at [24]
andwhich is seen as promising in optimization problems [51]
is a population-based algorithm inspirited by the actions of
predator and prey in nature. In MPA, the prey and preda-
tor are viewed as search representatives, since the predator
searching for the prey, meanwhile the prey itself looking for
its food in nature. The variables of the optimization problem
are started randomly and respecting the limits imposed as

X0 = Xmin + rand (Xmax − Xmin) (23)

where Xmin and Xmax are the lower and upper limits, respec-
tively, and rand() is a function that provides values between
0 and 1 for a uniform distribution.

The best predators in the wild are more talented at forag-
ing in nature. From the best objective function results of the
optimization problem, the best predators are chosen to build
a matrix called Elite described as

Eli te =

⎡
⎢⎢⎢⎣
Xl
1,1 Xl

1,2 · · · Xl
1,d

Xl
2,1 Xl

2,2 · · · Xl
2,d

...
...

. . .
...

Xl
n,1 Xl

n,2 · · · Xl
n,d

⎤
⎥⎥⎥⎦ (24)

where �Xl is the best predator vector, which is replicated n
times to construct the Elite matrix, n is the number of search
agents, while d is the number of dimensions. The behavior
of the predator and the prey in nature describes an iterative
process where they are constantly changing their position
until they reach their optimum in the optimization problem.
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Prey also presents its own matrix described by

Prey =

⎡
⎢⎢⎢⎣
X1,1 X1,2 · · · X1,d

X2,1 X2,2 · · · X2,d
...

...
. . .

...

Xn,1 Xn,2 · · · Xn,d

⎤
⎥⎥⎥⎦ (25)

where the Xi, j represents the j-th dimension of the i-th prey.
The optimization process is based on the evaluation of these
two matrices: Elite and Prey.

As described in the reference [24], MPA is composed of
three phases of the optimization process and depends on
the speed rates and the behavior of the predator and prey
in nature: (i) in high velocity ratio or when prey is moving
faster than predator, (ii) in unit velocity ratio or when both
predator and prey are moving at almost same pace and (iii) in
low velocity ratio when predator is moving faster than prey.

– Phase 1: high velocity ratio or when prey is moving
faster than predator. This phase has the objective of
evaluating the search space and is performed in one-third
of the first interactions (NI /3) of the defined NI itera-
tions. The prey update process follows the mathematical
formulation

�stepsi zei = �RB ⊗
( �Eli tei − �RB ⊗ �Preyi

)
(26)

i = 1, ..., n (27)
�Preyi = �Preyi + P · �R ⊗ �stepsi zei (28)

where RB is a vector containing random numbers
based on normal distribution representing the Brownian
motion. The notation ⊗ shows entry-wise multiplica-
tions. The multiplication of RB by prey simulates the
movement of prey. P = 0.5 is a constant number, and R
is a vector of uniform random numbers in [0, 1].

– Phase 2: In unit velocity ratio or when both preda-
tor and prey are moving at the same pace. This phase
occurs between one-third and two-thirds of the number
of iterations (NI /3 < I ter < 2 · NI /3). In this phase,
both exploration and exploitation matter. Consequently,
half of the population is designated for exploration and
the other half for exploitations. For the first half of the
population

�stepsi zei = �RL ⊗
( �Eli tei − �RL ⊗ �Preyi

)
(29)

i = 1, ..., n/2 (30)
�Preyi = �Preyi + P · �R ⊗ �stepsi zei (31)

where �RL is a vector of random numbers based on Lévy
distribution representing Lévy movement. The multipli-
cation of �RL and Prey simulates the movement of prey in

Lévy manner, while adding the step size to prey position
simulates the movement of prey. For the second half of
the populations

�stepsi zei = �RB ⊗
( �RB ⊗ �Eli tei − �Preyi

)
(32)

i = n/2, ..., n (33)
�Preyi = �Eli tei + P · CF ⊗ �stepsi zei (34)

CF =
(
1 − I ter

NI

)(
2·I ter
NI

)
(35)

whereCF is an adaptive parameter to control the step size
for predator movement. Multiplication of �RB and Elite
simulates themovement of predator inBrownianmanner,
while prey updates its position based on the movement
of predators in Brownian motion.

– Phase 3: In low-velocity ratio or when predator is
moving faster than prey. This phase occurs between
two-third and the total of iterations (2 · NI /3 < I ter <

NI ) and presents the followingmathematical formulation

�stepsi zei = �RL ⊗
( �RL ⊗ �Eli tei − �Preyi

)
(36)

i = 1, ..., n (37)
�Preyi = �Eli tei + P · CF ⊗ �stepsi zei (38)

where the multiplication of �RL and Elite simulates the
movement of predator in Lévy strategy while adding the
step size to Elite position simulates the movement of
predator to help the update of prey position.

– Eddy formation andFishAggregatingDevices (FADs)
effect. The eddy formation or Fish Aggregating Devices
(FADs) effects is a type of environmental issues that can
change the behavior of marine predators. The mathemat-
ical formula for this stage can be modeled as below:

– if r ≤ FADs

�Preyi = �Preyi+CF ·
[ �Xmin + �R ⊗

( �Xmax − �Xmin

)]
⊗ �U
(39)

– if r > FADs

�Preyi = �Preyi+[FADs · (1 − r) + r ]·
( �Preyr1 − �Preyr2

)
(40)

where FADs = 0.2 is the probability of FADs effect
on the optimization process. �U is the binary vector with
arrays including zero and one, r is the uniform random
number in [0, 1], Xmin and Xmax are the vectors contain-
ing the lower and upper bounds of the dimensions, r1 and
r2 subscripts denote random indexes of Prey matrix.
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– Marine Memory. Marine predators have a powerful
memory of the place in which they have been effective in
foraging. This particular function is applied by saving the
optimal solutions in each iteration. The saved solutions
are updated upon better solutions identified.

3.3 Particle swarm optimization

Particle Swarm Optimization (PSO) is a metaheuristic or
swarm intelligence technique proposed by the authors [27].
Such a method seeks to imitate the behavior of swarms
through their positions and speeds in the search for an optimal
objective. Initially, the vector of positions (xki ) and veloci-
ties of the particles (vki ) are randomly generated respecting
the minimum and maximum limits. This vector of positions
corresponds to the vector of variables of the optimization
problem. As we are dealing with a swarm of particles, there

is a vector of particles (Xk =
[
xk1 · · · xkNp

]
) of the prob-

lem. At each k epoch (k = 1, ..., Ne) the velocity (vki ) and
position (xki ) of each particle (n p = 1, ..., Np) are updated
according to (41) and (42).

vk+1
i = wvki + c1r1(xli − xki ) + c2r2(xg − xki ) (41)

xk+1
i = xki + vk+1

i (42)

where w is a parameter that evaluates how much the speed
of the current iteration considers the speed of the previous
iteration, c1 and c2 are parameters with fixed values, r1 and
r2 are parameters that vary at each epoch and assume values
of a uniform distribution between 0 and 1, xg is the position
vector that provided the best objective function among all
swarm particles in all iterations so far, and xli is the best
position vector for each particle up to the current iteration.

3.4 Genetic Algorithms

Genetic Algorithms (GA) are a special type of evolution-
ary algorithms that apply operators inspired by evolutionary
biology such as mutation, recombination, crossover and nat-
ural selection to find optimal solutions to an optimization
problem [46].

The algorithm works with a population of individuals
X = [

x1 · · · xNI

]
, where each individual corresponds to a

vector of optimization problemvariables xi = [
x1 · · · xNA

]
.

At each generation the crossover and mutation operators will
be applied to the individuals and only the individuals that
provided the best objective functions will go to the next gen-
eration.

The crossover operator consists of exchanging two ele-
ments of two individuals of the population (xi and xi+1),
thus generating two new individuals (xNI+i and xNI+i+1).
This crossover operator is applied to all NI individuals in

Table 1 Dominant oscillation modes

Case Mode Eigenvalue Freq. Damping
(Hz) (%)

BC E1 −0.1657 ± 4.8917i 0.7785 3.3851

E2 −0.1184 ± 3.2665i 0.5199 3.6236

C1 E3 0.0017 0 −100

E4 −0.0755 ± 3.1521i 0.5017 2.3933

E5 −0.1633 ± 4.8796i 0.7766 3.3450

the population. After this step, the mutation operator will be
applied to MR (Mutation Rate) of all individuals and con-
sists of randomly generating a new element (x j ) from the
individual. At the end of these two steps, there are 2 · NI

individuals in the population and only the NI that presented
the best objective functions go to the next generation. This
process ends when reaching the epoch limit (NE ).

4 Case studies

The test system used in this work was the IEEE 68-bus power
system model composed of 16 synchronous generators, and
the complete details are in [20]. The single-line diagram of
this test system is available in [20]. This test systemcontains
an AVR on 12 synchronous generators and 12 PSSs already
tuned. In this research, the PSSs will have their parameters
fixed and the benefits of a WADC for the dynamics of the
test system will be evaluated. In this research, the authors
used the model available in [20] that describes the dynam-
ics of the IEEE 68-bus test system used in this research for
case studies. All nonlinear differential-algebraic equations
and linearizedmodels of the test system are described in [20].
In [20], only one operation condition is available (Base Case
(BC)) and their dominant eigenvalues are described in Table
1. If we consider a second operation condition, C1, given by
the increase in load of areas 1 and 2 by 3% and areas 3, 4 and
5 by 6%, Table 1 presents the dominant eigenvalues of low
damping rates. There are operating conditions with damping
rates below 5% and motivate the design of a central damping
controller with the purpose of improving the damping rates
of these eigenvalues and ensure good dynamic performance
for the system.

4.1 Control design stage

Using the geometric measures for the inter-area modes E1
to E5 [44], the signals from the five synchronous generators
5, 9, 10, 11 and 12 were chosen to receive WADC output
signals (control signals) and the speed signals from the five
synchronous generators 12, 13, 14, 15 and 16 were chosen as
inputs of theWADC to be designed. It was stipulated that the
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Table 2 Results of one hundred simulations of the proposed method using MPA, PSO and GA

Time delay Method damping Minimum damping (%) Maximum damping (%) Average damping (%) Standard deviation

Variable MPA 5.6587 6.5128 6.0231 0.0869

PSO 4.6301 5.0688 4.7009 0.0665

GA 4.3672 5.1738 4.6295 0.0947

Fixed at 100 ms MPA 4.2076 5.0005 4.8191 0.3198

PSO 3.9444 4.8594 4.3607 0.4236

GA 3.6961 4.6618 4.0024 0.4493

Fixed at 200 ms MPA 2.9187 4.6056 3.9919 0.4691

PSO 2.6539 3.9103 3.6165 0.4590

GA 2.4397 3.4573 3.3219 0.4571

minimum time delay is 100 ms for this test system, that is,
T0 = 0.100 s, but the optimization problem can find desired
values of time delays greater than this value.

The method was implemented in the MATLAB software,
version 2018, on a computer with Intel Core 2.56 GHz and
16GB of RAM. The limits of the WADC design variables
were: Kmin = −30 and Kmax = 30. The WADC poles were
set to the same poles as the PSSs already installed in the test
system: T 2a,b = 0.04 and T 4a,b = 0.04. A population com-
posed of 20 individuals (NI = 20) was defined for the three
GA, PSO andMPAmetaheuristics. The stopping criterion of
the optimization model is the number of epochs which was
set to 1000 (NE = 1000). The Marine Predators Algorithm
presented the following simulation parameters: P = 0.5 and
FADs = 0.2. The Particle Swarm Optimization presented
the following simulation parameters: w = 0.7, c1 = 1 and
c2 = 1.5. The Genetic Algorithms presented the following
simulation parameter: MR = 50%. The three metaheuristics
had few parameters to be adjusted.

To evaluate the performance of the proposed method,
one hundred simulations were performed for the proposed
method using MPA, PSO and GA considering the time delay
as a variable and considering the time delay fixed at 100 ms
and 200 ms. Table 2 provides the results of minimum, maxi-
mum, average and standard deviation values of the damping
rates of these simulations for these three scenarios. Based on
the results, the following evaluations are possible.

– The proposed method achieved controllers with higher
damping rates than the method considering a fixed time
delay of 100 ms or 200 ms in all cases. Thus, consid-
ering time delays as a design variable can be beneficial
in the optimization problem to achieve higher objective
function values.

– In all cases, the damping rates of the proposed method
using MPA were above 5%, a margin considered desir-
able for power system operation. However, the method
that considers fixed time delays provided controllers with

rateswell below5% inmany cases showing that fixed val-
ues can define regions where the objective function has
difficulty finding optimal values. Furthermore, the appli-
cation of PSO and GA in the proposed method provided
damping rates of the closed-loop system with values
below 5% for the three analysis scenarios.

– The standard deviation of the proposedmethod is smaller
than the method that considers fixed time delays. This
shows a lower dependence of the proposed method on
initial conditions and how this can affect the outcome of
the optimization problem.

The next step in this control design analysis is to evalu-
ate the projected WADC in the time domain using nonlinear
simulations and contingencies applied to the system. The
WADCs designed by the MPA, PSO and GA metaheuristics
that provided the highest damping rate values were chosen to
be evaluated, and their parameters are described in Tables 3, 4
and 5, respectively. For these designed controllers, the MPA,
PSO and GAWADCs buffers converged with time delays of
108 ms, 143 ms and 191 ms, respectively.

The proposedmethod based on LinearMatrix Inequalities
(LMIs) proposed in [16] for the design of robust WADCwas
applied to the test system of this research for the same oper-
ating scenarios. As method [16] considers fixed time delays,
a fixed time delay of 100 ms was chosen for the simulations.
The method [16] was implemented in the same software
using the same parameters as the authors. The parameters
of this WADC after its convergence are described in detail in
Table 6.

4.2 Time-domain simulations

The designed controllers will be evaluated through dynamic
simulations. Two operating conditions were evaluated: con-
dition C1 described in Table 1 and condition C2 which
presents the same load level as condition C1 and the dis-
connection of the line 31–53 of the grid. Three operating
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Table 3 WADC parameters from MPA

wa,b Ka,b T 1a,b T 2a,b T 3a,b T 4a,b

w5,12 −8.5597 0.2630 0.04 0.2381 0.04

w5,13 −12.1552 0.6027 0.04 0.3307 0.04

w5,14 −22.9739 0.0260 0.04 0.0594 0.04

w5,15 4.9146 0.9006 0.04 0.4092 0.04

w5,16 −29.9209 0.6383 0.04 0.8401 0.04

w9,12 0.3853 0.0617 0.04 0.1219 0.04

w9,13 0.5834 0.0321 0.04 0.0205 0.04

w9,14 29.4757 0.6416 0.04 0.4399 0.04

w9,15 −4.7986 0.0033 0.04 0.0123 0.04

w9,16 −5.6092 0.0919 0.04 0.9944 0.04

w10,12 −11.4407 0.5034 0.04 0.0745 0.04

w10,13 5.0194 0.5287 0.04 0.7651 0.04

w10,14 23.1082 0.3621 0.04 0.3717 0.04

w10,15 −29.4134 0.9300 0.04 0.9856 0.04

w10,16 29.0621 0.7448 0.04 0.4855 0.04

w11,12 8.5976 0.7065 0.04 0.9619 0.04

w11,13 0.5347 0.9109 0.04 0.9024 0.04

w11,14 5.4701 0.1961 0.04 0.1105 0.04

w11,15 27.4685 0.4281 0.04 0.0541 0.04

w11,16 23.3889 0.7276 0.04 0.6088 0.04

w12,12 −14.8651 0.6455 0.04 0.1130 0.04

w12,13 3.9841 0.0014 0.04 0.0108 0.04

w12,14 24.3373 0.4329 0.04 0.0322 0.04

w12,15 −0.4969 0.0389 0.04 0.0646 0.04

w12,16 2.4756 0.1539 0.04 0.2657 0.04

scenarios of the designed controller were evaluated: (i) oper-
atingwith all channels (Y1), (ii) operatingwith the permanent
loss of the channel that would provide the control signal for
the synchronous generator 12 and (iii) operatingwith the per-
manent loss of the channel that would supply the signal from
the synchronous generator 13 to the central controller (Y3).
A three-phase fault of 100 ms was applied to bus 40. Fig-
ures2, 3 and 4 show the angle of the synchronous generator
14 for C1 and the three scenarios of the WADC operation.
Figures5, 6 and 7 show the angle of the synchronous genera-
tor 14 for C2 and the three scenarios of the WADC operation
considered in this control research.

From the results of the control design stage and the non-
linear dynamic simulations, the following assessments can
be made:

– The proposed algorithm based on Marine Predators
Algorithm, Particle Swarm Optimization and Genetic
Algorithms were promising in finding the parameters of
the central controller and the time delay to use in the
buffer, respecting the imposed restrictions and maximiz-
ing theminimumdamping rate of the closed-loop system.

Table 4 WADC parameters from PSO

wa,b Ka,b T 1a,b T2a,b T 3a,b T4a,b

w5,12 15.5667 0.1242 0.04 0.3705 0.04

w5,13 −2.8773 0.0269 0.04 0.0002 0.04

w5,14 −29.1908 0.0200 0.04 0.0948 0.04

w5,15 4.5273 0.1649 0.04 0.5326 0.04

w5,16 29.8855 0.0140 0.04 0.1384 0.04

w9,12 −2.4228 0.4060 0.04 0.4066 0.04

w9,13 0.7749 0.5966 0.04 0.6127 0.04

w9,14 15.6746 0.4566 0.04 0.5577 0.04

w9,15 22.7493 0.2812 0.04 0.0425 0.04

w9,16 −27.3538 0.0179 0.04 0.8136 0.04

w10,12 6.2777 0.0117 0.04 0.0644 0.04

w10,13 4.0997 0.3078 0.04 0.7331 0.04

w10,14 29.8481 0.4039 0.04 0.5742 0.04

w10,15 28.7474 0.4022 0.04 0.2216 0.04

w10,16 14.8470 0.8038 0.04 0.6838 0.04

w11,12 0.5094 0.0008 0.04 0.0837 0.04

w11,13 7.5042 0.4182 0.04 0.7922 0.04

w11,14 −1.3000 0.6559 0.04 0.7019 0.04

w11,15 29.2121 0.0120 0.04 0.2149 0.04

w11,16 10.6035 0.9252 0.04 0.7321 0.04

w12,12 −11.3359 0.5521 0.04 0.1839 0.04

w12,13 −5.0796 0.0545 0.04 0.3309 0.04

w12,14 −1.6500 0.2807 0.04 0.7532 0.04

w12,15 29.9005 0.4829 0.04 0.0485 0.04

w12,16 1.0332 0.9984 0.04 0.3377 0.04

Fig. 2 Angle of the generator 14 for C1 case considering all WADC
channels operating
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Table 5 WADC parameters from GA

wa,b Ka,b T 1a,b T 2a,b T 3a,b T 4a,b

w5,12 −4.7091 0.2269 0.04 0.0505 0.04

w5,13 −1.2863 0.0882 0.04 0.0482 0.04

w5,14 −29.6568 0.8278 0.04 0.1219 0.04

w5,15 11.9242 0.7640 0.04 0.9393 0.04

w5,16 28.7136 0.0872 0.04 0.0099 0.04

w9,12 17.2219 0.1271 0.04 0.3383 0.04

w9,13 −11.4469 0.7012 0.04 0.0349 0.04

w9,14 −13.0205 0.0050 0.04 0.5265 0.04

w9,15 24.3414 0.8732 0.04 0.3527 0.04

w9,16 −29.8278 0.9977 0.04 0.0316 0.04

w10,12 23.2820 0.2297 0.04 0.6209 0.04

w10,13 5.8578 0.5345 0.04 0.9898 0.04

w10,14 −15.6081 0.6068 0.04 0.0066 0.04

w10,15 29.9905 0.9391 0.04 0.2228 0.04

w10,16 26.2616 0.9427 0.04 0.6725 0.04

w11,12 −21.7074 0.0073 0.04 0.6280 0.04

w11,13 1.8021 0.9958 0.04 0.9730 0.04

w11,14 2.8857 0.8410 0.04 0.2642 0.04

w11,15 29.7210 0.0754 0.04 0.4375 0.04

w11,16 0.6214 0.9808 0.04 0.9567 0.04

w12,12 2.4121 0.2055 0.04 0.1150 0.04

w12,13 −12.4559 0.7517 0.04 0.0080 0.04

w12,14 28.2779 0.0001 0.04 0.9965 0.04

w12,15 1.4272 0.7086 0.04 0.6195 0.04

w12,16 −6.1532 0.0779 0.04 0.1276 0.04

Fig. 3 Angle of the generator 14 for C1 case considering the loss of
the Δω13 signal

Table 6 WADC parameters from LMI

wa,b num(s) den(s)

w5,12 2484s2 + 8861.6s + 6525 s2 + 50s + 625

w5,13 −203.13s2 − 4157.6s − 13076 s2 + 50s + 625

w5,14 −22.25s2 − 7482.5s − 21529 s2 + 50s + 625

w5,15 5749.5s2 + 17999s + 12678 s2 + 50s + 625

w5,16 19.149s2 + 3611.6s + 21644 s2 + 50s + 625

w9,12 −1736.9s2 − 9065s − 11781 s2 + 50s + 625

w9,13 −670.77s2 − 4391.2s − 6944.7 s2 + 50s + 625

w9,14 −0.27962s2 − 50.621s − 2280.3 s2 + 50s + 625

w9,15 −2.07s2 − 416.99s − 571.2 s2 + 50s + 625

w9,16 3.3688s2 + 103.6s + 473.18 s2 + 50s + 625

w10,12 −448.79s2 − 3461.6s − 6522.4 s2 + 50s + 625

w10,13 715.81s2 + 4878.4s + 6107.3 s2 + 50s + 625

w10,14 2568.2s2 + 15834s + 18313 s2 + 50s + 625

w10,15 280.5s2 + 7017.5s + 20058 s2 + 50s + 625

w10,16 214.19s2 + 3198.1s + 9261.5 s2 + 50s + 625

w11,12 2.9924s2 + 165.94s + 1328.1 s2 + 50s + 625

w11,13 994.59s2 + 3245s + 2557 s2 + 50s + 625

w11,14 −348.73s2 − 3440.5s − 4619.8 s2 + 50s + 625

w11,15 87.715s2 + 3072.5s + 21272 s2 + 50s + 625

w11,16 4866.4s2 + 19381s + 14556 s2 + 50s + 625

w12,12 −3.875s2 − 4143.4s − 6362.9 s2 + 50s + 625

w12,13 537.79s2 + 2956s + 3664.5 s2 + 50s + 625

w12,14 1281.3s2 + 10475s + 21380 s2 + 50s + 625

w12,15 −959.56s2 − 3439.8s − 2986.3 s2 + 50s + 625

w12,16 −192.75s2 − 7310.5s − 19010 s2 + 50s + 625

Fig. 4 Angle of the generator 14 for C1 case considering the loss of
the VCC12 signal
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Fig. 5 Angle of the generator 14 for C1 case with transmission line
disconnection 31–53 considering all WADC channels operating

Fig. 6 Angle of the generator 14 for C1 case with transmission line
disconnection 31–53 considering the loss of the Δω13 signal

Fig. 7 Angle of the generator 14 for C1 case with transmission line
disconnection 31–53 considering the loss of the VCC12 signal

– The proposed design algorithm found a timedelay greater
than the minimum desired, which provided a damping
rate higher than the value of 5% considered satisfactory
in control designs. Thus, the system operator can adjust
the buffer to receive and send signals from the central
controller for a time delay of 0.108 s.

– The application of MPA in the proposed optimization
model provided better results for the damping rate of the
closed-loop control system than the application of PSO
and GA. Furthermore, angular responses from dynamic
simulations were muchmore damped for the systemwith
the WADC designed by the MPA.

– The design based on linear models was able to provide a
controllerwith good performance in nonlinear operations
of the system subject to small perturbations as can be
analyzed in Figs. 2, 3, 4, 5, 6 and 7.

– The application of themethod proposed in [16] and based
on LMIs provided a WADC-type controller with fixed
time delay that was not able to provide well-damped
angular responses. This method then requires an appro-
priate choice of fixed time delay for good damping ratio
performances of the closed-loop control system.

– According to the results presented, different bio-inspired
algorithms can present different performances in the
control design. Therefore, appropriate choice of the
bio-inspired algorithm is critical to the successful devel-
opment of the damping controller.

– There are guarantees of good performance of the con-
trollers designed for the set of operatingpoints considered
in the design stage. Different operating conditions of
the databasemay present unsatisfactory performance and
require a new control and validation project.

– Bio-inspired algorithms need few parameters to be
defined, and the parameters defined by the author allowed
us to achieve the results presented. Better performance
can be achieved in the future through a sensitivity analy-
sis of the parameter values of each algorithm.

The vulnerability of communication channels to failures
or cyber-attacks is currently themain obstacle to the practical
implementation of this type of damping controller. This is the
main motivation for growing research into the development
of damping controllers resilient to communication failures
or cyber-attacks.

5 Conclusions

This article proposes an optimization model for tuning the
parameters of the WADC damping controller and the buffer
parameter associated with the time delay in the communica-
tion channels. The MPA, PSO and GA metaheuristics were
applied and evaluated in the proposed optimization model.
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In addition, the LMI-based method for designing a WADC
was also applied and evaluated. Time delays associated with
WADC channels can be beneficial in improving the damp-
ing rate of power systems when properly tuned. Thus, it is
desirable to consider time delays as a design variable for the
operation of a WADC whether it can be tuned into a receive
and transmit data buffer. The robustness of the WADC at
the loss of a channel ensures stability of power systems and
cybersecurity requirements. The loss of the communication
channel can occur due to cyber-attacks such as Denial-of-
Service attack or data packets with a longer than expected
time delay. The metaheuristics MPA, PSO and GA used
were effective in solving the optimization problem. How-
ever, MPA was the only one capable of providing the desired
performance requirements in all simulations and was able to
provide high damping ratio values and well-damped angular
responses.

Future work includes developing probabilistic methods
to evaluate different combinations of communication chan-
nel losses without unduly affecting the control design. Full
WADC shutdown conditions subject to multiple attacks will
also be evaluated. Different time delay models will be eval-
uated in future research and how different strategies can be
developed to improve the dynamic performance of the sys-
tem. In addition, the method will be evaluated in systems
with direct current electrical energy transmission.
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