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Abstract
The energy market operates in a highly deregulated and competitive environment, where electricity price plays a crucial
role. Forecasting electricity prices presents a significant challenge due to the influence of complex factors such as weather
patterns, fuel costs, and the advancement of renewable energy technologies. This study focuses onmonthly electricity prices in
four neighboring European countries: Bulgaria, Greece, Hungary, and Romania, which share similar weather conditions and
economic characteristics. The research investigates the efficacy of four forecasting methods: Grey Verhulst Model (GVM),
Nonlinear Regression, Feedforward Neural Network, and Support Vector Regression (SVR). These methods are applied to
both short-term (1 month-ahead) and long-term (up to 7 months) electricity price forecasting in the aforementioned countries.
The findings reveal that GVM proves suitable for short-term predictions. However, when it comes to long-term forecasting,
SVR accurately captures the trends and turning points in electricity prices, albeit with unsatisfactory error rates. To address
this issue, a modified version of SVR, referred to as Modified SVR (MSVR), is proposed to mitigate the errors. The results
demonstrate that MSVR is an effective approach for long-term electricity price prediction.

Keywords Monthly electricity price · Grey Verhulst method · Support vector regression · Forecasting · Time series

1 Introduction

Electricity is the predominant form of energy used world-
wide. With the advent of digitalization and the industrial
revolution, electricity consumption has experienced a signif-
icant increase globally. In recent years, the European Union
has witnessed a surge in the use of electric vehicles, fur-
ther emphasizing the importance of electricity as an energy
source. Given the widespread use of electricity and the high
demand in Europe, accurately forecasting electricity prices
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has become a crucial from both economic and social consid-
eration [1]. A comprehensive analysis of electricity prices,
coupledwith reliable predictions, can assist governments and
businesses in formulating optimal policies and maximizing
profits. As a result, this subject has garnered considerable
attention among researchers. For instance, Klopicic et al. [2]
conducted a comprehensive investigation into the evolution
of the retail electricity market within the European Union.
Their analysis incorporated statistical measures such as the
arithmetic mean, standard deviation, and average exchange
rates. Nonetheless, these statistical metrics primarily serve as
indicators of the dynamics between electricity consumers and
suppliers. Notably, the crucial market determinant, electric-
ity price, was not factored into their study. In another study,
Vailtali [3] examined electricity transmission dynamics in the
southeastern European region. This research emphasized the
considerable variation in electricity transmission costs across
the states within the region. Such divergence underscores
the inherent volatility in electricity prices and the market’s
inherent instability. Tschora et al. [4] explored the effective-
ness of various forecasting techniques, including random
forest (RF), convolutional neural network (CNN), support
vector regression (SVR), and deep neural network (DNN),
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for predicting next-day electricity prices. Their findings indi-
cated that DNN and SVR were suitable methods, whereas
RF and CNN exhibited limitations in forecasting day-ahead
electricity prices. Chen et al. [5] introduced a hybrid least
square-SVM method for forecasting the electricity price on
the last day of each month, considering all preceding days of
that month as input for their model. Their findings revealed
that the electricity price data is affected by noise, and miti-
gating this noise can lead to enhanced accuracy in prediction
outcomes. Ugurlu et al. [6] proposed a three-layer gated
recurrent unit for predicting next-day electricity prices, uti-
lizing the electricity prices at each hour of the present day
as inputs. They demonstrated that models based on RNNs
exhibit greater accuracy in predicting short-term electricity
prices due to their ability to retain information from prior
data. However, it’s noteworthy that their investigation did
not extend to predicting long-term electricity prices. Xie et al.
[7] introduced the XGB-SHAPmethod to forecast electricity
prices for the following day. Their study focused on the PJM
electricity market within the United States and demonstrated
an impressive 94% accuracy rate (MAPE � 6%). Parhizkari
et al. [8] compared extreme machine learning (ELM) and
multi-layer perceptron (MLP) for mid-term electricity price
prediction, revealing that ELM outperformed MLP. Pourhaji
et al. [9] investigated long short-term memory (LSTM) with
monthly and seasonal clustering to predict short-term elec-
tricity prices. Their results indicated that monthly clustering
yielded superior performance compared to both seasonal
clustering and non-clustering methods. Additionally, Lago
et al. [10] conducted a review of existing methods for fore-
casting day-ahead electricity prices. Their study confirmed
that nearly all deep neural network models outperformed the
Lasso estimated autoregressive model, although it’s worth
noting that the Lasso model exhibited higher computational
efficiency.

Predicting long-term electricity prices is a challenging
task due to the complex nature of their behavior [11], which is
influenced by factors such as economic growth [12], weather
conditions [13], and social events [1]. The electricity market
is highly volatile, characterized by sharp price spikes. How-
ever, there has been limited research on forecasting monthly
electricity prices. Ribeiro et al. [14] introduced an ensemble
learningmodel for predicting industrial and commercial elec-
tricity prices in Brazil for the next 3 months. Xie et al. [15]
utilized tensor fusion and LSTM to forecast the month-ahead
electricity prices for residential, commercial, and industrial
sectors. Jahangir et al. [16] proposed a hybrid LSTM model
combined with dimension reduction techniques for monthly
electricity price prediction. Sultana et al. [17] incorporated
the past 5 months’ weather data as input and introduced an
enhanced support vector regression method for month-ahead
electricity price prediction. Windler et al. [18] employed a

deep feed-forward neural network for month-ahead electric-
ity price prediction, focusing on long-term prices.

Given the intricacies of the electricity market influ-
enced by non-storage attributes of electricity, coupled with
the impact of various stochastic factors like temperature,
renewable energy production variations, and socio-economic
influences on electricity consumption [12, 13], analyz-
ing and predicting electricity prices become a challenging
task. Researchers have adopted diverse stochastic factors to
improve the accuracy of electricity price forecasting. For
instance, Wagner et al. used expected photovoltaic and wind
energy production as inputs for predicting electricity prices
[25]. In a similar vein, Jahangir et al. utilized load demands
and different power sources for electricity price forecasting
[16]. Ugurlu et al. [6] predicted electricity prices by consid-
ering various lagged prices and forecasting demand/supply
scenarios. Ribeiro’s approach [14] involved using energy
generation, lagged energy prices, and demand to predict elec-
tricity prices. Notably, these parameters aremostly stochastic
and exhibit high irregularity, resulting in unstable forecasting
outcomes. To address this challenge, this paper opts to focus
solely on historical monthly electricity prices as a means to
overcome the instability associated with the highly irregular
and stochastic nature of the considered parameters.

The electricity market is highly competitive, and accu-
rate price forecasting can result in significant cost savings
for industries [9]. SVR, feedforward neural network (FNN),
nonlinear regression (NLR), and grey models, along with
their improved versions, are widely used in the electricity
price analysis. SVR, FNN, and NLRmethods are suitable for
long-term predictions, requiring a sufficient amount of input
data. On the other hand, grey models work well with smaller
datasets (minimum 4 elements) and are more appropriate for
short-term forecasting [19]. To the best of our knowledge,
nearly all grey models demonstrate limited ability to pre-
dict more than 5 subsequent time series elements with an
acceptable error [20, 21]. Notably, grey models have been
found to achieve optimal results in predicting the next ele-
ments [22, 23]. Therefore, we have defined the prediction
of the month-ahead electricity selling price as short-term
prediction and the prediction of the 7 upcoming months
as long-term prediction. This approach aligns with similar
studies, such as Ribeiro et al., who categorized month-ahead
electricity price prediction as short-term forecasting [9], and
Azad et al., who considered the prediction of wind speed for
the next 6 months as long-term forecasting [24]. We focus on
monthly electricity prices in Bulgaria, Greece, Hungary, and
Romania, aiming to investigate the efficiency of the afore-
mentioned methods in analyzing electricity prices in these
regions. The study demonstrated that NLR, FNN, and SVM
are not efficient in accurately predicting the electricity sell-
ing price for the upcoming months. Therefore, this paper has
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three main objectives. First, it proposes an improved sup-
port vector regression approach to forecast electricity prices
for the next 7 months (see Sect. 3). Second, it utilizes SVR
to identify trends in monthly electricity prices for the next
7 months, which is particularly important for investment
companies. The second objective is deemed more crucial
than the first. Third, we explore the effectiveness of the grey
Verhulst method for short-term electricity price prediction.
The remaining sections of the paper are organized as fol-
lows: Sect. 2 discusses the FNN, SVR, and GVM methods.
Section 3 presents the numerical results and the improved
SVR approach. Finally, Sect. 4 provides a conclusion and
suggests future research directions.

2 Materials andmethods

2.1 Database

The database obtained from European association for
the cooperation of transmission system operators for
electricity(ENTSO-e) website [26], specifically focusing on
wholesale average monthly electricity prices within the spot
market. Notably, any applicable fees, charges, or taxes at the
national level have been excluded from this data. During the
data preprocessing stage, missing values are estimated by
using interpolation methods based on neighboring values.
To obtain daily prices, the average of hourly prices within a
day is calculated, while the average of daily prices within a
month is considered as the monthly price.

2.2 Nonlinear regressionmethod

The objective of the nonlinear regression method is to deter-
mine the unknown coefficients (c � [c1, c2, c3]) of the
predefined function f (x, c) that minimize the difference
between the estimated output f (xi) and the actual output yi

Min
n∑

i�1

ε2i

s.t . | f (xi , c) − yi | ≤ ε, i � 1, ..., n,

(1)

where n is the number of input point and εi i � 1,…, n are
the error of the regression [27, 28].

In this study, the experimental results show that the func-
tion f in the following form is suitable for predicting the
future electricity prices. We will use the decomposition
method to obtain the values of the unknown coefficients c1,
c2 and c3.

f (x) � c1

(
π

2
− sin(x − c2)

c3

)
. (2)

2.3 Feedforward neural network

FNN is a widely employed neural network model for time
series forecasting [27]. In this research, a two-layer FNN
architecture is considered, with each layer consisting of 20
neurons. The MATLAB software is utilized for the cal-
culations, where its predefined parameters left unchanged.
Consequently, the ReLU function is chosen as the activa-
tion function, and the limited-memory Broyden-Fletcher-
Goldfarb-Shannon quasi-Newton algorithm is employed
as the optimization algorithm to determine the unknown
weights.

2.4 Grey Verhulst method

Grey system theory refers to a specific category of time
series forecasting methods that are suitable for dealing with
incomplete or small datasets [21]. The initial step of grey
models involves transforming the input time series into
another increasing time series known as the augmentation-
generated time series [22, 23]. The most commonly used
augmented series is the first-order augmented sequence (1-
AGO), denoted as X1 � (x11, . . . , x1n), which is defined as
follows:

x1i �
i∑

j�1

x0j , (3)

where X0 � {x01, . . . , x0n} represents the original time
series.

In the subsequent step, a differential equation with
unknown parameters is employed to capture the dynamics
of the augmented time series. The algorithm aims to deter-
mine the unknown parameters in a way that minimizes the
modeling error. The greyVerhulstmodel employs the follow-
ing nonlinear equation to approximate the 1-AGO sequence
[20]:

dx

dt
+ ax � bx

2.
. (4)

In our study, we utilize the least square method to estimate
the unknown coefficients in the grey Verhulst model.

2.5 Support vector regression

SVR is an efficient tool for regressing nonlinear data. SVR
considers a subset of input data for determining the unknown
coefficients w and b of the function.

f (x) � wT�(x) + b, (5)
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where � is mapping, w ∈ Rn and b are called weighted
and intercept coefficients [28]. This paper used the following
optimization problem and the sequential minimal optimiza-
tion method for determining unknown coefficients

Min
1

2
‖w‖2 + C

n∑

i�1

ξi + ξ∗
i

s.t yi − w
T
x − b ≤ ε + ξi ,

w
T
x + b − yi ≥ ε + ξ∗

i ,

(ξi , ξ∗
i ) ≥ 0,

(6)

where the constant C and ε are related to maximum accept-
able error and the variables i and ∗

i represent the extent of
exceeding the acceptable error ε [29, 30].

2.6 Modified support vector regression

MSVR is a variation of SVR specifically designed for long-
term prediction. The method consists of two main steps. In
the first step, the given time series, which spans the period [0,
T], is divided into two distinct subsets: Subset 1 and Subset
2. Subset 1 is defined on the interval [0, T1], while Subset
2 is defined on the interval [T1 + 1, T]. In this step, SVR
is applied to Subset 1 to determine the unknown parameters
of the model. In the second step, the model obtained from
Step 1 is utilized to predict the values of the time series in
the interval [T1 + 1, T]. In this step, the error of the model
is calculated and utilized to modify the output of the model.
Algorithm 1 provides a detailed description of this process.

MSVR, a variant of SVR, is specifically tailored for long-
term predictions. The method involves a three-step process:

Data segmentationThe initial time series, spanning from 0 to
T, is segmented into two distinct subsets: Subset 1 and Subset
2. Subset 1 covers the interval [0, T1], while Subset 2 spans
[T1 + 1, T]. Subset 1 is utilized to train the SVR model, and

Subset 2 is reserved for testing. Adjustment parameters are
determined based on the accuracy of the SVR model when
tested on Subset 2 (Step 3).
SVRmodel trainingThe regression SVRmodel is established
using Subset 1.
Prediction and model refinement Employing the model
obtained in Step 2, the values of the time series in the range
[T1, T] are predicted. The prediction error is utilized to refine
and modify the derived regression model.

Thedetailed step-by-step process is provided inAlgorithm
1. This methodology enables MSVR to iteratively improve
predictions by iteratively adjusting based on the test set’s
errors, thereby enhancing the accuracy of long-term fore-
casting.

Algorithm 1 Modified support vector regression

3 Results

In this section, we assess the effectiveness of the MSVR
method and compare it with SVR, NLR, and FNN for elec-
tricity price forecasting. Our experimental findings demon-
strate that for predicting the electricity price for the next
7 months (F � 7), modifying SVR by considering only 3
elements (k� 3) yields satisfactory results. Additionally, we
demonstrate that GVM produces reliable predictions for the
electricity price 1 month-ahead, where the reciprocal of the
input is taken into account.

To compare the results, we employ the mean average
percentage error (MAPE) as our evaluation metric. MAPE
is commonly used in practical applications due to its scale

Table 1 A scale of judgement for prediction accuracy

MAPE
%

0–10 10–20 20–50 � > 50

Class Highly
accurate

Good Reasonable Inaccurate
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Table 2 The GVM result for
month-ahead electricity price
prediction in Bulgaria

Date Actual reciprocal value Fitted value Residual MAPE (%)

Simulated Jul. 2021 0.0105 0.0100 − 0.0004 4.4588

Aug. 2021 0.0089 0.0086 − 0.0002 2.9735

Sep. 2021 0.0079 0.0073 − 0.0006 7.7459

Oct. 2021 0.0053 0.0061 0.0008 15.697

R-MAPE (%) 7.72

Predicted Nov. 2021 0.0047 0.0050 0.0002 4.64

F-MAPE (%) 4.64

Fig. 1 Actual and predicted monthly electricity prices (Feb 2022–Sep
2022) utilizing NLR

Fig. 2 Actual and predicted monthly electricity prices (Feb 2022–Sep
2022) using FNN

independence [22]. The efficiency of a forecasting method is
classified into four categories based on the MAPE value, as
shown in Table 1.

Fig. 3 Actual and predicted monthly electricity prices (Nov 2021–Sep
2022) using SVR

Fig. 4 Actual and predicted monthly electricity prices (Nov 2021–Sep
2022) using MSVR

To facilitate a comprehensive comparison, aside from
MAPE, this study also incorporates Mean Absolute Error
(MAE)[6] and Root Mean Square Error (RMSE) as evalu-
ation metrics for long-term prediction [31].This section can
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Table 3 Comparison of different methods for long-term monthly electricity price prediction in Bulgaria

Method NLR (the next 7
elements)

FNN (the next 7
elements)

SVR (the next 3
elements)

SVR (the next 10
elements)

MSVR (the next 7
elements)

MAPE (%) 60.45 1546 54.83 52.77 6.34

MAE 170.59 5190 107.321 141.68 23.29

RMSE 191.54 5934 108.75 152.70 35.42

Table 4 The GVM result for month-ahead electricity price prediction in Greece

Date Actual reciprocal value Fitted value Residual MAPE (%)

Simulated Sep 2021 0.0074 0.0063 − 0.0011 14.79

Oct 2021 0.0050 0.005 0.0005 9.60

Nov 2021 0.0044 0.0048 0.0004 10.11

Dec 2021 0.0074 0.0063 − 0.0011 1.51

R-MAPE (%) 9.0041

Predicted Jan 2022 0.0044 .0036 0.00077 17.36

F-MAPE (%) 4.64

Fig. 5 Actual and predicted monthly electricity prices (Apr 2022–Nov
2022) using NLR

be divided into subheadings to provide a structured and clear
presentation of the experimental results. The subheadings are
experimental results, their interpretation, and experimental
conclusions.

3.1 Bulgaria

3.1.1 Month-ahead prediction

The monthly electricity prices spanning from July 2021 to
October 2021 are taken as the input for GVM to predict the
electricity price for November 2021. The obtained results,
shown in Table 2 where R-MAPE and F-MAPE are the

Fig. 6 Actual and predicted monthly electricity prices (Apr 2022–Nov
2022) using FNN

MAPE of simulated and MAPE of predicted data respec-
tively. The results demonstrate that theGVMmethod exhibits
a high level of accuracy in its predictions.

3.1.2 Long-term prediction

The monthly electricity prices from October 2016 to August
2022 are used as input data for SVR, NLR and FNN to pre-
dict the electricity prices from February 2022 to September
2022. The actual and predicted results for the NLR and FNN
methods are depicted in Figs. 1 and 2, respectively.
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Fig. 7 Actual and predicted monthly electricity prices (Jan 2022–Nov
2022) using SVR

Fig. 8 Actual and predicted monthly electricity prices (Jan 2022–Nov
2022) using MSVR

To apply Algorithm 1, the SVR method is first utilized to
calculate themonthly electricity prices for the periodNovem-
ber 2021 to September 2022. Subsequently, the monthly
electricity prices are predicted for the period February 2022
to September 2022 using both SVR and MSVR. The actual

and predicted values by SVRandMSVRare plotted in Figs. 3
and 4, respectively.

Figure 3 illustrates that SVR accurately predicts the trends
and peaks of the monthly electricity prices in Bulgaria, while
Fig. 4 displays the modified values obtained throughMSVR.
A comparison of the accuracy of long-term prediction meth-
ods is presented in Table 3, which indicates that MSVR
achieves a high level of accuracy in long-term predictions.

3.2 Greece

3.2.1 Month-ahead prediction

The monthly electricity prices spanning from September
2021 to December 2021 are taken as the input for GVM to
predict the electricity price for January 2022. The obtained
results, shown in Table 4, demonstrate that the GVMmethod
exhibits a high level of accuracy in its predictions.

3.2.2 Long-term prediction

The monthly electricity prices from October 2016 to March
2022 are used as input data for NLR and FNN to predict the
electricity prices from April 2022 to November 2022. The
actual and predicted results for the NLR and FNN methods
are depicted in Figs. 5 and 6, respectively.

To apply Algorithm 1, the SVR method is first utilized to
calculate the monthly electricity prices for the period Jan-
uary 2022 to November 2022. Subsequently, the monthly
electricity prices are predicted for the period April 2022 to
November 2022 using both SVR and MSVR. The actual and
predicted values by SVR and MSVR are plotted in Figs. 7
and 8, respectively.

Figure 7 illustrates that SVR accurately predicts the trends
and peaks of the monthly electricity prices in Greece, while
Fig. 8 displays the modified values obtained throughMSVR.
A comparison of the accuracy of long-term prediction meth-
ods is presented in Table 5, which indicates that MSVR
achieves a high level of accuracy in long-term predictions.

Table 5 Comparison of different methods for long-term monthly electricity price prediction in Greece

Method NLR (the next 7
elements)

FNN (the next 7
elements)

SVR (the next 3
elements)

SVR (the next 10
elements)

MSVR (the next 7
elements)

MAPE (%) 58.02 515 59.66 61.87 8.26

MAE 126.96 1465 52.90 121.31 81.33

RMSE 132.05 1558 54.105 129.35 82.89
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Table 6 The GVM result for month-ahead electricity price prediction in Hungary

Date Actual reciprocal value Fitted value Residual MAPE(%)

Simulated March2021 0.0182 0.0168 − 0.0014 7.59

Apr 2021 0.0159 0.0161 0.0002 1.28

May 2021 0.0167 0.0151 − 0.0015 9.30

Jun 2021 0.0128 0.0139 0.0010 8.28

R-MAPE (%) 6.61

Predicted Jul 2021 0.0105 0.0123 0.0018 17.68

F-MAPE (%) 17.68

Fig. 9 Actual and predicted monthly electricity prices (Oct 2021–May
2022) using NLR

3.3 Hungary

3.3.1 Month-ahead prediction

The monthly electricity prices spanning from March 2021
to June 2021 are taken as the input for GVM to predict the
electricity price for July 2021. The obtained results, shown
in Table 6, demonstrate that the GVMmethod exhibits a high
level of accuracy in its predictions.

3.3.2 Long-term prediction

Themonthly electricity prices from January 2015 to Septem-
ber 2021 are used as input data for NLR and FNN to predict
the electricity prices from October 2021 to May 2022. The
actual and predicted results for the NLR and FNN methods
are depicted in Figs. 9 and 10, respectively.

To apply Algorithm 1, the SVR method is first utilized to
calculate the monthly electricity prices for the period July
2021 to May 2022. Subsequently, the monthly electricity
prices are predicted for the period Oct. 2021 to May 2022

Fig. 10 Actual and predicted monthly electricity prices (Oct 2021–May
2022) using FNN

Fig. 11 Actual and predicted monthly electricity prices (Jul 2021–May
2022) using SVR

using both SVR andMSVR. The actual and predicted values
by SVR and MSVR are plotted in Figs. 11 and 12, respec-
tively. Figure 11 illustrates that SVR accurately predicts the
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Fig. 12 Actual and predicted monthly electricity prices (Jul 2021–May
2022) using MSVR

trends and peaks of the monthly electricity prices in Hun-
gary, while Fig. 12 displays the modified values obtained
through MSVR. A comparison of the accuracy of long-term
prediction methods is presented in Table 7, which indicates
that MSVR achieves reasonable accuracy in long-term pre-
dictions.

3.4 Romania

3.4.1 Month-ahead prediction

The monthly electricity prices spanning from March 2021
to June 2021 are taken as the input for GVM to predict the

Fig. 13 Actual and predicted monthly electricity prices (Oct 2021–May
2022) using NLR

electricity price for July 2021. The obtained results, shown
in Table 8, demonstrate that the GVM method exhibits rea-
sonable accuracy in its predictions.

3.4.2 Long-term prediction

The monthly electricity prices from Jan 2015 to September
2021 are used as input data for NLR and FNN to predict
the electricity prices from October 2021 to May 2022. The
actual and predicted results for the NLR and FNN methods
are depicted in Figs. 13 and 14, respectively.

To apply Algorithm 1, the SVR method is first utilized to
calculate the monthly electricity prices for the period July

Table 7 Comparison of different methods for long-term monthly electricity price prediction in Hungary

Method NLR (the next 7
elements)

FNN (the next 7
elements)

SVR (the next 3
elements)

SVR (the next 10
elements)

MSVR (the next 7
elements)

MAPE (%) 71.55 1356 48.03 60.15 27.70

MAE 157.71 4101 55.13 117.71 70.75

RMSE 165.31 4606 56.81 125.85 73.90

Table 8 The GVM result for month-ahead electricity price prediction in Romania

Date Actual reciprocal value Fitted value Residual MAPE (%)

Simulated March 2021 0.0184 0.0171 − 0.0013 6.95

Apr 2021 0.0159 0.0158 − 0.00009 0.58

May 2021 0.0170 0.0145 − 0.0025 14.85

Jun 2021 0.0130 0.0131 0.0001 0.97

R-MAPE (%) 8.84

Predicted Jul 2021 0.0106 0.0117 0.0011 10.41

F-MAPE (%) 10.41

123



4112 Electrical Engineering (2024) 106:4103–4114

Fig. 14 Actual and predicted monthly electricity prices (Oct 2021–May
2022) using FNN

Fig. 15 Actual and predicted monthly electricity prices (Jul 2021–May
2022) using SVR

2021 to May 2022. Subsequently, the monthly electricity
prices are predicted for the period October 2021 toMay 2022
using both SVR andMSVR. The actual and predicted values
by SVR and MSVR are plotted in Figs. 15 and 16, respec-
tively.

Figure 15 illustrates that SVR accurately predicts the
trends andpeaks of themonthly electricity prices inRomania,
while Fig. 16 displays the modified values obtained through
MSVR. A comparison of the accuracy of long-term predic-
tion methods is presented in Table 9, which indicates that
MSVR achieves a high level of accuracy in long-term pre-
dictions.

Fig. 16 Actual and predicted monthly electricity prices (Jul 2021–May
2022) using MSVR

4 Conclusion

With the rapid development of technology and digitaliza-
tion, the electricity market has garnered significant attention
from economists, governments, and investors. Accurate pre-
diction of electricity prices can potentially save governments
millions of dollars. However, achieving precise predictions
poses a considerable challenge due to the intricate interplay
of factors affecting electricity production and demand. These
factors encompass weather patterns, governmental policies,
renewable energy technologies, and fuel costs, all of which
are inherently uncertain [32]. Notably, probabilistic models
[32] considering these uncertainties may lack robustness and
can be significantly influenced by volatile inputs.While there
have been numerous studies on short-term electricity price
prediction, the research on long-term prediction is relatively
limited. This paper focuses on GVM for month-ahead sell-
ing price prediction and investigates the efficiency of three
long-term prediction methods: NLR, FNN, and SVR.

The methods are applied to monthly electricity prices of
four European countries—Bulgaria, Greece, Hungary, and
Romania—chosen due to their shared borders and similar
weather and economic conditions. The results demonstrate
that GVM is an efficient tool for month-ahead electricity
price prediction. However, NLR and FNN heavily rely on
input parameters, making parameter selection a crucial task.
In contrast, SVR and GVM exhibit robustness to their input
parameters.

While SVR effectively predicts trends and peaks in
monthly electricity prices, its accuracy is not satisfactory. To
address this limitation, we propose a modification approach
where the first three predicted elements from SVR are
adjusted. The results indicate that the MSVR method is
efficient for long-term monthly electricity price prediction.

123



Electrical Engineering (2024) 106:4103–4114 4113

Table 9 Comparison of different methods for long-term monthly electricity price prediction in Romania

Method NLR (the next 7
elements)

FNN (the next 7
elements)

SVR (the next 3
elements)

SVR (the next 10
elements)

MSVR (the next 7
elements)

MAPE (%) 68.16 1513 47.68 57.65 22.52

MAE 144.18 2298 54.82 108.38 55.13

RMSE 151.89 2577 55.13 115.09 57.95

However, the values of MAPE are bigger than 5% and its
improvement should be considered for future works. In addi-
tion, considering the factors such as the amount of renewable
energy production, delivering cost, weather and environ-
mental conditions and coal, gas and CO2 prices should be
considered for improving the accuracy of the considered
short-term forecasting greymodel. Future research directions
include investigating the efficiency of hybrid GVM-SVR
models, exploring more complex and multi variable grey
models [33, 34] especially for short-term prediction, and
comparing them with recent hybrid neural network forecast-
ing methods across different regions.
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