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Abstract

Optimal reactive power flow (ORPF) is of great importance for the electrical reliability and economic operation of modern
power systems. The integration of distributed generations (DGs) and two-terminal high voltage direct current (HVDC)
systems into electrical networks has further complicated the ORPF problem. Due to the high computational complexity of
the ORPF problem, a powerful and robust optimization algorithm is required to solve it. This paper proposes a powerful
metaheuristic algorithm namely fitness-distance balance-based adaptive gaining-sharing knowledge (FDBAGSK). In the
performance evaluation, 39 IEEE CEC benchmark functions are used to compare FDBAGSK with the original AGSK
algorithm. Moreover, the proposed algorithm is applied to perform the ORPF task in modified IEEE 30- and IEEE 57-
bus test systems. The effectiveness of the FDBAGSK method was tested for the optimization of three non-convex objectives:
active power loss, voltage deviation and voltage stability index. The ORPF results obtained from the FDBAGSK algorithm
are compared with other optimization algorithms in the literature. Given that all results are together, it has been observed that
FDBAGSK is an effective method that can be used in solving global optimization and constrained real-world engineering
problems.

Keywords Fitness distance balance-based adaptive gaining-sharing knowledge algorithm - Optimal reactive power flow -
High voltage direct current - Distributed generations

1 Introduction

Optimal reactive power flow (ORPF) is a nonlinear, non-
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(ABC) algorithm to produce high-quality solutions to the
ORPF problem. The success of the ABC in minimizing active
power loss was evaluated using IEEE 30- and IEEE 118-bus
test systems. The numerical results demonstrated that the
ABC was able to achieve effective solutions for the ORPF
problem. Yal¢in and Arifoglu [5] applied the genetic algo-
rithm (GA) to the optimization of the ORPF problem in an
IEEE 14-bus power system. Given that numerical results
are together, it is observed that GA was more successful in
solving the ORPF problem compared to its competitors. In
another study, Moghadam and Seifi [6] dedicated on opti-
mal reactive power planning problem. In this direction, the
authors utilized the teaching—learning-based optimization
(TLBO) method based on fuzzy logic to minimize power
loss. The IEEE 30-bus test system results showed that the
proposed algorithm can be a powerful alternative for solving
the ORPF problem. Sulaiman et al. [7] investigated the best
settings of control variables for reactive power flow problem.
The authors applied the grey wolf optimizer (GWO) to solve
the regarding problem. The efficiency of the algorithm has
been tested in IEEE 30- and IEEE 118-bus power systems,
and the GWO has outperformed other metaheuristics in terms
of convergence speed and solution accuracy. Mehdinejad
et al. [8] proposed the hybrid particle swarm optimization-
imperialist competitive algorithm (PSO-ICA) for effective
management of reactive power. The simulation results of
IEEE 57- and IEEE 118-bus power systems demonstrated
that the proposed hybrid approach had the ability to produce
better-quality solutions than the ICA and PSO. Lenin et al. [9]
used the hybrid tabu search-simulated annealing (HTSSA)
algorithm to solve the ORPF problem. The effectiveness of
HTSSA was evaluated in the IEEE-30 bus test system. The
simulation results demonstrated that the HTSSA significantly
reduced the active power loss. Mei et al. [10] applied the
moth-flame optimization (MFO) algorithm to optimize the
control variables of the ORPF problem. The performance of
the algorithm has been tested in large-scale power systems,
and it has been observed that the solution quality is better
than its competitors. Sakr et al. [11] presented the differential
evolution-based optimal reactive power optimization. The
authors investigated the success of the proposed modified dif-
ferential evolution algorithm (MDEA) in optimizing power
loss and enhancing the voltage profile. Medani et al. [12]
used the whale optimization algorithm (WOA) to optimize
the control variables of the ORPF problem. The numerical
results of the IEEE 14-, IEEE 30-, and Algerian 114-bus
test systems revealed that the WOA is an efficient and robust
method for solving the power system planning problem under
study. Shaheen et al. [13] developed the hybrid improved
marine predators algorithm and particle swarm optimization
(IMPAPSO) method for the solution of the reactive power
planning problem. The effectiveness of the proposed algo-
rithm has been tested on IEEE 30-, IEEE 57- and IEEE
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118-bus test systems. From the results, it has been seen
that the convergence performance of the hybrid algorithm
is superior to its competitors. Fadel et al. [14] employed
the backtracking search algorithm (BSA) to find a feasible
solution ORPF problem incorporating DGs and HVDC trans-
mission systems. The effectiveness of the BSA was tested
on modified IEEE 30- and 57-bus test systems with differ-
ent cases. The simulation results showed that the power loss
achieved by BSA was lower than its competitors in all test
cases.

Based on the literature review, it can be said that the studies
regarding the solution to the ORPF problem are a hot topic of
interest to researchers. However, most of these studies inves-
tigated the classical ORPFE. Contrary to the literature, the
present research has centered on solving the AC/DC-ORPF
problem in power systems that are modeled closest to the real
world with the integration of DGs and HVDC systems. It is
clear that power system researchers have applied a huge num-
ber of optimization algorithms to solve the ORPF problem.
However, the obtained results have not been of the desired
quality due to the drawbacks of optimization methods such as
premature convergence and getting stuck in the local optima.
From this point of view, a powerful and robust optimization
algorithm is needed to provide results that improve upon the
preceding ones. In this direction, this paper proposes a new
metaheuristic algorithm, namely fitness-distance balance-
based adaptive gaining-sharing knowledge (FDBAGSK).

A comprehensive scientific study has been carried out to
test and verify the effectiveness of the proposed FDBAGSK
algorithm. Firstly, it has been evaluated on 39 benchmark
functions from CEC 2017 and CEC 2020, two of the most
up-to-date test suites in the literature. The exploration,
exploitation, and balanced search capabilities of the algo-
rithm have been investigated by using unimodal, multimodal,
hybrid, and composition-type problems in the relevant test
suites. The data obtained from the experimental studies
have been statistically analyzed using the Friedman and
Wilcoxon tests. In addition, the convergence performance of
the developed FDBAGSK has been validated by examining
the boxplot graphs including the solution distribution span.
After that, the developed FDBAGSK algorithm has been
applied to the solution of nonlinear ORPF problem incor-
porating DGs and HVDC systems. Simulation studies have
been performed on modified IEEE 30- and IEEE 57-bus test
systems for optimization of power loss, voltage deviation,
and voltage stability enhancement objectives.

The main contributions of this study can be listed as fol-
lows:

e A novel optimizer named fitness-distance balance-based
adaptive gaining-sharing knowledge (FDBAGSK) is pro-
posed.
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e Theexploration, exploitation, and balanced search abilities
of the proposed FDBAGSK are tested by unimodal, multi-
modal, hybrid, and composition-type benchmark functions
on CEC 2017 and CEC 2020 test suites. Furthermore, the
convergence performance of the algorithm in 30, 50, and
100-dimensional search spaces was investigated.

e The practicability of FDBAGSK is evaluated for the opti-
mization of the ORPF problem incorporating DGs and
HVDC systems.

o The effectiveness of the proposed algorithm has been ver-
ified by Wilcoxon and Friedman statistical tests.

The remainder of the paper is organized as follows:

e Section 2 presents the mathematical model of the ORPF
incorporating DGs and HVDC systems.

e Section 3 was prepared to introduce the design steps
of the proposed FDBAGSK algorithm. In this direction,
the fitness-distance balance (FDB) selection method, the
basics of the original AGSK algorithm, and the proposed
FDBAGSK algorithm are given, respectively.

e Section4 describes the experimental settings. It gives
detailed information about the standards that were con-
sidered in executing the experimental studies and the
benchmark problems used to test the performance of the
algorithms.

e Section$ gives the findings and analysis results from the
experimental studies.

e Section6 presents the conclusions of the study.

2 Mathematical model of ORPF problem
incorporating DGs and HVDC systems

The optimal reactive power flow (ORPF) is a well-known
power system problem in the field of the economical and
reliable operation of electrical networks. The optimization
of the ORPF problem is formulated as the minimizing cho-
sen objective function such as active power loss, voltage
deviation, and voltage stability index via adjustment of the
control variables subject to various equality and inequality
constraints [15, 16]. The mathematical model of the ORPF
optimization problem is given in Eq. (1) [14, 17].

minimize Fopj(M, P)
subject to g(M, P) =0 (D
h(M, P) <0

where Fop; is the objective function, M and P represent the
state and control variables, g(M, P) and h(M, P) are the
equality and inequality constraints, respectively. This study

has focused on the formulation and solution of the AC/DC-
ORPF problem involving DGs and HVDC systems.

2.1 State variables

The state variables of the AC/DC-ORPF problem incorpo-
rating DGs and HVDC systems are given in Eq. (2) [14].

M — I:MAC’ MDC]

AC

M~ = [PTHGls OTHG, --- OTHG NG VL) ~--VLNPQ]
DC

M = [tl" ti9 Q’ra Vi’ Ud}” Udi] (2)

where Qr i, represents reactive power of thermal genera-
tors, Prpc, is the active power of the swing generator, V.
shows the voltage value of the load buses. NT HG and N P Q
are the number of thermal generators and load buses. #, and
t; display the tap ratio of transformers at the rectifier and
inverter sides, respectively. The excitation angle of the rec-
tifier and inverter are symbolized by ¢, and y;. vy and vy;
represent the DC voltage of the rectifier and inverter termi-
nals, respectively.

2.2 Control variables

The control variables of the ORPF problem incorporating
DGs and HVDC systems can be listed as follows [14]:

p— [PAC, PDC]

AC
P = [PTHGZ ce PTHGNTHG? VTHG] “e VTHGNTHG’

T1 . TNTs PDG] e PDGNDG’ lOCDG1 ...lOCDGNDG]

pbC — [P, Pi, Or, Qi id]
3

where Prpc represents the thermal generator active power
(except for the swing generator), Vr g is the voltage value
of the generator buses, and T indicates the tap ratio of trans-
formers. Ppg and locpg show the active power output and
location of the DG, respectively. NTHG, NT, and NDG
represent number of thermal generators, transformers, and
distributed generations, respectively. P., P;, Q,, and Q;
are the active and reactive power output of the rectifier and
inverter, and i, is the direct current.

2.3 Objective functions

In this study, active power loss, voltage deviation and L-
index objective functions are optimized. The mathematical
model of objective functions is explained in the following
subsections.

@ Springer
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2.3.1 Active power loss

The active power loss objective function can be formulated
as given in Eq. (4) [14].

Fobj (M, P) = Fobjl = Ploss
NTHG NDG Npus

= Z Prucgi + Z Ppci — Z Pry
k=1 k=1 k=1

“

where Prpgr is the generator active power at bus k, Ppgk
represents the active power of the distributed generator con-
nected to the k-th bus, Py denotes load demand at bus k, and
Npys represents the total bus number.

2.3.2 Voltage deviation

In modern power systems, the bus voltage deviation is con-
sidered one of the most important security indices. Because
a small change in voltage can affect the entire system and
cause a power outage [18, 19]. The voltage deviation objec-
tive function can be written as follows [20]:

NPQ
Fooj(M, P) = Fopjp = VD = Y " |VL; — 1| Q)
i=1

where V D represents the voltage deviation value, N P Q is
the number of load buses, and V L; shows i-th load bus volt-
age.

2.3.3 Enhancement of voltage stability

Voltage stability is a major problem in modern power systems
and usually results from a change in power system config-
uration, increased load on the load buses, or a disturbance
in the power systems. The L-index value of the load buses
is a powerful indicator of voltage stability [20]. The L-index
parameter is expected to take values between 0 and /, with 0
defining a no-load case, and / defining voltage collapse. For
modern power systems, a lower L-index value corresponds
to a more stable status [21, 22].

NTHG v
1 - Fji—
Z I V;

i=1

Fji = Y211 '[Y16] @)

Lj= j=1,2,...,NPQ (6)

where L ; is the L-index value of the j-th load bus, and Y
and Y g sub-matrices are calculated from the bus admittance
matrix (Ypys) after separating the load and generator buses,
as defined in Eq. (8) [18, 23].
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= [Yus] = ¥
The maximum value of the L-index is defined as the objec-
tive function (Eq. 9) [20]:

Fopj(M, P) = Fopjz = min(Lyay) = min(max(Lj)) ©)

2.4 Equality constraints

This sub-section introduces the equality constraints of the
AC/DC-ORPF optimization problem.

2.4.1 AC system equality constraints

The AC bus model including DGs and HVDC systems is
shown in Fig. 1. The active and reactive power equations of
the k-th AC bus can be defined as follows [14]:

Pruck + Ppgk — Pk — Ppk — P =0 (10)

OrHGrk+ Qck — Ok — Opk — Ok =0 (11)

where Pryck, Pogk, Prk, Ppr, and Py are defined as an
active power of the thermal generator, distributed genera-
tion, load bus, DC link, and k-th bus; Qrrgr, Qck, Ork,
Opk, and Qy are defined as reactive power of the thermal
generator, shunt compensator, load bus, DC link, and k-th
bus, respectively.

The active and reactive power transferred from the k-th
bus to the AC system can be defined as follows [20, 22]:

Nbus

Pe=vp Y vj[Gjcos( — 8;)+ Byjsin(8 — 8] (12)
j=1
Nbux

Or = vt Z v;[Gyjsin(8x — 8;) — Byjcos(8 —8;] (13)
j=1

where v and v; denote the voltage magnitude at bus k and j,
respectively. Gx; and By; are conductance and susceptance,
8k and & ; depict the voltage angle of k-th and j-th bus, respec-
tively.

If the rectifier and inverter losses are ignored, the power
equations of the rectifier and inverter attached to the AC bus
can be written as follows [14, 20]:

Ppi = P, (14)

Opk = Or (15)
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Fig.1 AC bus model Py +ij
incorporating DGs and HVDC VU 0 Xk
transmission systems —_— to0i
— ou g(.)mg
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Ppi = —P, 16 : 3¥ei
Dk = — 1L (16) Vdi = VdpiCOSY — Feild = Tei = (24)
Opr = Qi (17) P, = vgiiy (25)
-1
i = cos” (Vg /Vdoi 26
2.4.2 DC system equality constraints o (Vat /Vaot) (26)
The schematic diagram of the two-terminal HVDC transmis- Qi = | Pitand;| (27)

sion system is depicted in Fig. 2. In the figure, v, v;, i,, and
i; denote the AC voltage values and currents of the rectifier
and inverter, respectively. d,, §;, &, and & show the phase
and AC current angles at the rectifier and inverter side [20,
22]. The equations of the rectifier side can be formulated as
follows [24-26]:

Vdor = kty v = k = %E (18)
Vdr = VgorCOSU — Terlg = Tep = 3er (19)
Py = vgrig (20)
¢ = cos™ (Var /Vaor) 2D
Qr = |Prtandy,| (22)

where vg, denotes the rectifier open circuit DC voltage
value. r and ¢, are the commutating resistance and phase
angle at the rectifier side, respectively.

The inverter side equations can be written as follows
[24-26]:

32

T

Vdoi = ktivi = k = (23)

where vg,; denotes the inverter open circuit DC voltage value.
rei and ¢; are the commutating resistance and phase angle at
the inverter side, respectively. The equivalent circuit of a two-
terminal HVDC transmission system is illustrated in Fig. 3.
Considering the DC-link resistance, the voltage balance of
the DC system can be written as follows [14]:

Vdr — Vdi — ¥deld =0 (28)

2.5 Inequality constraints

In this sub-section, inequality constraints of the AC/DC-
ORPF problem are given.

2.5.1 AC system inequality constraints

AC system inequality constraints can be formulated by Eqs.
(29-34).

PPt < Prygi < P-.Vi e NTHG (29)
PJU < Ppgi < PJ&iVi € NDG (30)
Quin.. < Ormgi < QW4%;.Vi e NTHG 31)
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Fig. 2 Two-terminal HVDC : T :2.0;
transmission system 1Z% L6r ld /\X/C\/ 14 l
AC 1: tT ti: 1 AC
oo |— {8 trar v} [Se]——] e
— ] ' . —»
lrLS;r li4€i
B Q; P, Q;
Rectifier Inverter
%V—%—;Tci NTHG )
, T . +% Y (Qruci — QruGi™)
kt, v, cosa, 5% Var ‘ ‘ Vai a ktiv; cosy; i=1
NPQ s
+ V-—V-2+)\(t—tlim)
Fig.3 Two-terminal HVDC system equivalent model 3 z; (Vii Li) 4\ r
=
li 2 li 2
) +\s (ti — 1 zm) + )x.(,(O(r — lm)
THG: = VrHGi < VG Vi € NTHG (32) 7 -,
+N7 (Vi - J/il”"> +\g (vdr - vdrllm)
VIn < Vi < VYYie NPQ (33) T
+ g (Udi - vdi"'") (42)

2.5.2 DC system inequality constraints

DC system inequality constraints are given in Eqs. (35—41).

where A1, A2, N3, M4, N5, N6, A7, N8, and kg are penalty factor
terms. If the value of the state variables is lower or higher
than the limit values, the value of these variables is set to the
limit. Constraint violation states are given in the following
equations:

imin < gy < max 35)
PP < Ppp < P&k =i, r (36)
QP < Qpi < Qpk=i.r 37)
< <tk =i, r (38)
v:l"k”’ <va <V k=i,r (39)
a;nin <a, <" (40)
vt <y <y (41)

The fitness function of the AC/DC-ORPF problem incor-
porating DGs and HVDC systems can be formulated as in
Eq. (42). In that equation, F,p; (M, P) represents the objec-
tive function that include active power loss (Fypj1), voltage
deviation (Fypj2), and voltage stability enhancement (Fp;3).

intness = Fabj(M» P) + Penalty

, 2
Penalty = '\ (PTHG| — PTHGlllm)

@ Springer

min . min
plim _ | Prig, ifPruc, < Pryg, 43)
THG; — pmax if P > pmax
THG THG, THG
THGi — max lfQ s Qmax
THGi 'J ¥THGi THGi
min . min
Vii'm _ VLi ifVii < VL,‘ (45)
i .
V[f'l’-“x ifVii > Vg’;‘“‘
Aim _ M ift < 1M (46)
" X jfr, > fhaex
fim _ )0 e < 47)
! e ift >
alim _ a;mn lf oy < a;mn (48)
g a™if o > ot
min - min
; ; 1 P < Y
,yillm — y'lnax f yl ylmax (49)
L lf Yi =Y
min min
; v 1 Vgr <V
i = Vi O var < (50)
vt if var > vy
olim — Y Vai " L vai < v (51)
! A vg > v
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3 Method

Although MHS algorithms differ from each other in sev-
eral ways, there are two search tasks common to all of them
[27-30]. The first task is exploitation, which refers to the
ability to perform a neighborhood search around a reference
location. This task, also known as fine-tuning, can be eas-
ily fulfilled by MHS algorithms because there are simple
and effective mathematical methods that are well known for
searching around a reference location [31, 32]. The second
task is exploration, which refers to the algorithm’s ability
to efficiently research the entire search space. In contrast to
exploitation, exploration is challenging because there are an
unlimited number of solutions to be investigated in search
space. Exploration is a process performed to eliminate local
solution traps and plays a major role in determining the algo-
rithm search performance [33-35]. The existence of many
local solution traps in complex search spaces causes MHS
algorithms to get caught in local solution traps while per-
forming their exploration tasks and thus leads to premature
convergence [36]. To overcome these problems, the MHS
algorithm must have strong exploration and balanced search
capability. The present study has centered on improving the
exploration and balanced search capabilities of the AGSK
algorithm, which suffers from premature convergence. In this
direction, the guide selection strategy of the AGSK algorithm
was redesigned using the FDB selection method. Thus, the
FDBAGSK algorithm, which has the ability to effectively
explore the search space and converge to the global optimum
successfully, was developed. The next sub-sections introduce
the FDB selection method, optimization model of the AGSK,
and the proposed FDBAGSK algorithm.

3.1 Fitness-distance balance (FDB) selection method

Fitness-distance balance (FDB) [37] is an effective and pow-
erful selection method developed by Kahraman et al. in 2020.
The fundamentals of FDB method are based on the selec-
tion of guides with high potential to improve the quality of
the search process. Although FDB is relatively similar to
the greedy selection method, the most important feature that
distinguishes FDB from the greedy approach is that the solu-
tion candidates are selected according to their scores. The
FDB method considers two criteria to calculate the scores
of the solution candidates: the fitness value and the distance
to the best solution (xp,s;) in the population [37, 38]. This
ensures that the solution candidate with the high fitness value
is selected and also prevents the selection of a solution can-
didate that is very close to the xp.s; [33]. In order to calculate
the FDB scores of solution candidates in a P-population, the
following steps should be applied [37, 39]:

Step 1: Assume that x; (i = 1, 2, ..., k) represents indi-
vidual in population P. Accordingly, the population includes

k individuals (solution candidates) and each individual x;
is represented by x;; = [x;1, Xi2, ..., Xiu], where n is the
design variables number and f;(i = 1, 2, ..., k) is the fit-
ness value. In light of these definitions, P and FV vectors are
created as shown in Eq. (52).

,FV = (52)

f k dgx1
Step 2: The Euclidean distance value between i-th indi-

vidual (x;) and xp,s; is calculated by Eq. (53), where xpes;
refers to the individual with the best fitness value.

k
=1 VXi 7 Xpest> Dx,i

= \/(xi[l] - xbest[l])z + (xi[2] - xhest[Z])z +...+ (Xi[n] - xhest[n])z

(53)
Step 3: The distance vector Dy is represented by Eq. (54).
d

Dy=| . (54)

dk kx1
Step 4: The FDB selection method evaluates individuals
according to their scores. The score value is calculated using
the normalized fitness value (norm F'V) and normalized dis-
tance value (norm D) of individuals. Normalized values are
used in order to prohibit the dominance of fitness and dis-
tance values in the score calculation. The weight coefficient
(w) determines the effect of F'V and D, in the FDB score
calculation of the individuals. In this study, the effects of fit-
ness and distance values on score calculation were considered

equal (w = 0.5).

f.‘zl‘v’x,-, wa = w * normFVxUJ +(1—w)=x* normeUJ
(55)

Step 5: The score vector of the population P is represented
by Eq. (56).

S1

so=| . (56)

Sk jx1
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In the FDB selection method, individuals that will guide
the search process are chosen based on the S vector shown
in Eq. (56). For detailed information about the FDB selection
method, please review Ref. [37].

the search-process lifecycle, the search for a global optimum
is carried out through exploration and exploitation operators.
Finally, the population P is updated based on the fitness value
of the individuals.

Algorithm 1. General steps of the GSK optimization process

1. Initialization

2 P: Create initial population randomly as specified in Eq. (52)

3. for i=1: £ (number of individuals) do

4. FV: Evaluate the fitness for each individual as given in Eq. (52)

5 end

6 while search process lifecycle: up to termination criteria do

7 Step 1: Selection

8 Select individuals from P (X;_1,X;41, X, Xppest: Xm» Xpworst)

9. Step 2: Search (Exploration and Exploitation)

10. Junior Gaining Sharing Knowledge Phase (x;_1, X; 41, X;)

11. Senior Gaining Sharing Knowledge Phase (Xppest) Xm» Xpworst)
12. Step 3: Update

13. Update the P-population based on the fitness value of individuals
14. end

3.2 Overview of AGSK algorithm

Adaptive gaining-sharing knowledge (AGSK) [40] is a pow-
erful metaheuristic algorithm developed by Mohamed et al. in
2020. The AGSK has been developed to provide an effective
algorithm that can solve difficult optimization problems with
rapid convergence and high solution accuracy by enhanc-
ing the search capability of the gaining-sharing knowledge
(GSK) [41] algorithm. The strength of the AGSK is in
its dynamic adaptation of the knowledge factor (ks) and
knowledge ratio (k,). The AGSK algorithm was created by
combining the GSK with the adaptive procedure. The basics
of the GSK algorithm and the adaptive procedure are intro-
duced in the following subsections.

3.2.1 Gaining-sharing knowledge algorithm

GSK is a population-based algorithm inspired by the behav-
ior of people to acquire and share knowledge throughout their
lives. Itis based on two crucial stages: junior gaining-sharing
knowledge and senior gaining-sharing knowledge [41].

As given in Algorithm 1 (please see lines 6-14), the
GSK optimization process consists of three steps: selection,
search, and update. In the selection step, the individuals who
will guide the search process are identified. The GSK algo-
rithm uses sequential, random, and greedy selection methods
to identify guide solution candidates. In the second step of

@ Springer

As in other metaheuristic algorithms, GSK uses the initial
population P to start the optimization process. The P is cre-
ated based on k solution candidates called individuals and n
design parameters. The FV vector represents the fitness value
of the individuals, and it is created as given in Eq. (52). For
the junior and senior gaining-sharing knowledge stages, the
dimension of design variables (n) is calculated by Eq. (57)
[40, 41].

FEs \X
NGained_Shared_Junior = N * l — —— (57)
maxFEs

NGained_Shared_Senior = N — NGained_Shared_Junior

where FEs and max F Es are the current and maximum
function evaluation scores, respectively. The dimension of
the design parameter to be updated using the junior stage
initially takes its maximum value, and over time, the number
of dimensions to be updated using the senior stage increases.
The speed of learning and sharing knowledge increases at
some points in the human lifetime and decreases at others.
This dynamic process is simulated by setting the information
rate K in Eq. (57). Due to the heterogeneous distribution of
the population, parameter K takes a random value in the
range [0-1] for half of the population individuals and an
integer value in the range [1-20] for the other half [40, 41].
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In the junior gaining-sharing knowledge stage, knowledge
resources are limited, so each individual tends to obtain infor-
mation only from the closest family members and relatives.

Eq. (58). Knowledge is shared with a randomly selected indi-
vidual x, from the population. The pseudo-code of the junior
gaining-sharing knowledge phase is given in Algorithm 2.

Algorithm 2. Junior gaining-sharing knowledge phase [40, 41]

1. fori=l:kdo

2 for j=1: n do

3 if rand<=k, (knowledge ratio) then

4 if f(x;) > f(x;,) then

5. X" = x ke [ (o — Xi1) + O — )]
6. else

7. X" = x4 ke [ (g — xip0) + (g — x,.)]
8. end if

9. else

10. xijnew — xijold

11. end if

12. end for

13. end for

Individuals are updated via the following steps [40, 41]:

Step 1: Individuals are ranked in descending order accord-
ing to fitness values as shown in Eq. (58). In that equation,
Xpest and xyors¢ represent the individuals with the best and
worst fitness values, respectively.

X
best

Xi—1
P = (58)

Xi

Xi+1

L Xworst . .p

Step 2: The x;_; (closest better) and x;.; (closest worse)
are identified for each individual (x;, i = 1, 2, ..., k) using

At the senior gaining-sharing knowledge stage, individ-
uals have excellent capability to gain and share knowledge
from their wide networks of friends, social media, and books.
This stage examines the effects of individuals classified as
the best and worst on the other individuals. Thus, individuals
are updated via the following steps [41]:

Step 1: The population is divided into three categories
considering the rank given in Eq. (58). Accordingly, the first
100p% individuals are in the best-category, the last 100p%
individuals are in the worst-category, and the other individ-
uals k—(2x 100p%) are in the better/middle category.

Step 2: For each x;, two random vectors (xppes; and
Xpworst) are selected for gaining knowledge. Then, x,, is
then selected from the better/middle individual category for
sharing knowledge. The percentage of the best and worst cat-
egories is determined by p, with its value in the range of [0,1].
p was considered as a 0.1. The pseudo-code of the senior
gaining-sharing knowledge phase is presented in Algorithm
3.
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Algorithm 3. Senior gaining-sharing knowledge phase [40, 41]

1. fori=1:kdo

2 for j=1:n do

3 if rand<=k, (knowledge ratio) then

4 if f(x;) > f(x;,) then

3. xijnew =x;+ kf [ (prest - xpworst) + (X — x)]
6. else

7 xijnew =x;+ kf [ (prest - xpwo‘rst) + (x; — xp)]
8. end if

9. else

10. xijnew — xijold

11. end if

12. end for

13. end for

3.2.2 Adaptive procedure

The search performance of the AGSK is directly related to
the success of the junior and senior gaining-sharing knowl-
edge stages, where exploration and exploitation tasks are
fulfilled. The knowledge factor (k r) and knowledge ratio (k)
are accountable for managing the junior and senior gaining-
sharing phases during the search process. For this, the k¢
and k, parameters should be dynamically adjusted to meet
the requirements of the search process. ky determining the
total knowledge number to be transferred from others to the
i-th individual and k, denoting the ratio between the present
and acquired experience. The value of k¢ is greater than 1
and that of &, is between 0 and 1 [40]. The pseudo-code of
the adaptation scheme is presented in Algorithm 4.

updated using Eq. (61). According to the probability param-
eter, the ks and k, values are assigned from the parameter
pool for each individual [41].

p
o= 3 F090) — 1 (s o
i=1
Wps
Ay = max(0.0S, —) (60)
sum(w ps)
Kw_Pgi1 = (1 —c)Kw_Pg +cApy (61)

where w); represents the sum of the differences between
the old and new fitness values for each individual belonging
to the parameter setting. f is the fitness function, x;"** and
xlf’ld are defined as new and old individuals, respectively. p
is the number of individuals belonging to the parameter set-

Algorithm 4. Adaptation scheme [40]

1. Begin

2 Initialize parameter setting pool (k; and k), and Kw_P
3 while FEs< maxFE's

4. if FEs > 0.1 * maxFEs then

5. Update Kw_P

6. end if

7 For each individual determine one setting based on Kw_P
8. Produce new individuals (x;™")

9. Evaluate x;"" and update FEs

10. Check out the development for each setting 4,5
11. end while

12. end for

13. end

In the AGSK algorithm, an adaptive process is used to
determine the ideal value of the k¢ and k, parameters. The
predetermined parameter settings for the pool vectors in
AGSK were ks =[0.110.5 1]and k, =[0.2 0.1 0.9 0.9].
As shown in Algorithm 4 line 5, when the condition FEs >
0.1xmax F Es is satisfied, the Kw_P probability parameter is
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ting. A, represents the improvement rate for each parameter
setting, and c is the learning rate.

The population size is updated in every generation to
increase the search performance of the AGSK. The popu-
lation size is reduced gradually using Eq. (62).
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Table 1 Mathematical model of the proposed FDBAGSK
Cases Explanation Mathematical model of FDBAGSK variants
Case-1 In the senior gaining-sharing knowledge phase, xrpp is used x;}gw =x + kf[(prest — xpworst) + (xFpB — x,-)] (63)
instead of the x,, vector
xinjew =x; + kf[(prest - xpwarst) +(x; — xFDB)] (64)
Case-2 In the senior gaining-sharing knowledge phase, xrpp is used XY = xi + k¢[(xppest — XFDB) + (xFDB — Xi)] (65)
instead of the x 0,5 Vector
X =i+ ky[(xppest — xrpB) + (xi — XFDB)] (66)
Case-3 In the junior gaining-sharing knowledge phase, xgFpp was xi”jew =X+ kf[(x,-_l — xprpB) + (XFpB — x,-)] 67)
used instead of x;41 vector, and xppp was used instead of x,
vector
X = xi +ks[(xi—1 — xgrFpB) + (xi — XFpB)] (68)
Case-4 In the junior gaining-sharing knowledge phase, xgrpp was xl.”je“’ =x; +ks[(xrFpB — Xi+1) + (XFDB — Xi)] (69)
used instead of x;_; vector, and xpppg was used instead of x,
vector
X[ =xi +kg[(xrRFDB — Xi+1) + (Xi = XFDB)] (70)
Case-5 In the junior gaining-sharing knowledge phase, xrpp is used xl."je’“ =X; + kf[(x,-,l — Xi+1)+ (XFpB — x,-)] (71)
instead of the x, vector
X =i+ ky[ (i1 — xix1) + (i — xppp) ] (72)

opSiZemin — POPSiZeini
kg+l — round pPopSiZemin — POPSLZEinit FEs
maxFEs

+ popSiZeinit:| (62)

where kg, is the population size in the next generation. The
initial value of the population size is popsizeini; = 40 x n,
and the minimum value is popsizeni, = 12 [41].

3.3 Proposed FDBAGSK algorithm

This sub-section introduces the design steps of the proposed
FDBAGSK algorithm. First, the FDBAGSK variants created
by applying the FDB method and their mathematical models
are introduced. Subsequently, the pseudo-code of the pro-
posed method is given.

The strength of the AGSK algorithm is that it provides
adaptive settings for the knowledge factor (k) and knowl-
edge ratio (k) control parameters. However, the results of
experimental studies conducted in 30/50/100 dimensions
using unimodal, multimodal, hybrid, and composition type
problems in the CEC 2017 and CEC 2020 test suites revealed
that the AGSK converged prematurely, and its exploitation-
exploration balance was insufficient. The poor exploration of
the algorithm was the main reason for its premature conver-
gence, especially in multimodal-type problems containing
many local solution traps. The AGSK was insufficient to
provide the balance of exploration and exploitation required
to successfully research the complex search spaces of
hybrid and composition type problems. To eliminate these
problems, we decided to strengthen the exploration and

balanced search capabilities of the algorithm using the FDB
selection method. To this end, the guide selection strategy in
the AGSK was re-designed using the FDB selection method.

The FDBAGSK variants (Case-1,..., Case-5) created by
applying the FDB-based guide mechanism are given in Table
1. In the Case-1 and Case-2 variants, the FDB method was
applied to the senior gaining-sharing knowledge stage. The
Case-1 variant was designed by using the x g p p instead of the
Xm solution candidate in the i-th solution candidate update
equations specified in Algorithm 3, lines 5 and 7. In Case-
2, the X pwors: solution candidate in the same equations was
replaced by the xpp solution candidate determined via the
FDB method. Case-3, Case-4, and Case-5 are FDBAGSK
variants in which the FDB method was applied to the junior
gaining-sharing knowledge stage of the AGSK algorithm. In
these three variants, the solution candidate update equations
given in Algorithm 2, lines 5 and 7 were revised. Case-3
was designed using xg g p p instead of the solution candidate
Xxi+1, and x gpp g instead of the solution candidate x,.. In Case-
4, it was suggested that two different solution candidates
should be selected by FDB-based methods. Here, whereas
the x;_1 solution candidate was selected by the FDB roulette
method (xgrpp), the x, solution candidate was identified
by the FDB (xppp). The other FDB variant (Case-5) was
designed using xgpp instead of x, in the junior gaining-
sharing knowledge phase. The above-mentioned xrpp and
xgrpp refer to the solution candidates selected by the greedy
method (i.e., the solution candidates with the highest scores)
and the roulette method, according to the score value given
in Eq. (56), respectively. The pseudo-code of the FDBAGSK
optimization method is given in Algorithm 5.
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Algorithm 5. Pseudo-code of proposed FDBAGSK algorithm

1. TInitialize parameters (maxFEs, k¢, k. K, p, Kw_P)

2. Create initial P-population of & solution candidates (x;, i=1,2,...,k )

3. for i=1: k

4. FV: evaluate the fitness value of the solution candidates

5. end

6. while FEs < maxFEs do

7. if FEs >0.1 * maxFEs then

8. Adaptive process (Algorithm 4)

9. end if

10. Calculate the gaining-sharing dimensions for junior and senior phases (Eq. 57)

11. // Selection Stage //

12. Select individuals from P (X;_1,X;11, Xr, Xpbest» Xm» Xpworst)

13. EDB selection method

4. for i=1: k do

15. Calculate the Euclidean distance between x; and X4 using Eq. (53)

16. Calculate FDB score for each solution candidate (x;) using Eq. (55)

17. end for

18. Determine Xgpp and xgrpp based on the score value (S, ) given in Eq. (56)

19. // Search Stage -Exploration and Exploitation //

20. //Junior gaining-sharing knowledge phase //

21. for i=1: k do

22, for j=1: n do

23. if rand<=k,. (knowledge ratio) then

24. //Case 3//

25. if f(x;) > f(x,) then

26. X" = x; + ke [ (tim1 — Xprpp) + Ocppp — x)1 //Eq. (67) //
27. else

28. X" =% + ky [ iy — xgppp) + (6 — xppp)] //EG. (68) /)
29. end if

30. //Case 4//

31 if f(x;) > f(x;,) then

32. %" = x; + K¢ [ (Krrpp — Xiv1) + (rps — %1 //Eq. (69) //
33. else

34. XY = x; + ke [ (Crppp — Xi41) + (X — Xppp)] //Eq. (70) 1/
35. end if

36. //Case 5//

37. if f(x;) > f(x,) then

38. X" = x4 ke [ (cmy = xi40) + Ocppp — %)) //Eq. (V1) /)
39. else

40. xijnew =x+ kf [ (timq = Xi41) + (i = xppp)] //EQ. (72) /)
41. end if

42. else

43. xijnew — xijOld

44. end if

45. end for

46. end for

47. //Senior gaining-sharing knowledge phase //

48. for i=1: k do

49. for j=1: n do

50. if rand<=k, (Knowledge ratio) then

51 //Case 1//

52. if f(x;) > f(x,,) then

33. xii " =2+ ke [ (prest - xpworst) + (xppp — X)) //Eq. (63) //
54. else

35. xijnew =X+ kf [ (prest - xpwarst) + (x; — xppp)] //Eq. (64) //
56. end if

57. //Case 2//

38. if f(x;) > f(x,,) then

59. X" = x + kp [ (prest - xFDB) + (Xppp —x)1  //Eq. (65) //
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60. else

61. xijnew =x+ kf [ (prest - xFDB) + (x; — xppp)]  //Eq. (66) //
62. end if

63. else

64. xijnew — xijold

65. end if

66. end for

67. end for

68. // Update Stage //
69. if £ (") < f(x;°') then

70. xiold — xinew , f(xiold) — f(xineW)

71. end if

72. if f(x;"") < f(xpest9) then

73. Xpestd = %", f (Xpestd) = f (™)

74. end if

75. end while
76. return xp,g;

4 Experimental settings

Comprehensive experimental studies were carried out to
test and validate the search performance of the AGSK and
FDBAGSK variants. Different problem types and complex
search spaces were considered to scrutinize the exploita-
tion, exploration, and balanced search capabilities of MHS
algorithms. In order to objectively compare the search per-
formance of MHS algorithms, the following conditions were
applied.

e The effectiveness of the algorithms is tested on 39 bench-
mark functions of CEC 2017 and CEC 2020 test suites.

e For a fair comparison, all MHS algorithms use
1000*Dimension ~ maximum  function evaluations
(maxFEs) as search process termination criteria.

e The search performance of the algorithms was tested using
different problem types: unimodal, multimodal, hybrid,
and composition problems.

e Experiments were carried out in 30, 50, and 100 dimen-
sions to examine the behavior of the optimization algo-
rithms in low/middle/high-dimensional search spaces.

e 51 independent runs were conducted to obtain robust data
for statistical analysis. Nonparametric pairwise Wilcoxon
[42] and Friedman [43] tests were used for statistical anal-
ysis. The Wilcoxon test was done at a 5% significance
level.

e All experimental studies were done using MATLAB
R2016a on an Intel(R) Core (TM) i5-1135G7 @2.40 GHz
X64-processor with a 16 GB RAM computer.

Table 2 provides information about the CEC test suites
used in the experimental studies.

5 Results and analysis

This section gives the results of two experimental studies in
the field of optimization. The first subsection analyses the
search performance of FDBAGSK in CEC global optimiza-
tion problems. The second sub-section presents the simula-
tion results of the nonlinear ORPF optimization problem.

5.1 Determining the best FDBAGSK version
on global optimization problems

This sub-section presents a comparative analysis of the orig-
inal AGSK and the FDBAGSK variants on the CEC 2017
and CEC 2020 benchmark problems.

5.1.1 Statistical analysis

In the experimental studies, 39 benchmark test functions
were used to test and validate the search performance of
six algorithms (AGSK and five FDBAGSK variants). For
detailed information on the FDBAGSK variants, please
review sub-Sect. 3.3. Proposed FDBAGSK algorithm. Each
test function was run 51 times in order to obtain statistically
robust data. Additionally, the experiments were performed
in 30, 50, and 100 dimensions to analyze the convergence
performance of the algorithms depending on the dimension
change. Using the nonparametric Friedman and Wilcoxon
tests, 35,802 (39*%6*51*3) data items were statistically
analyzed.

A comparative analysis of the FDBAGSK versions (Case-
1,...,Case-5) and the base AGSK was performed, and the best
FDB-based version was determined by using the Friedman
test. Table 3 presents the Friedman test results of the AGSK
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Table 2 Benchmark suites used

Number of test functions

Function types

Search range

Dimension

in the experimental studies Title
CEC 2017 [44] 29
CEC 2020 [45] 10

Unimodal
Multimodal
Hybrid

Composition

[— 100, 100]

30, 50 and 100

Table 3 Friedman test ranking of

AGSK and FDBAGSK variants Algorithms Dimension = 30 Dimension = 50 Dimension = 100 Mean
rank
CEC CEC CEC CEC CEC CEC
2017 2020 2017 2020 2017 2020
Case-1 2.87 2.93 2.73 2.71 2.98 2.78 2.83
Case-2 3.45 3.35 3.41 3.12 3.32 2.94 3.26
Case-3 3.35 3.35 3.44 3.59 3.40 3.54 3.44
Case-4 3.35 3.34 3.54 3.77 3.44 3.73 3.52
Case-5 3.70 3.62 3.72 3.53 3.51 3.70 3.63
AGSK 4.25 4.37 4.13 4.25 433 428 4.26

Bold values show the best Friedman score

and FDBAGSK variants. In order to determine the best
FDBAGSK variant, thirty-six experiments were carried out
in 30, 50, and 100 dimensions. The Friedman ranking of com-
petitive algorithms was determined based on the Mean Rank
index, which considers the average of all experiments and is
presented in the last column of Table 3. As can be seen clearly
from the table, the FDB-based algorithms outperformed the
original AGSK in all experiments. Admittedly, among the
FDBAGSK variants, Case-1 is the most successful.

Wilcoxon pairwise comparison test results for the orig-
inal AGSK and the FDBAGSK variants are given in
Table 4. The results showed that the FDBAGSK variants
exhibited a better search performance than the AGSK algo-
rithm for all dimensions in both benchmark test suites. The
performance of the Case-1 (20/9/0) and Case-4 (20/8/1) vari-
ants on the CEC 2017 test problems for 30 dimensions was
pretty close. Moreover, for the experiments in the same test
suite, the search performance of Case-1 (17/11/1) and Case-
2 (21/6/2) was better than their competitors in the 50 and
100 dimensions, respectively. For the experiments in the
CEC2020 test suite, the performance of the Case-1 (8/2/0) in
30 and 50 dimensions and the Case-2 (8/2/0) variant in 100
dimensions was better compared to its competitors. Given
that all results are together, it is observed that the FDB-based
variants outperformed the original AGSK algorithm in all
experiments.

Table 5 discusses the search performance of the algorithms
for unimodal, multimodal, hybrid, and composition bench-
mark functions in both the CEC 2017 and CEC 2020 test
suites. In Table 5, the best Friedman rank obtained for each
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experiment is marked in bold. The results given in the rele-
vant table clearly show that the FDBAGSK variants achieved
a better ranking than the basic AGSK algorithm in all experi-
ments. A plus point is that the AGSK algorithm gave a worse
search performance than its competitors in the four different
problem types. This indicates that the main handicap of the
AGSK algorithm is the premature convergence problem. The
underlying reason behind it can be attributed to the inability
of the AGSK algorithm to effectively imitate the process in
nature. In order to eliminate this problem, the use of the FDB
selection method is a feasible solution, as it was designed
with reference to nature. The results given in Table 5, clearly
show that the search performance of the FDBAGSK versions
improved by the FDB method.

Table 6 gives the error statistics for the AGSK and the
FDBAGSK variants in the 30-, 50-, and 100-dimensional
experiments. In the relevant table, each cell includes mean
and standard deviation values, respectively. For each test
function, the best value obtained in the regarding dimension
is marked in bold. Additionally, the data were interpreted
with the box plots prepared to facilitate an understanding
of the search performance of the algorithms. The box plots
show the minimum, maximum, and mean/standard deviation
error values achieved by the algorithms for 51 independent
runs. Figures 4 and 5 illustrate box plots in 30, 50, and 100
dimensions for unimodal, multimodal, hybrid, and composi-
tion type benchmark functions selected from the CEC 2017
and CEC 2020 test suites.

Figure 4 illustrates the box-plot graphs in 30/50/100
dimensions for the F1 unimodal, F5 multimodal, F18 hybrid,
and F21 composition-type test functions of the CEC 2017
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Table 4 Wilcoxon pairwise
comparison results for AGSK vs. AGSK +/=/-  Dimension = 30 Dimension = 50 Dimension = 100
and FDBAGSK variants CEC2017 CEC2020 CEC2017 CEC2020 CEC2017 CEC 2020
Case-1 20/9/0 8/2/0 17/11/1 8/2/0 18/5/6 7/2/1
Case-2 15/11/3 5/5/0 13/14/2 6/4/0 21/6/2 8/2/0
Case-3 15/14/0 6/4/0 14/14/1 3/7/0 15/13/1 4/5/1
Case-4 20/8/1 5/5/0 12/15/2 3/7/0 19/9/1 5/4/1
Case-5 15/12/2 5/5/0 12/15/2 5/4/1 15/12/2 3/6/1
Table 5 Friedman ranking of
AGSK and FDBAGSK variants Function type AGSK  Case-1 Case-2 Case-3 Case-4  Case-5
for unimodal, multimodal,
hybrid, and composition CEC 2017  Unimodal D=30 4.06 3.25 3.06 3.48 3.59 3.56
problems D=50 4.28 3.32 3.48 3.19 3.48 3.25
D=100 4.71 2.87 3.50 3.18 3.73 3.00
Multimodal D=30 441 2.20 3.39 3.29 3.72 3.98
D=50 448 2.09 3.32 3.38 3.73 4.00
D=100 4.48 2.06 3.35 3.41 3.76 3.94
Hybrid D=30 4.12 3.08 3.48 3.30 324 3.78
D=50 392 3.09 343 3.50 3.44 3.62
D=100 4.25 3.05 3.12 3.55 3.31 3.73
Composition D=30 4.15 3.01 3.60 3.49 324 3.52
D=50 4.03 2.64 342 3.52 3.59 3.80
D=100 4.16 3.45 3.46 3.35 3.35 3.23
CEC 2020  Unimodal D=30 5.51 4.45 2.18 2.86 2.57 3.43
D=50 5.90 4.20 3.67 2.45 2.71 2.08
D=100 5.86 4.12 4.06 2.06 3.43 1.47
Multimodal D=30 4.10 2.61 2.66 3.59 3.80 4.24
D=50 4.10 2.49 242 3.71 4.20 4.07
D=100 3.96 2.58 2.14 4.14 3.98 4.20
Hybrid D=30 4.06 2.63 3.82 3.46 3.52 3.52
D=50 4.12 2.16 3.41 3.87 3.84 3.59
D=100 4.36 1.20 3.17 3.83 3.96 448
Composition D=30 4.59 3.08 3.99 3.20 2.97 3.16
D=50 4.00 3.01 3.35 3.59 3.63 3.42
D=100 4.01 4.12 3.17 3.16 3.36 3.18

Bold values show the best Friedman score

benchmark suite. The F1 test function box-plot graphs
(Fig. 4a—c) display that the FDBAGSK variants were supe-
rior to the base algorithm in convergence to the minimum
error value in all dimensions. The results clearly show the
impact of the FDB method on the exploitation ability of the
FDB-based AGSK variants. The box-plots in Fig. 4d—f show
that Case-1 was able to conduct a stable search in all dimen-
sions and had an overwhelming advantage over the AGSK
algorithm in convergence to the minimum error value. In
the F5 multimodal problem, the AGSK suffered a premature
convergence. The superior performance of Case-1 proved

that the FDB selection method had remarkably advanced the
exploration ability of the AGSK. For hybrid and composi-
tion type problems, convergence to the minimum error value
depends on the balanced search capability of the algorithm.
The box-plots of the F18 and F21 box-plot problems indicate
that the balanced search capability of the AGSK was insuf-
ficient. In contrast, the FDBAGSK variants showed a stable
search performance for all dimensions.

Figure 5 shows box-plot graphs for different problem
types selected from the CEC 2020 test suite to investigate the
exploration, exploitation, and balanced search performance
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of the AGSK and the FDBAGSK variants. The exploitation
capability of the FDBAGSK variants in the unimodal (F1)
problem type, designed to test the exploitation ability of algo-
rithms, was superior to that of the base algorithm. Solving
the multimodal (F3) problem including many local solution
traps requires a strong exploration ability. Accordingly, Case-
1 and Case-2 variants managed to converge to the minimum
error value in all dimensions with their powerful exploration
capability. In hybrid (F8) and composition (F10) problem
types, the convergence rate depends on the algorithm suc-
cessfully balancing exploration and exploitation. The graphs
in Fig. 5g-1 display that the balanced search ability of the
FDB-based Case-1 variant was stronger than that of its com-
petitors.

5.1.2 Convergence analysis

In this section, the convergence performance of the AGSK
and FDBAGSK variants is examined. The convergence abil-
ity of the algorithms was evaluated on the unimodal (F1),
multimodal (F9), hybrid (F16), and composition (F29) type
test functions of the CEC 2017 benchmark suite. Figure 6
shows the convergence curves of the algorithms for the dif-
ferent problem types in 30, 50, and 100 dimensions.

The unimodal F1 function curves in Fig. 6a—c demonstrate
that the algorithms were successful in solving the unimodal
problem type designed to investigate the exploitation abil-
ity. The FDBAGSK variants were superior to the AGSK in
fulfilling the task of exploitation. Because the multimodal
F9 problem contains many local solution traps, an algorithm
must have a powerful exploration ability in order to solve
this problem. The convergence curves in Fig. 6d—f show
that the AGSK algorithm gets stuck in the local optimum
and therefore had a premature convergence problem. When
the convergence curves for the F9 multimodal problem were
analyzed in depth, it was observed that the FDBAGSK vari-
ants outperformed AGSK in terms of solution accuracy. This
can be explained by the fact that the FDB selection method
improves the exploration capability of the AGSK algo-
rithm. Effective exploration of the search spaces in hybrid
and composition type problems depends on the powerful
exploration—exploitation balance. The convergence curves
in Fig. 6g—1 depict that the AGSK method had difficulty in
achieving the exploration—exploitation balance. On the other
hand, the FDB-based AGSK variants outperformed the base
AGSK algorithm in optimizing F16 hybrid and F29 compo-
sition problems for 30, 50, and 100 dimensions.

As aresult, the convergence graphs in Fig. 6 illustrate that
the AGSK algorithm was deficient in fulfilling the explo-
ration and exploration tasks. The AGSK could not converge
to a global optimum due to the premature convergence prob-
lem. On the other hand, the convergence performance of the
FDBAGSK variants was remarkable. The FDB-based AGSK

variants outperformed the base algorithm in different search
spaces and challenging benchmark problems. The underlying
reason for the superiority of the FDBAGSK variants was the
efficient design of the selection phase of the AGSK algorithm
with the FDB method, thereby empowering exploration and
exploitation operators.

5.1.3 Algorithm complexity

Algorithm complexity provides researchers with information
about the usability and functionality of an algorithm. This
subcategory presents the algorithm complexity knowledge
of the FDBAGSK variants. The IEEE CEC 2014 definition
document [46] was referenced to calculate algorithm com-
plexity. Accordingly, the three parameters TO, T1, and T2
were used in the algorithm complexity calculation. TO cor-
responds to the calculation time of the algorithm for a test
program defined in CEC 2014. T1 signifies the time taken
for the algorithm to calculate the F18 test problem once, as
one of the CEC 2014 benchmark problems. T2 represents
the mean time taken to calculate the same test problem five
times. In light of these definitions, the algorithm complexity
was calculated using the (72 — 7'1)/T0 formula.

The algorithm complexity of the AGSK and FDBAGSK
variants (Case-1,...,Case-5) on 30/50/100 dimensions are
presented in Table 7. As it can be seen from the table, the
algorithm complexity of the AGSK and the FDBAGSK vari-
ants is very close in all dimensions. The stable performance
of the FDBAGSK versions in terms of algorithm complex-
ity, despite the increase in search space dimensions, is an
indication that they could be powerful alternatives for high-
dimensional optimization problems. In addition, although the
FDB selection method added extra computational procedures
in the search-process lifecycle, the fact that the algorithm
complexity of the FDBAGSK variants had only slightly
increased compared to the base algorithm was impressive.

Figure 7 visualizes the numerical results given in Table 7.
It is clear from the figure that the FDB selection method had
only slightly increased the algorithm complexity. In general,
algorithm complexity was low for all algorithms. The algo-
rithm complexity for both the AGSK and FDBAGSK variants
was slightly affected by search space dimension changes.

The experimental studies in Sect. 5.1 investigated the
influence of the FDB selection method on the AGSK search
performance for different problem types in the CEC 2017
and CEC 2020 benchmark test suites. The results showed
that the FDB-based AGSK variants were able to eliminate the
premature convergence problem and yielded a better search
performance compared to the AGSK algorithm. In addition,
when the FDBAGSK variants were evaluated among them-
selves, Case-1 was determined as the most successful variant.
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Fig.7 Algorithm complexity for AGSK and FDBAGSK variants

Case-1 will be referred to as FDBAGSK in the following sec-
tions. The next sub-section is concerned with optimizing the
ORPF problem.

5.2 Application of the proposed FDBAGSK algorithm
to the solution of the AC/DC-ORPF problem

In this sub-section, the proposed FDBAGSK and AGSK
algorithms were applied to solve the AC/DC-ORPF prob-
lem incorporating multi-DGs and HVDC systems. Power
flow calculations were performed via MATPOWER 6.0. [47].
As a rule of thumb, the maximum number of iterations and
population size were accepted as 200 and 30, respectively.
Algorithms were run 20 times for each simulation case and
the best, worst, mean, and standard deviation values were
recorded.

Table 8 presents a summary of the IEEE 30- and 57-bus
test system configurations including the bus, branch, gen-
erator, transformer, and shunt capacitor. The total active and
reactive power load demands of the IEEE 30- bus test system
were 2.834 and 1.262 p.u. at the 100 MVA base, respec-
tively. The total active and reactive power load demands of
the IEEE 57- bus test system were 12.508 and 3.364 p.u. at
the 100 MVA base, respectively. Table 9 gives the limit val-
ues of the state variables for the AC/DC-ORPF problem and
Table 10 presents the minimum and maximum limits of the
AC and DC control variables. The schematic diagram given
in Fig. 8 illustrates the implementation steps of the proposed
FDBAGSK method for the AC/DC-ORPF problem.

The effectiveness of the proposed FDBAGSK method has
been evaluated on modified IEEE 30- and 57-bus power sys-
tems incorporating DGs and HVDC systems. In this regard,
twelve different test cases were optimized given in Table 11.

5.2.1 Modified IEEE-30 bus test system

In this subcategory, seven test cases are studied to solve the
ORPF problem in the modified IEEE 30-bus test system with
DGs and HVDC transmission links.

Case-1: Minimization of active power loss with HVDC
at (2-14) In Case-1, the active power loss minimization
has been studied with two-terminal HVDC located between
buses 2 and 14 of the modified IEEE 30-bus test system.
Table 12 gives the simulation results of FDBAGSK and
AGSK algorithms. Accordingly, the power loss values
obtained from the proposed FDBAGSK and AGSK algo-
rithms are 11.4208 MW and 11.5165 MW respectively.
The objective function value of the proposed algorithm is
0.8379 % lower than that of the AGSK. Figure 9a depicts the
variation of power loss with respect to the number of itera-
tions for regarding test case. As can be seen from the figure,
FDBAGSK successfully performed the exploitation task in
the last stages of the optimization process and achieved a
better value compared to AGSK. Figure 9b demonstrates that
the load bus voltages obtained by all optimization algorithms
were within acceptable limits (0.95-1.05 p.u).

Case-2: Minimization of active power loss with HVDC
at(2-16) Case-2 optimizes the active power loss of the IEEE
30-bus test system modified with a two-terminal HVDC
between buses 2 and 16. The simulation results of Case-2
are reported in Table 12. From the numerical results, it is
observed that the proposed method was more successful in
minimizing active power loss compared to the AGSK. To put
it more clearly, the proposed FDBAGSK offered the mini-
mum power loss value of 11.0921 MW, which is lower by
0.2248 % than the AGSK simulation result. An in-depth anal-
ysis of the convergence curves given in Fig. 10a gave that
although for Case-2 the algorithms yielded similar perfor-
mances in terms of convergence speed, the proposed method
was superior to the AGSK in terms of convergence accuracy.
The graph given in Fig. 10b was drawn to visualize the volt-
age profile of the load buses for the present case. The relevant

Table 7 Algorithm complexity

Dimension  TO T1 AGSK Case-1 Case-2 Case-3 Case-4 Case-5

D =30 0.0835 0.7196  10.8256  11.2007 11.6684  12.4257 12.3683 11.3258
D =150 1.2782  15.9880  16.8325 17.5389  18.4981 18.5160  16.8157
D =100 39926  65.9463 67.4490 70.0552  70.4011  70.1947  67.1269
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Table 8 Configuration of the test systems

Characteristics IEEE 30-bus test system IEEE 57-bus test system
Number Details Number Details

Buses 30 [48] 57 [49]

Branches 41 [48] 80 [49]

Thermal generators 5 Buses: 2, 5,8, 11 and 13 6 Buses: 2, 3,6, 8,9 and 12

Swing generator Buses:1 1 Buses:1

Transformers 4 Branches: 11, 12, 15 and 36 17 Branches: 19, 20, 31, 35, 36, 37, 41, 46, 54, 58, 59,

65, 66, 71, 73, 76 and 80

Shunt capacitors 2 Buses: 10 and 24 3 Buses: 18, 25 and 53

it of st varales 141 Varables (1) MAGMAS Varbles ) MBS MBS
1EEE 30- bus test system
Prug,(MW) 0 360.2 ty 0.90 1.10
071G, (MVAr) — 100 100
O1HG,(MVAr) —40 50 ti 0.90 1.10
Or1HGs(MVAr) —40 40
071Gy (MVAI) - 10 40 (%) 9.74 2291
O1HG, (MVAr) -6 24 i (°) 8.59 2291
O1HG,;(MVAr) -6 24 var(p.u) 1.00 1.50
VL« Viypo(pu.) 0.95 1.05 vgi (p.u.) 1.00 1.50
1IEEE 57-bus test system
Pruag,(MW) 20 50 t 0.90 1.10
O7HG,(MVAr) — 100 100
O1HG,(MVAr) - 17 50 t 0.90 1.10
Qr1HG;(MVAI) -10 60
O7HGs(MVAI) -8 25
O71HGy(MVAr) — 140 200 o (°) 5.00 30.00
O1HG,(MVAr) -3 9 i (°) 10.00 30.00
O1HG,,(MVAI) — 150 155 var(p.u.) 1.00 1.40
VL« Viypo(p-u.) 0.94 1.06 vgi(p.u.) 1.00 1.40

figure showed that all algorithms are successful in keeping
the load bus voltages within acceptable limits.

Case-3: Minimization of active power loss with 3-DGs In this
case, minimization of active power loss in an IEEE 30-bus
power system including three DG units are studied. Addi-
tionally, the allocations, i.e., both the location and sizing of
the DG units are optimized. According to the comparative
simulation results given in Table 12, the objective function
values obtained by the FDBAGSK and AGSK methods are
9.2984 MW and 9.3182 MW, respectively. The simulation
results indicated that the proposed FDBAGSK provided a
0.2124% decrease in active power loss compared to the
AGSK. Figure 11a illustrates the convergence curves of the

@ Springer

FDBAGSK and AGSK algorithms for Case-3. As it can be
seen from the figure, FDBAGSK exhibited a robust and sta-
ble search performance. The voltage profile given in Fig. 11b
shows that the voltage constraint is satisfied for all load buses.

Case-4: Minimization of active power loss with both 3-DGs
and HVDC at (2-14) The optimization algorithms have been
run minimization of active power loss in a modified IEEE
30-bus test system incorporating HVDC systems and DG
units. The obtained solutions are given in Table 12. From
the numeric results, it can be seen that FDBAGSK achieved
a lower power loss 8.7366 MW than AGSK (8.8093 MW).
Quantitatively, the proposed algorithm provided a 0.8252 %
reduction in the objective function value. It is evident that
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Eﬂfr;gmhﬁﬁgzt?c?ndtrol Variables (PA€) P, V:?IEI P Variables (PP€) P, n?zg P
variables [14]
1IEEE 30- bus test sytem
Prug, MW) 0 140 P (p.u.) 0.1 1.50
VTHG](p.u.) 1.00 1.15
Vrug,(pu.) 1.00 1.15 P;(p.u.) 0.1 1.50
VruGs(pu.) 1.00 1.15
Vrugg(pu.) 1.00 1.15 Or(p-u.) 0.001 0.75
VTHG“(p.u,) 1.00 1.15
Vrug,;(pu.) 1.00 1.15 Qi(p.u) 0.001 0.75
Ti... Tnr(p.u.) 0.90 1.10 iq 0.1 1.00
Ppgi... Ppgnpc (MW) 0 10
locpgi... locpgNDG 1 29
1IEEE 57-bus test system
Variables (PAC) PAC PAC Variables (PP€) pbC PRC
Prug,(MW) 15 90 P.-(p.u.) 0.1 1.50
Pruc;(MW) 10 500
PrHGo(MW) 10 50 P;(p.u.) 0.1 1.50
Pracg(MW) 12 50
PruG,(MW) 10 360 0O,(p.u.) 0.001 0.75
Pruc,,(MW) 5 550
Vrug, (pu.) 0.9 1.1 Qi(p.u.) 0.001 0.75
VTHG2 (p.u.) 0.9 1.1
Vrug,(p-u.) 0.9 1.1 iq 0.05 1.00
VT HGe(p-u.) 09 1.1
VTHGg (p.u.) 0.9 1.1
Vrug,(p-u.) 0.9 1.1
Vruag,,(p-u.) 0.9 1.1
Ti... Tnr(p.u.) 0.9 1.1
PpGi... Pngnpc (MW) 0 30
locpgi... locpgNDG 1 56

the proposed FDBAGSK is very effective in optimizing the
system. Figure 12a and b illustrates the convergence curves
of the optimization algorithms for Case-4 and the voltage
profile of the load buses obtained as a result of the simu-
lation, respectively. The convergence curves show that the
proposed FDBAGSK exhibited a better search performance
than the AGSK in terms of convergence speed and accuracy.
In addition, Fig. 12b demonstrates that the voltage values of
the load buses were within the specified limits.

Case-5: Minimization of active power loss with both 3-DGs
and HVDC at (2-16) This case optimizes the active power
loss in the IEEE 30-bus power system inclusion of DGs and
HVDC. The size and location of DGs are considered as con-
trol variables. HVDC is integrated between buses 2 and 16
of the power system. The FDBAGSK and AGSK algorithms
are applied to obtain the ORPF solutions, and the results are

presented in Table 12. The simulation result obtained from
the proposed algorithm is 8.2344 MW, which was 0.0570 %
lower than the result of the AGSK algorithm. Figure 13a
shows the fitness value obtained by the algorithms depend-
ing on the number of iterations. The relevant figure shows that
the proposed algorithm reaches the best value faster than the
original AGSK algorithm. The voltage profile graph given in
Fig. 13b confirms that the voltage value of the load buses is
within the specified limits.

Case-6: Minimization of voltage deviation with both 3-DGs
and HVDC at (2-16) In Case-6, the ORPF control variables
are optimized considering the voltage deviation objective
function. The present test case also handles the optimal place-
ment of DGs. The HVDC is located between buses 2 and 16
of the IEEE-30 bus test system. From Table 12, it is seen
that the voltage deviation value obtained by FDBAGSK is
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Table 11 Simulation test cases
Study cases IEEE 30-bus test system

Pioss VD L —index 3-DGs HVDC at (2-14) HVDC at (2-16)

Case-1
Case-2
Case-3
Case-4
Case-5
Case-6 - v -
Case-7

I NN NS N

[ | [

< [ [

NN NN N
R

NN SN

Study cases IEEE 57-bus test system

Pross VD L —index 3-DGs HVDC at (8-9)

Case-8 v
Case-9 v - -
Case-10 v
Case-11 - v -
Case-12 - - v

NN NS
NN N
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Fig.9 Case-1: a Convergence curve of optimization algorithms, b Voltage profile of load buses

Case 2 (IEEE 30 bus test system)
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Fig. 10 Case-2: a Convergence curve of optimization algorithms, b voltage profile of load buses

0.1539 p.u. The objective function value is 0.5814% lower
compared to the AGSK simulation result. The optimization
results demonstrate the superiority of FDBAGSK compared
to the original AGSK in terms of solution quality. The conver-
gence performance of the algorithms is illustrated in Fig. 14a.
As can be seen from the figure, the proposed algorithm has
lower objective function values than AGSK at the begin-
ning of the optimization process. Although the algorithms
showed competitive performance in the between 140 and
180 iterations, FDBAGSK reached a better value at the end
of the optimization process. The voltage profile in Fig. 14b

demonstrates that the optimization algorithms are success-
ful in keeping the load bus voltage magnitudes within the
specified limits.

Case-7: Minimization of voltage stability index with both 3-
DGs and HVDCat (2-16) This case aims to optimize the volt-
age stability index (L-index). In this direction, FDBAGSK
and AGSK are applied to perform the ORPF task in the
modified power system including DGs and HVDC (between
2 and 16 buses). Optimized control parameters and corre-
sponding objective function values are reported in Table
12. As can be seen from the table, the FDBAGSK result is

@ Springer
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Fig. 12 Case-4: a Convergence curve of optimization algorithms, b voltage profile of load buses

0.0832 p.u., which is 2.5761 % lower than that of the AGSK
method. Figure 15a compares the convergence curves of the
optimization algorithms. As shown in the figure, the pro-
posed algorithm converges to the optimal solution faster than
AGSK. Figure 15b reveals that the voltage values of the PQ
buses are within the specified limitations.

5.2.2 Modified IEEE 57-bus test system
In this segment of the simulation, the effectiveness of the

optimization algorithms is evaluated on the modified IEEE
57-bus power system for five test cases.

@ Springer

Case-8: Minimization of active power loss with HVDC at (8-9)
Case-8 aims to reduce the active power loss of the modi-
fied IEEE 57-bus power system. For the present case, the
HVDC transmission line has been added between buses 8
and 9 of the power system. Table 13 gives the optimization
results achieved by FDBAGSK and basic AGSK algorithms.
Accordingly, active power loss is reduced from 14.8919 MW
to 13.4340 MW by using the proposed algorithm. In other
words, FDBAGSK achieved a 9.7898% lower objective
function value than the AGSK algorithm. Figure 16a illus-
trates the convergence curves of the algorithms. It can be seen
from the figure that the proposed method is superior to the
original AGSK in terms of solution quality and convergence



Electrical Engineering (2023) 105:3121-3160

3151

Case 5 (IEEE 30 bus test system)
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Case 6 (IEEE 30 bus test system)

15000 T
06
051
10000 [ 7
04r
3
5 03 F
[=]
>
5000 =2 ‘ . : :
100 120 140 160 180 200
{ —— AGSK
—— FDBAGSK
0 I I I I | I I L I
0 20 40 60 80 100 120 140 160 180 200
Iteration
(a)

108 Case 6 (IEEE 30 Bus Test System)

1.06 Upper bound of PQ bus
1.04 q
=
Q‘.1'02“
2
g 17
o
a
ql’0.98’ q
o
3096
= 096 ]
D e b b e e (e e |- o - o | o o o - -] -
Lower bound of PQ bus
0.94
092 4
| —=—AGSK —— FDBAGSK|
S S S S S S R

ER M N N N I N N N D R AR RV R R A R
Load Bus Number

(b)

Fig. 14 Case-6: a Convergence curve of optimization algorithms, b voltage profile of load buses

speed. Figure 16b demonstrates that the voltage values of the
load buses are within the specified limits (0.94-1.06 p.u).

Case-9: Minimization of active power loss with 3-DGs

The objective function of this case is the minimization of
active power loss considering DGs. In the present case, the
location and rating of DGs are chosen as control variables.
The optimized control parameters and the corresponding
power loss values are summarized in Table 13. As it is evi-
dent, FDBAGSK can reach the objective function value of
9.5561 MW, which is lower by 7.1023% compared to that
of the AGSK. From the optimization results, it is observed
that the solution quality of the proposed algorithm is better
than the AGSK. Figure 17a shows the evolution of the fitness

value obtained by the algorithms depending on the number
of iterations. We can notice from the figure, the FDBAGSK
algorithm provides superiority over the basic AGSK in terms
of both convergence speed and solution accuracy. As shown
in Fig. 17b, all algorithms successfully satisfy the load bus
voltage constraint.

Case-10: Minimization of active power loss with both 3-DGs
and HVDC at (8-9) This case aims to perform the ORPF task
by minimizing active power loss. To this end, FDBAGSK
and AGSK algorithms are applied to the solution of ORPF in
the IEEE 57-bus test system incorporating DGs and HVDC
(between buses 8 and 9). Table 13 summarizes the optimiza-
tion results. As shown in Table 13, the FDBAGSK algorithm

@ Springer
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Fig. 15 Case-7: a Convergence curves of optimization algorithms, b Voltage profile of load buses

has acquired the best objective function value of 8.2632 MW,
and the objective function value is 9.0513 MW in the AGSK.
The proposed algorithm reduces the active power loss by
8.7070% compared to AGSK. Figure 18a displays the con-
vergence characteristics of metaheuristic optimizers. As it
can be seen from the figure, the developed FDBAGSK algo-
rithm has a smooth curve with rapid convergence. Figure 18b
shows that all load bus voltage magnitudes are within the lim-
its at the end of the optimization process.

Case-11: Minimization of voltage deviation with both 3 DGs
and HVDC at (8-9) The present test case has centered on the
voltage deviation minimization of the modified IEEE 57-bus
test system involving DGs and a two-terminal HVDC link
between buses 8 and 9. The optimized control variables and
attained voltage deviation results are given in Table 12. The
minimum voltage deviation value achieved by FDBAGSK is
0.6006 p.u. Quantitatively, the simulation result of the pro-
posed algorithm is lower by 21.1500 % than that of the AGSK
algorithm. The variations of voltage deviation values over the
iterations are depicted in Fig. 19a. It is seen that the proposed
algorithm is advantageous over the original AGSK algorithm
with its fast convergence and solution quality. Figure 19b
shows the load bus voltages corresponding to the optimized
control variables. It can be seen from the figure that the load
bus voltages are within the limits (0.94—1.06 p.u.). In other
words, the load bus voltage inequality constraint has been
successfully satisfied.

Case-12: Minimization of voltage stability index with both 3
DGs and HVDC at (2-16) Case-12 focuses on the optimiza-
tion of the voltage stability index (L-index) in a modified
IEEE 57-bus power system including HVDC between buses 2

@ Springer

and 16. Moreover, the present test case considers the optimal
allocation of DGs. The optimal settings of control variables
and regardful L-index values are given in Table 13. The objec-
tive function values of the FDBAGSK and AGSK algorithms
are 0.1266 p.u. and 0.1310 p.u., respectively. The result of the
proposed algorithm is 3.3587 % lower than that of the AGSK
algorithm. From the optimization results, it is observed that
the proposed algorithm attains the best competitive solution
for the present case. Figure 20a depicts the convergence char-
acteristics of the optimization algorithms. It is seen that using
the proposed FDBAGSK rapid convergence performance is
obtained. Figure 20b gives that the ORPF solutions obtained
with the FDBAGSK and AGSK algorithms successfully met
the load bus voltage constraint.

5.2.3 Statistical analysis and literature comparison

This subcategory presents the statistical analysis results and a
literature comparison. In order to obtain sufficient and robust
evidence for the statistical analysis, the algorithms are run 20
times for all test cases. Table 14 presents the minimum, mean,
maximum, and standard deviation values of the simulation
results obtained from 20 independent runs. As it can be seen
from the table, the proposed FDBAGSK algorithm achieved
the best objective function value for all ORPF cases. Based
on the mean value index, it can be said that the proposed
algorithm exhibited a stable and robust search performance.

Table 15 gives the results of the optimization algo-
rithms used in the present study and of the LP[50],
GA[51], ABC[52], SGA[53], BGA[53], and BSA[14] meth-
ods recently reported in the literature. The lack of compara-
tive results for some test cases can be explained by the fact
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Case 8 (IEEE 57 bus test system)

Case 8 (IEEE 57 Bus Test System)
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Fig. 16 Case-8: a Convergence curve of optimization algorithms, b voltage profile of load buses
150 Case 9 (IEEE 57 bus test system) 108 Case 9 (IEEE 57 Bus Test System)
Upper bound of PQ bus
25+ 1.06
1.04
< s
; 100 b 3 1.02¢
E ~
Y 2 1
» L
L £
= o 0.98
o o
: — 8
a 50 140 160 180  200] S 0.96
>
—— AGSK 0.94
FDBAGSK Lower bound of PQ bus
0.92 - a
|—=—AGSK —k— FDBAGSK |
0 L 1 1 1 1 1 1 L 1 09 L L L 1 1 L 1 1 1
0 20 40 60 80 100 120 140 160 180 200 5 10 15 20 25 30 35 40 45 50
Iteration Number of Load Bus
(a) (b)

Fig. 17 Case-9: a Convergence curve of optimization algorithms, b voltage profile of load buses

that simulation studies are unique to this study. In the rele-
vant table, the best result for each test case is highlighted in
bold. Considering the experimental results obtained from the
comparison of the proposed algorithm with state-of-the-art
methods, it is seen that the developed FDBAGSK algorithm
provides superior results in solution quality and robustness.

6 Conclusions

In this study, design changes were made in the search strate-
gies of the AGSK algorithm using the FDB method and
thus, the FDBAGSK was developed as a novel hybrid algo-
rithm. The search performance of the proposed algorithm

was tested by comprehensive experimental studies. In the
first stage, the performance of the proposed FDBAGSK
algorithm was evaluated using 39 benchmark functions in
the CEC 2017 and CEC 2020 test suites. Unimodal, mul-
timodal, hybrid, and composition type test problems were
used and the convergence accuracy of the algorithm in dif-
ferent sized search spaces was examined. Non-parametric
Friedman and Wilcoxon test methods were applied to inter-
pret the results obtained from the experimental studies and
to unequivocally reveal the search performance of the algo-
rithms. Statistical analysis results showed that the proposed
FDBAGSK algorithm exhibits a more stable and robust
search performance compared to its competitors. Moreover,
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Case 10 (IEEE 57 bus test system)
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Fig. 18 Case-10: a Convergence curve of optimization algorithms, b Voltage profile of load buses

Case 11 (IEEE 57 bus test system)
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Fig. 19 Case-11: a Convergence curve of optimization algorithms, b voltage profile of load buses

the computational complexity of the AGSK and FDBAGSK
algorithms were highly similar and reasonable. Although the
FDB selection method added new computational processes
to the FDBAGSK search-process lifecycle, the reasonable
complexity achieved by the proposed algorithm is an impor-
tant indicator of its usability and functionality.

The second phase of experimental studies was carried out
to evaluate the search performance of the FDBAGSK on con-
strained real-world engineering problems. In this direction,
the proposed algorithm was applied to the solution of the
AC/DC-ORPF problem incorporating DGs and HVDC sys-
tems. The practicability of the FDBAGSK is investigated on

@ Springer

modified IEEE 30- and IEEE 57-bus test systems for the min-
imization of non-convex objective functions. The simulation
results obtained from the FDBAGSK method for the dif-
ferent test cases were compared to the results of well-known
optimization algorithms in the literature. From the numerical
results, it is observed that the proposed algorithm achieved
the best results for the optimization of the AC/DC-ORPF
problem.

Source codes of the FDBAGSK algorithm (proposed
method) can be accessed at this link: https:/www.
mathworks.com/matlabcentral/fileexchange/129154-fdb-
agsk?s_tid=srchtitle.


https://www.mathworks.com/matlabcentral/fileexchange/129154-fdb-agsk?s_tid=srchtitle

Electrical Engineering (2023) 105:3121-3160

3157

Case 12 (IEEE 57 bus test system)
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Fig. 20 Case-12: a Convergence curves of algorithms, b voltage profile of load buses

Table 14 Simulation results

obtained from 20 independent Methods IEEE 30-bus test system

funs Case-1 Case-2 Case-3 Case-4 Case-5 Case-6 Case-7
FDBAGSK
Min 11.4208 11.0921 9.2984 8.7366 8.2344 0.1539 0.0832
Mean 12.0379 11.6414 9.4229 10.1059 8.2766 0.2495 0.1433
Max 14.3864 12.9122 9.5521 13.6128 8.3650 0.5407 0.3794
Std 0.7591 0.5999 0.0688 1.1609 0.0319 0.1206 0.0740
AGSK
Min 11.5165 11.1171 9.3182 8.8093 8.2391 0.1548 0.0854
Mean 12.1538 12.5290 9.4248 10.2461 8.2739 0.2947 0.1436
Max 14.2305 20.1886 9.5283 12.9387 8.3943 0.7886 0.3860
Std 0.6253 2.5484 0.0578 0.9910 0.0348 0.1776 0.0745
Methods IEEE 57-bus test system

Case-8 Case-9 Case-10 Case-11 Case-12

FDBAGSK
Min 13.4340 9.5561 8.2632 0.6006 0.1266
Mean 17.0629 11.3552 10.0639 1.052 0.2580
Max 19.4729 13.8341 12.2768 1.5083 0.7655
Std 1.4734 1.0795 0.9755 0.2848 0.1729
AGSK
Min 14.8919 10.2867 9.0513 0.7617 0.1310
Mean 17.5297 12.3759 10.4778 1.3096 0.4181
Max 20.5611 16.2046 11.8339 2.6985 1.3138
Std 1.6504 1.7442 0.8927 0.4616 0.2968
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Table 15 Comparison with results in the literature

IEEE 30-bus test system

Methods Case-1 Methods Case-2 Methods Case-3 Methods Case-4

LP [50] 28.41 MW LP [50] 12.01 MW SGA [53] 14.1317 MW ABC [52] 8.9172 MW
GA [51] 12.40 MW GA [51] 12.01 MW BGA [53] 13.9888 MW BSA [14] 8.8525 MW
ABC [52] 11.6783 MW ABC [52] 11.4767 MW ABC [52] 9.4248 MW AGSK 8.8093 MW
BSA [14] 11.5339 MW BSA [14] 11.2483 MW BSA [14] 9.3039 MW FDBAGSK 8.7366 MW
AGSK 11.5165 MW AGSK 11.1171 MW AGSK 9.3182 MW

FDBAGSK 11.4208 MW FDBAGSK 11.0921 MW FDBAGSK 9.2984 MW

Methods Case-5 Methods Case-6 Methods Case-7
ABC [52] 8.8032 MW AGSK 0.1548 p.u AGSK 0.0854 p.u
AGSK 8.2391 MW FDBAGSK 0.1539 p.u FDBAGSK 0.0832 p.u
FDBAGSK 8.2344 MW

BSA [14] 8.2080 MW

IEEE 57-bus test system

Methods Case-8 Methods Case-9 Methods Case-10 Methods Case-11
GA [14] 14.2370 MW GA [14] 13.8188 MW AGSK 9.0513 MW AGSK 0.7614 p.u
BSA [14] 14.0607 MW BSA [14] 11.8235 MW GA [14] 9.0152 MW FDBAGSK 0.6006 p.u
AGSK 14.8919 MW AGSK 10.2867 MW BSA [14] 8.4060 MW

FDBAGSK 13.4340 MW FDBAGSK 9.5561 MW FDBAGSK 8.2632 MW

Methods Case-12
AGSK 0.1310 p.u
FDBAGSK 0.1266 p.u
Bold values show the best objective function value
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