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Abstract
Communication latency which inherently occurs in wide area measurement system greatly degrades small-signal stability 
(SSS) and is stochastic in nature, and thus, the current power oscillation damping controllers (PODCs) designed to improve 
SSS must consider this crucial factor. This paper proposes a probabilistic method to tune the parameters of PODCs incor-
porated in renewable farms to improve SSS under stochastic time delay and under other power system uncertainties arising 
due to renewable energy resources and loads. The proposed method is composed of two stages: The first stage quantifies the 
effect of time delay and other power system uncertainties on SSS, and the second stage uses this information to formulate 
an optimization problem. This optimization problem is solved with the help of four swarm intelligence-based optimization 
algorithms which are: bat algorithm, cuckoo search algorithm, firefly algorithm, and particle swarm optimization algorithm. 
The solutions from all these four optimization algorithms are compared, and the best result is used to optimize the parameters 
of the PODCs. All the analyses were conducted on a modified IEEE 68 bus system. The results show that the PODCs tuned 
using the proposed method greatly enhances the SSS margin under different scenarios and are probabilistically robust to the 
varying time delay and other power system uncertainties.

Keywords Cumulant · Probability function · Swarm intelligence algorithms · Wide area damping controller

1 Introduction

1.1  Problem statement

The wide area measurement system (WAMS) utilizes the 
phasor measurement unit (PMU) to measure different 

electrical variables and a communication channel to trans-
mit this information to the control system. The signals 
from WAMS have a high observability of inter-area modes 
which can then serve as feedback for different power system 
damping controllers to greatly enhance small-signal stabil-
ity (SSS) of the power system [1]. However, WAMS suf-
fers from communication delay whose value depends on the 
communication link used and can severely degrade SSS [1].

Besides communication latency, there are several other 
power system parameters which have a detrimental effect 
on SSS. Among them, the two main uncertain parameters 
affecting SSS are renewable energy resources (RES) and 
varying loads [2]. RES have a fluctuating output which gen-
erally has an adverse effect on SSS [3–6]. The uncertainty 
in load can be due to several factors such as economic and 
demographic factors and daily and seasonal load cycles and 
is also considered as a high-risk factor for low-frequency 
oscillatory instability [7].
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1.2  Literature review

There are many studies which have designed power oscil-
lation damping controllers (PODC) to nullify the effect of 
the time delay in WAMS and improve SSS. PODCs can be 
conveniently integrated with different power system actua-
tors such as flexible ac transmission system (FACTS) [1, 8], 
RES converter [9–12], high-voltage DC controller (HVDC) 
[13, 14], and battery energy storage systems (BESS) [15, 
16]. The design of PODC is generally done using four meth-
ods: residue method [13, 17], robust control method [1, 12], 
optimization-based method [10, 18], and adaptive method 
[19, 20]. Most of these researches [1, 13, 16, 17] provide 
in-depth analysis and the controllers so designed show good 
performance for oscillation damping but were only done 
considering fixed time delay. However, the real-world time 
delay in WAMS is stochastic in nature [21] and the control-
lers designed for fixed time delay may not perform satisfac-
torily when the variable delay is considered [12]. There are 
different researches [12, 18–20, 22, 23] which have con-
sidered this crucial factor and the controllers designed by 
taking this consideration is highly successful in enhancing 
SSS compared to controllers considering only the fixed time 
delay model. However, the time delay is only one important 
uncertain parameter in the power system and the PODCs so 
designed taking only this variable into consideration may not 
be able to greatly enhance SSS when other uncertainties are 
also considered and should be investigated.

Probabilistic methods are well equipped to analyze uncer-
tainties due to its mathematical nature and are found to be 
more efficient and robust than controllers designed using 
deterministic methods [14, 24]. A probabilistic method 
based on combination of analytical method and differential 
evolution algorithm is used to tune power system stabilizers 
(PSSs) considering generation and load uncertainty in [25]. 
The researchers of [9] have investigated the coordinated use 
of wind turbine generation (WTG) with PODCs consider-
ing stochastic wind output power and load uncertainty and 
observed that their proposed strategy provides good per-
formance against these uncertainties. The researchers of 
[8] have coordinated static var compensator (SVC) with 
PSSs to improve probabilistic small-signal stability (PSSS) 
using the fruit-fly algorithm. A design method to tune PSSs 
based on the expectation model considering stochastic time 
delay is used in [26] and the researchers have shown that the 
designed PSSs can successfully nullify the effect of variable 
time delay and simultaneously improve SSS. An efficient 
probabilistic model of WTG is proposed in [24], and the 
authors have shown that the PSSs tuned using their devel-
oped probabilistic method outperforms deterministic method 
such as H-infinity control. All of these researches show the 
effectiveness of the probabilistic method to improve PSSS 

considering different kinds of uncertainties. However, most 
of them have not considered the effect of variable time delay 
[8, 9, 14, 24, 25] or has not considered the effect of other 
crucial power system uncertainties [26]. This paper proposes 
a method based on a probabilistic approach to optimize the 
parameters of PODCs which are assumed to be incorpo-
rated in RES converters to improve PSSS considering dif-
ferent power system uncertainties. The proposed method is 
a combination of two stages: the first stage which models 
the uncertain power system parameters (RES, load and time 
delay) and quantifies their effect on PSSS. The second stage 
utilizes this statistical information to coordinate the PODCs. 
This coordination is achieved by formulating the problem 
of coordination as an optimization problem which is solved 
using four swarm intelligence-based optimization algorithms 
(SIOA). Finally, the best result among the four SIOAs is 
used to set the parameters of PODCs. Thus, the major con-
tributions of this paper are:

 i. Development of a novel method based on probabilistic 
approach to optimize the PODCs incorporated in RES 
to improve SSS considering different critical power 
system uncertainties.

 ii. The proposed method uses different popular SIOA 
such as firefly algorithm, bat algorithm, cuckoo search 
algorithm, and particle swarm optimization to opti-
mize the PODC parameters. Thus, this paper also con-
ducts comparative analysis of different SIOA.

1.3  Paper organization

The paper is structured as follows: Section 2 provides a brief 
overview of the proposed method, and Sect. 3 discusses 
the procedure to obtain the statistical information about 
SSS, followed by the design and optimization of PODCs 
in Sect. 4. Section 5 discusses the results obtained, and the 
conclusions drawn are provided in Sect. 6.

2  Proposed method

2.1  Overview of the power system with PODCs

A general diagram showing the utilization of WAMS to 
damp power system oscillation through RES converters is 
shown in Fig. 1. We have considered WTG and photovoltaic 
generation (PVG) as the two RES in our study as they are 
the two current leading choices of variable generation to 
produce electricity [27]. The PMU samples the electrical 
variables and sends the signal to control stations of wind and 
solar farm through some communication link. The computer 
of the control station which functions as a PODC utilizes 
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this signal from WAMS to synthesize the damping signal 
which is then send to the RES converter to enhance SSS.

2.2  Overview of the application of proposed 
method to optimize PODC parameters

Our study mainly focuses on the procedure to tune the 
PODCs of renewable farms to improve PSSS considering 

different power system uncertainties. The block diagram 
depicting the proposed method to tune the PODCs is shown 
in Fig. 2. The procedure to tune the PODCs using the pro-
posed method is as follows:

 i. Define the probabilistic model of different power sys-
tem uncertainties such as time delay, RES and load, 
which is described in detail in Sect. 3.1.

PMU

PMU

PODC

PODC

Power system

Wind farm
Solar farm

Damping signal (DS)

DS

DS

DS

Fig. 1  Pictorial description of the usage of WAMS for power system oscillation damping

Probabilistic
modeling of WTG Cumulant method

and
Gram-Charlier

expansion

Statistical information about SSS Stage2: OptimizationStage1: Analysis

Formulation of objective function

Solve the optimization problem using
four swarm based intelligence

algorithms

Probabilistic
modeling of time

delay

Probabilistic
modeling of load

Obtain the optimized parameters for
damping controller of RES converters

Select the best result from
different swarm algorithmsProbabilistic

modeling of PVG

Probabilistic modeling
of RES

Fig. 2  Proposed method to tune the PODCs under power system uncertainties
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 ii. Once the input uncertainties are probabilistically mod-
eled, the combined method of cumulant and Gram–
Charlier expansion [28] is used to obtain vital statisti-
cal information about the SSS. The cumulant method 
is so chosen compared to other analytical methods 
such as point estimate and probabilistic collocation 
due to its higher accuracy [28]. This step is described 
in Sect. 3.2.

 iii. The statistical information from the previous step is 
then used to formulate an objective function and the 
problem of tuning the parameters of PODCs is treated 
as an optimization problem whose details can be found 
in Sect. 4.2.1.

 iv. The optimization problem is solved using meta-heu-
ristic optimization algorithms. We have used four 
popular and well-established SIOAs in our study: bat 
algorithm (BA), cuckoo search algorithm (CSA), fire-
fly algorithm (FA), and particle swarm optimization 
(PSO), and the result from the best-performing algo-
rithm among them is finally used to tune the PODC 
parameters. More explanations of this step are given 
in Sect. 4.2.2.

3  Analysis of PSSS considering stochastic 
time delay and other power system 
uncertainties

Broadly speaking, the problem of PSSS assessment can be 
described as a functional relationship of output random vari-
ables (damping constant and damping factor of eigenvalue 
for our study) with the input random variables and can be 
described as:

(1)
�k = f

(

Pi,res,Pi,l, Ti,d
)

�k = f
(

Pi,res,Pi,l, Ti,d
)

where �k is the damping constant for kth eigenvalue, �k is 
the damping factor for kth eigenvalue, Pi,res is the probability 
density function (PDF) of the output power of ith RES, Pi,l 
is the PDF of output power of ith load, and Ti,d is the PDF of 
time delay for ith PODC controller. This section discusses 
the procedure to model the input uncertainties and uses it 
with an analytical method to obtain the statistical informa-
tion about the output random variables.

3.1  PDF of power system uncertainties

3.1.1  The probabilistic model of time delay

The value of latency in WAMS greatly depends on differ-
ent factors such as the location of PMU units, communi-
cation link, the reliability of the communication link [29] 
and is thus stochastic in nature [21]. This paper model the 
time delay in WAMS as a normal distribution [30, 31], but 
other distribution can also be used if the historical data are 
available. Thus, the PDF of time delay for ith PODC can be 
written as:

where �Ti,d
 and �Ti,d are the mean and standard deviation of 

time delay for ith PODC, respectively. Figure 3 shows the 
probability density of time delay used throughout in our 
study and the values of �Ti,d

 , and �Ti,d taken to construct this 
plot are 0.5 s, and 25%, respectively. These values ensure 
that the PDF of time delay covers the range of real-world 
WAMS delay which varies from 0.1 to 0.7 s [29].

(2)f
�

Ti,d
�

=
1

�Ti,d

√

2�
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�
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Fig. 3  Probabilistic model of 
time delay
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3.1.2  The probabilistic model of RES

As stated earlier, our study considers two main RES: PVG 
and WTG. Thus, the PDF of RES Pi,res = [Pi,pvg,Pi,wtg] 
where Pi,pvg,Pi,wtg are the PDF of output power for ith PVG 
and WTG, respectively. The PDF of the output power of 
both PVG and WTG can be modeled as a normal distribu-
tion [10].

The PDF of the output power of ith solar farm can be 
computed as:

where �Pi,pvg
 , �Pi,pvg

 , P̄i,pvg are the mean and standard deviation 
of solar power forecast error, and forecast output power for 
ith solar farm, respectively.

The PDF of the output power of ith wind farm can be 
computed as:

where �Pi,wtg
 , �Pi,wtg

 , and P̄i,wtg are the mean, standard devia-
tion of wind power forecast error, and forecast output power 
for ith wind farm, respectively.

3.1.3  The probabilistic model of load

The power system loads are also commonly modeled as 
a normal distribution [7] and thus, the PDF of the output 
power of load at ith location is given by:

where �Pi,l
 , �Pi,l

 are the mean and standard deviation of ith 
load, respectively.

(3)

f
�

Pi,pvg

�

=
1

𝜎Pi,pv

√

2𝜋
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�
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�
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�
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=
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√
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3.2  Calculation of stability indices

Let �k = �k + j�k be the kth eigenvalue, where �k and �k are 
the damping constant and damping factor of kth eigenvalue, 
respectively. The damping factor �k for kth eigenvalue can 
be calculated as [32]:

Once the input uncertainties are modeled given by 
Eqs. (2), (3), (4), (5), the combined method of cumulant and 
Gram–Charlier expansion method [3–5] is used to calculate 
the following probabilistic stability indices in our study:

where �c is the critical margin for damping constant, �c is the 
critical margin for damping factor, � is the cumulative den-
sity function of standard normal distribution and c1, c2, c3, c4 
are the coefficients. More details about the theory of cumu-
lants and way to obtain the value of these coefficients can 
be found in [3–6]. Equations (7) and (8) provide important 
statistical information about SSS; a higher value of these 
indices suggest that the system has a high likelihood of being 
small-signal stable with respect to its margins and vice versa.

4  Design and optimization of PODC 
parameters

This section first discusses the design of PODC and the pro-
cedure to optimize its parameters using different SIOA.

4.1  Modeling of PODC for RES converters

Figure 4 shows the structure of PODC located at ith RES 
converter in our study. It is a cascade connection of two main 

(6)
�k =

−�k
√

�2
k
+ �2

k

(7)
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)
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+… .
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controllers: First, the delay compensator which eliminates 
the phase lag caused due to latency in communication and 
second the commonly used structure of wide area damping 
controller (WADC) to enhance SSS [12]. Different electri-
cal variables such as bus voltage, active and reactive power 
flow, and the angular difference can be taken as a feedback 
signal for PODCs. However, bus voltage and reactive power 
flow contains flux decay components, and angular difference 
requires an additional phase lead of 90° [33]. Therefore, the 
active power flowing through line i Pline,i is taken as input 
for the PODC and the communication delay to send this 
signal to PODC is modeled as e−sTd in our work [1]. The best 
feedback to PODC among many signals is selected using the 
residue method [20]. The lead–lag time constants for PODC 
at ith location are: T1i,dc, T2i,dc, T3i,dc, T4i,dc , washout time con-
stant is Ti,dc and gain is Ki,dc . The lead time constants for 
WADC at ith location are: T1i,wadc, T2i,wadc, T3i,wadc, T4i,wadc 
and WADC gain is Ki,wadc . The output from the damping 
controller Pmod has a maximum Pmax and minimum Pmin 
whose values equal to 0.2 p.u., and − 0.2 p.u., respectively. 
More values of other PODC parameters used in our study are 
given in Sect. 4.2.1. The output from the PODC is chosen 
to modulate the active power loop of RES converter in our 
study as the damping performance is independent to RES 
size when active power regulation is considered [34]. We 
have used DIGSILENT built-in wind farm model [35] which 
is similar to type 4 WTG as well as DIGSILENT built-in 
solar farm model [35] as the models for WTG and PVG in 
our study. Moreover, we have also used common two-stage 
model of PSS [32] at selected generators which has a gain of 
Ki,pss, washout block time constant Ti,w and lead–lag blocks 
parameters of T1i,pss, T2i,pss, T3i,pss, T4i,pss.

4.2  Optimization of PODC parameters

4.2.1  Formulation of the optimization problem

The objective function to optimize the PODC parameters is 
formulated as:

subject to:

Equation (9) is a maximization problem, where the objec-
tive is to maximize the probability of damping constant and 

(9)maxm.F =

p
∑

i=1

P(𝛼k < 𝛼c) +

p
∑

i=1

P(𝜉k > 𝜉c)

(10)

0.1 ≤ Ki,pss,Ki,wadc ≤ 50

0.1 ≤ Ki,dc ≤ 1

0.01 ≤ T1i,pss, T3i,pss, T1i,wadc, T3i,wadc, T1i,dc, T3i,dc ≤ 1.5

0.01 ≤ T2i,pss, T4i,pss, T2i,wadc, T4i,wadc, T2i,dc, T4i,dc ≤ 0.15

damping factor of p number of eigenvalues to be greater 
than their margin values. The values for �c and �c are taken 
as − 0.1 and 0.1, respectively, in this study and may vary 
depending upon the user requirement. The range of the con-
straints given in Eq. (10) is taken from [1, 32].

4.2.2  Solving the optimization problem using different 
SIOA

As MATLAB provides an excellent platform for coding 
optimization algorithms, all the optimization programs were 
written in it. Electrical modeling of the test system and cal-
culation of crucial statistical information about SSS were 
performed using DIGSILENT software. The major differ-
ence between SIOA lies in the updating rules which depend 
on the type of swarm characteristics used. Thus, we have 
only explained the application of the proposed method to 
optimize the parameters of PODCs using BA in detail and 
provided updating rules and a short description for other 
optimization algorithms as the implementation process is 
similar.

4.2.2.1 Bat algorithm Bat algorithm is one of the most pop-
ular nature-inspired optimization algorithms and is inspired 
by the behavior of the bats. The flowchart depicting the uti-
lization of BA to optimize PODC parameters is shown in 
Fig. 5 and is described below:

 i. Initialize the maximum frequency fmax, minimum fre-
quency fmin , pulse rate ri and the loudness Ai for a total 
Npop population of bats.

 ii. Generate initial position xi using random numbers 
where xi is a vector of decision variables and is given 
by:

 iii. Evaluate the fitness value using Eq. (9) and find the 
current best solution x*. To evaluate this step, the opti-
mization algorithm in MATLAB sends the command 
signal to DIGSILENT and waits for DIGSILENT to 
complete its analysis. DIGSILENT then runs the eigen-
value analysis and calculates the statistical information 
and send the signal to MATLAB to start its analysis. 
Meanwhile, DIGSILENT waits for the command sig-
nal from MATLAB to conduct further analysis. More 
details on the technique utilized in this paper to inter-
face MATLAB and DIGSILENT can be found in [36].

 iv. Move the bats from current t to new position t + 1 
using the following equations:

(11)
x
i
=

[

K
i,wadc,Ki,dc,Ki,pss, T1i,wadc, T1i,dc, T1i,pss, T2i,wadc, T2i,dc, T2i,pss

T3i,wadc, T3i,dc, T3i,pss, T4i,wadc, T4i,dc, T4i,pss
]
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where vt+1
i

 , vt
i
 , xt+1

i
 , xt

i
 , � and x∗ are the velocity of bats 

at t + 1 location, the velocity of bats at t location, the 
position of bats at t + 1 location, the position of bats at 
t location, a vector of random number, and the current 
global best solution, respectively.

 v. Generate a new solution xt+1
i,new

 if the random number 
is greater than ri using:

(12)

fi = fmin +
(

fmax − fmin

)

�

vt+1
i

= vt
i
+
(

xt
i
− x∗

)

fi

xt+1
i

= xt
i
+ vt+1

i

(13)xt+1
i,new

= xt+1
i

+ �At

where � is a random number between − 1 and 1. How-
ever, if ( rand < ri ), proceed to step vii.

 vi. Calculate the new value of fitness function Fnew using 
Eq. (9) and reset the value of the control parameter if 
it exceeds its range depending upon its nearness to the 
extreme value using Eq. (10).

 vii. Continue to the next iteration until the maximum num-
ber of iterations is reached.

4.2.2.2 Firefly algorithm FA is another popular SIOA which 
is inspired by the flashing characteristics of fireflies. The 
update rule of FA is given as:

(14)xt+1
i

= xt
i
+ �oe

−�r2
i,j

(

xt
j
− xt

i

)

+ ��t
i

Start

Generate initial population Npop for bats at position i
xi = [Ki,pss T1i,pss T2i,pss T3i,pss T4i,pss Ki,wadc T1i,wadc T2i,wadc T3i,wadc T4i,wadc

Ki,dc T1i,dc T2i,dc T3i,dc T4i,dc ]

Update velocities, locations and frequencies using Eq. (12)

Iteration > Max IterationIteration=Iteration +1

Stop

Yes

Initialize frequencies fmax, fmin, pulse rate ri and the loudness Ai

Compute the new fitness Fnew using Eq. (9)

rand>ri

Generate a new local solution xi,new using Eq. (13)

Rank the solutions and find the current best x*

Statistical information about damping
constant and damping factor

Modeling of test system

No

Evaluate the fitness value Ffit using Eq. (9) and find the current
global best solution x*

Call DIGSILENT

Call MATLAB

Fig. 5  Flowchart of implementation of the proposed method to tune PODCs in DIGSILENT and MATLAB
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where xt+1
i

, xt
i
, xt

j
, ri,j, �o, � , �, � are the locations of xi fireflies 

at t + 1 position, locations of xi fireflies at t  position, loca-
tions of xj fireflies at t position, Cartesian distance between 
fireflies at i and j position, attractiveness coefficient, coef-
ficient of variation of attractiveness, randomization param-
eter, and vector of random number, respectively. More 
details on this algorithm are given in [16, 37].

4.2.2.3 Cuckoo search algorithm The third SIOA we have 
used in our study is the CSA which is based on the brood 
parasitism of some cuckoo species. This algorithm uses two 
updating rules: one local random walk and the other, global 
random walk. The update rule for the local random walk is 
given by:

where xt+1
i

, xt
j
, xt

k
, �, s,H, pa, � are the locations of xi cuckoos 

at t + 1 position, random solution j , random solution k , ran-
domization coefficient, step size, Heaviside function and 
vector of random numbers. The update rule for the global 
random walk is given by:

where � is the parameter of Levy distribution L . More rigor-
ous details on CSA are given in [37, 38].

(15)xt+1
i

= xt
i
+ 𝛼s⊗ H

(

pa − 𝜀
)

(

xt
j
− xt

k

)

(16)xt+1
i

= xt
i
+ �sL(s, �)

4.2.2.4 Particle swarm optimization algorithm The final 
algorithm we have used in our study is PSO which is the 
pioneering SIOA. PSO has two updating rules for particle 
position xj and particle velocity vj as follows:

where c1, c2 are the weight coefficients and �, � are the ran-
dom vectors, respectively.

The detailed description of this algorithm can be found 
in [36, 37].

5  Results and discussion

5.1  Test system

The test system is a modified 68 bus system which is widely 
used to study low-frequency oscillatory stability [39] and 
is shown in Fig. 6. Generators 1 to 12 are assumed to be 
equipped with PSSs. The modified system has two solar 
farms, and two wind farms. As the location of RES is not of 
main concern in our study, we have arbitrarily placed them 
at the locations as shown in Fig. 7. The rating of both PVG1 
and WTG1 is 850 MVA, and the ratings of both PVG2 and 
WTG2 is 440 MVA which corresponds to the penetration of 
20% (aggregate) in their respective areas. This penetration 
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= vt
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level is consistent with the penetration level of many coun-
tries which have high variable generation [27]. The details 
of wind speed characteristics, solar irradiance characteristic, 
WTG and RES converters used in this paper are taken from 
[16]. The standard deviation of the load is taken as 10% of 
the mean value of the load. The details about synchronous 
generators, line parameters, and load values used in our 
study are given in [33].

5.1.1  Simulation results

As discussed in Sect. 3, it is first necessary to find the best 
input feedback signal for each PODC before attempting 
to tune them. Table 1 shows there are three critical modes 
(eigenvalues) obtained using deterministic eigenvalue analy-
sis [33] when only PSSs (no PODCs) are present. The PSSs 
were tuned using the proposed method but discarding the 
time delay uncertainty. The critical modes are defined as the 
eigenvalues which have damping constant greater than − 0.5, 
and damping factor less than 10% [9] throughout our study.

Table 2 shows the results obtained after using residue 
analysis [33] to select the best feedback and most suitable 
PODC for each critical mode. Thus, from Table 2, the best 
feedback signal for PODC 1, 2, 3 and 4 were found to be 
active power flowing through line 41 and 42, active power 
flowing through line 40 and active power flowing through 
line 41 and 42, and active power flowing through line 45 and 
51 respectively. Note that PODC1, PODC2, PODC3, and 
PODC4 refer to PODC located at PVG1, WTG1, PVG2, and 
WTG2, respectively.

Once the best feedback signal was found for each PODC, 
four SIOAs were used to solve the proposed method and the 
important results obtained are provided in Table 3. All the 
optimization algorithms were solved using Intel (R) Core 
(TM) i5-2400 CPU, 3.1 GHz processing speed with 16 GB 
RAM. A standard population size of 40 and a maximum 
number of generations of 100 was taken for all optimization 
algorithms. The parameters for BA, PSO, FA, and CSA are 
taken from [16, 36, 38, 40], respectively, and are also given 
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Table 1  Results from deterministic eigenvalue analysis

Mode 
number

Damping constant Damping fac-
tor (%)

Frequency (Hz)

1 − 0.1435 5.411 0.4216
2 − 0.2278 4.675 0.7748
3 − 0.0653 1.211 0.8623

Table 2  Results from residue 
analysis

Mode 1 Mode 2 Mode 3

Line PODC Residue Line PODC Residue Line PODC Residue

40–41 2 0.1736 41–42 3 0.3483 41–42 1 0.1171
18–50 2 0.1714 30–53 3 0.3394 18–42 1 0.0985
45–51 4 0.1654 17–36 3 0.2824 30–53 3 0.0608

Table 3  Comparison of statistical results with four SIOA

BA FA CSA PSO

Maximum 16.1656 15.7505 12.7270 11.9287
Minimum 8.9368 6.8689 10.6386 9.6925
Average 14.6673 13.0619 12.3552 11.2200
Computation time (h) 5.6990 5.6111 8.2022 5.7554
Number of runs 30 30 30 30
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in Table 7 in “Appendix” for convenience. Table 3 shows 
that the BA provides the highest average value of objective 
function compared to other optimization algorithm, and thus 
the result obtained by it was used to optimize the parameters 
of PODCs.

Furthermore, the value of the objective function with BA 
also converges to the maximum value compared to other 
optimization algorithms as shown in Fig. 7 further validat-
ing the choice of BA. The optimization algorithm requires 
calculation of the fitness value of the objective function. 

This value is calculated using the probabilistic assessment 
method described in Sect. 3 of the manuscript, and the aver-
age computation time for it is around 5 s. Thus, while run-
ning the optimization algorithm, a delay of 5 s is added for 
each population. Furthermore, we have used 100 generations 
for the optimization problem causing the overall computa-
tional time to be around 5 h.

As the proposed method is based on the probabilistic 
approach, it was first verified with Monte Carlo simulation 
(MCS), and the plot of PDFs of damping constant of mode 

Table 4  Comparison of stability indices under different controller conditions and different scenarios

Scenario Mode 
number

Controller design Damping factor Damping constant

�̄� �� P(𝛼 < −0.1) (%) 𝜉 �� P(𝜉 > 0.1) (%)

1 1 No PODCs − 0.0696 0.0452 25.0800 0.0129 0.0001 0
1 1 RM − 0.2844 0.0454 100 0.1114 0.0040 99.7800
1 1 OBTM − 0.6934 0.0453 100 0.1228 0.0025 100
1 1 Proposed method − 0.6915 0.0466 100 0.1719 0.0110 100
1 2 No PODCs − 0.1294 0.0452 74.2200 0.0490 0.0008 0
1 2 RM − 0.1464 0.0454 84.0100 0.0623 0.0041 0
1 2 OBTM − 0.2446 0.0453 99.9300 0.1013 0.0025 69.0400
1 2 Proposed method − 0.3938 0.0466 100 0.1872 0.0109 100
1 3 No PODCs − 0.1862 0.0452 97.1700 0.0509 0.0005 0
1 3 RM − 0.1416 0.0454 82.0100 0.0408 0.0041 0
1 3 OBTM − 0.2346 0.0453 99.8500 0.0544 0.0025 0
1 3 Proposed method − 0.6813 0.0466 100 0.1387 0.0108 99.98
2 1 No PODCs − 0.0773 0.0452 30.8000 0.0141 0.0001 0
2 1 RM − 0.9382 0.0454 100 0.1630 0.0015 100
2 1 OBTM − 0.7281 0.0456 100 0.1266 0.0058 100
2 1 Proposed method − 0.6923 0.0457 100 0.1427 0.0059 100
2 2 No PODCs − 0.1258 0.0452 71.6100 0.0141 0.0001 0
2 2 RM − 0.1820 0.0452 100 0.2042 0.0059 100
2 2 OBTM − 0.2739 0.0456 99.9900 0.0635 0.0058 0
2 2 Proposed method − 0.4438 0.0456 100 0.2042 0.0059 100
2 3 No PODCs − 0.1736 0.0453 94.8000 0.0465 0.0002 0
2 3 RM − 0.1499 0.0453 86.4800 0.0430 0.0015 0
2 3 OBTM − 0.2493 0.0457 99.95 0.1087 0.0058 93.5200
2 3 Proposed method − 0.4883 0.0459 100 0.1430 0.0062 100
3 1 No PODCs − 0.0773 0.0452 30.8000 0.0141 0.0087 0
3 1 RM − 0.2581 0.0452 99.9800 0.0823 0.0008 0
3 1 OBTM − 0.6562 0.0455 100 0.1820 0.0018 100
3 1 Proposed method − 0.4438 0.0452 100 0.2042 0.0009 100
3 2 No PODCs − 0.2195 0.0461 99.5200 0.0562 0.0088 0
3 2 RM − 0.2471 0.0454 99.9400 0.1119 0.0003 100
3 2 OBTM − 0.5185 0.0464 100 0.1109 0.0031 99.9800
3 2 Proposed method − 0.7513 0.0455 100 0.1830 0.0019 100
3 3 No PODCs − 0.1407 0.0460 81.1700 0.0274 0.0087 0
3 3 RM − 0.3944 0.0453 100 0.0823 0.0008 0
3 3 OBTM − 0.6034 0.0457 100 0.1118 0.0019 100
3 3 Proposed method − 0.6923 0.0453 100 0.1427 0.0008 100
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1 obtained using two methods is shown in Fig. 8. It can be 
clearly seen that the two plots are very similar highlighting 
the accuracy of the proposed method.

Table 4 shows the different statistical results such as 
shows the different statistical results such as mean �̄� and 
standard deviation of damping constant �� of critical modes, 
mean 𝜉 and standard deviation of damping factor �� of criti-
cal modes, as well as the likelihood of stability with respect 
to their margins for different controller configurations as 
well for different scenarios (Table 5). All of these proba-
bilistic stability indices are calculated using the assessment 
method described in Sect. 3. It was found that when the sys-
tem loads were increased by more than 5% of their original 

value and decreased by less than 2% of their original value, 
the load flow analysis failed to converge. Hence, we have 
chosen those two conditions to define as scenarios 2 and 3 as 
given in Table 5. We have also compared the results obtained 
using the proposed method with two other methods: one 
conventional technique based on residue method (RM) [13] 
and other optimization-based tuning method (OBTM) [18] 
in our study.

Table 4 shows that there are three critical modes under 
scenario 1. These modes have a very high likelihood that 
their damping factor is less than the desired damping fac-
tor, as well as damping constant, is greater than the critical 
damping constant when no PODCs are used. However, the 
value of the probabilistic stability indices improves with RM 
and OBTM and are highest with the PODCs tuned using 
the proposed method. Furthermore, similar conclusions can 
also be made for the analysis conducted for scenarios 2 and 
3. These results show that the PODCs tuned using the pro-
posed method are highly robust against stochastic time delay 
and other power system uncertainties and is highly effective 

Table 5  Details of different scenarios

No. Details

1 Normal loading condition
2 Increase the load of the whole system by 5%
3 Decrease the load of the whole system by 2%
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Fig. 9  Time responses of power in line 53–54 under varying time delay. a Input model of varying time delay, b responses for different control-
lers under scenario 1, c responses of different controllers under scenario 2, d responses of different controllers under scenario 3
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in improving SSS. The result obtained with the proposed 
method is shown in bold color in Table 4.

In addition, we have also conducted extensive time 
domain simulations (TDS) to show the effectiveness of the 
PODCs tuned using the proposed method under variable 
time delay. We have chosen active power flowing through 
one of the circuits of the critical line (line connecting bus 53 
and 54) as the variable of interest for the TDS. The model 
of varying input delay used for our TDS is shown in Fig. 9a 
which sufficiently covers the real-world time delay in WAMS 
stated in Sect. 4.1. Figure 9b, c, d, shows the time responses 
of the critical line when one of its circuits is removed at 5 s 
following a three-phase line to ground fault. It can be clearly 

seen that the time responses with the proposed method are 
much superior to other methods further validating the effec-
tiveness of the proposed method.

Figure 10 shows the result of TDS for the relative rotor 
angle of one of the largest generators, Gen. 12 δ12 with 
respect to the rotor angle of the reference machine, Gen. 16 
δ16. Both Fig. 10 and Table 6 show that the overshoot (OS) 
and settling time (Ts) of time responses with the PODCs 
parameter optimized using the proposed method is much 
lower compared to other methods. This further highlights the 
effectiveness of the ability of PODCs tuned using the pro-
posed method to successfully damp the power oscillations 
under varying time delay compared to existing methods.
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Table 6  Comparison of time 
responses of δ12–16 under 
different methods and scenarios

Scenario No PODCs RM OBTM Proposed method

OS (%) T
s
 (s) OS (%) T

s
 (s) OS (%) T

s
 (s) OS (%) T

s
 (s)

1 8.3837 34.3867 6.9786 32.6333 7.2408 20.9010 5.3478 12.5110
2 18.2152 34.4577 15.2465 26.4314 15.7249 20.5887 10.8406 12.0630
3 1.2140 30.8704 0.8848 23.4614 0.6599 28.6733 0.9250 11.5752
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6  Conclusion

This paper utilizes the proposed method based on a prob-
abilistic approach to optimize the parameters of PODC 
incorporated in RES converters to enhance the system SSS 
considering variable time and other important power sys-
tem uncertainties. Our study has identified the following 
findings:

 i. The proposed method can accurately assess the effect 
of different power system uncertainties on system 
SSS.

 ii The minimum low-frequency oscillatory margin with 
respect to the damping factor with the PODC tuned 
using the OBTM is 0% for scenarios 1 and 2, and 
99.9800% for scenario 3, whereas the minimum SSS 
margin with respect to the damping factor with the 
PODCs designed using the RM is 0% for all the sce-
narios. The value of this quantity is always higher than 
99.9800% for the PODCs designed using the proposed 
method.

 iii. The maximum value of OS and Ts when the PODCs 
are designed using the proposed method are 10.8406% 
and 12.5110 s, respectively, which are lower than the 
values obtained after utilization of the controllers 
designed using the compared methods.

 iv. BA provides the best result (Average = 14.6673) 
compared to FA (Average = 13.0619), CSA (Aver-
age = 12.3552), PSO (Average = 11.2200) for our 
study.

Our future studies will try to reduce the computational 
time of the proposed method by using mathematical opti-
mization techniques.
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Appendix

Optimization algorithm parameters

See Table 7.
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