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Abstract
In the recent years, the demand for electricity is growing rapidly and the accuracy of load demand forecast is crucial for
providing the least cost and riskmanagement plans. In the competitive power market, utilities tend tomaintain their generation
reserve close to the minimum required by the system operator. Load forecasting has many applications including energy
purchasing and generation, load switching, contract evaluation, and infrastructure development. This creates the requirement
for an accurate day-ahead instantaneous load forecast. Therefore, in this paper a novel methodology is proposed for solving the
short-term load forecasting problem using the radial basis function neural networks (RBFNNs) considering theweather factors
such as temperature and humidity. The RBFNN has the advantage of handling augment new training data without requiring the
retraining. The hidden layer and linear output layer of RBFNNs has the ability of learning the connection weights efficiently
without trapping in the local optimum. The simulation results are performed on Pennsylvania–New Jersey–Maryland (PJM)
interconnection and the obtained results are promising and accurate. The simulation studies show that the forecast results are
reliable, specifically when weather factors are included in the training data.

Keywords Load forecasting · Neural networks · Weather factors · Radial basis function · Load demand

1 Introduction

In the deregulated power market, it is essential for the power
generating entities to supply high quality of power to the
customers. To supply high quality of power to the customers
with economical and secure manner, the utility companies
faces several technical and economical problems in planning,
operation and control of an electrical power system. In the
area of power system monitoring and control, the computer-
based energy management systems (EMSs) are now used
widely in the energy control centers [1]. The STLF is a
commonly addressed problem in the power systems litera-
ture. The recent developments in the computer technology
has enhanced possibilities for these and other approaches
working in a real-time environment. And also, there is an
international movement toward the wider competition in the
electrical markets. Load forecasting is very important for
system planning and operational decision conducted by the
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electrical utility companies. The STLF can help to estimate
the power flows and to make decisions that can prevent the
congestion in the system. Load forecasting is a very difficult
task, as the load series is very complex, and exhibits vari-
ous levels of seasonality: the load demand at a given hour is
dependent on the load demand at previous hour as well as
the load demand at the same hour on previous day, and on
the demand at same hour on the day with the same denom-
ination in the last week. And also, there are several other
important variables, especially the weather-related variables
such as temperature and humidity [2,3], and economics.

During the last decade, many Artificial Intelligence and
Expert Systems have been built for solving the problems in
different areas within the field of power systems, such as
system planning, analysis, operation, monitoring and oper-
ational planning. Nowadays, the advent of neural networks
(NNs) provides neural network modules, which can be exe-
cuted in an online environment [4]. These new techniques
supplement conventional computing techniques andmethods
for solving the problems of power system planning, control
and operation. A two-stage hybrid algorithm considering the
artificial neural networks (ANNs) and support vector regres-
sion algorithms are aimed to solve the STLF problem is
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proposed in Ref. [5]. Reference [6] proposes a hybrid STLF
approach using Bayesian NN with preprocessing stage con-
sisting of K-means clustering technique and a time series
analysis. The performance of several machine-learning tech-
niques applied to the electrical load datasets was described
in Ref. [7] and it also performs an ANN analysis on STLF
problem. In Ref. [8], the knowledge-based information is
provided for the STLF problem using the fuzzy logic-based
approach which is well known for handling the nonlinear-
ity conditions among various forecasting methods. A new
approach for daily STLF problem belonging to the class of
“similar shape” techniques is proposed in [9]. Reference [10]
proposes three cascaded modules (i.e., kernel-based cluster-
ing, decision tree and support vector regression) for the STLF
problem. A comparative study of STLF usingArtificial Intel-
ligence (AI) and the conventional approach is proposed in
Ref. [11].

Reference [12] presents the stepwise and multiple linear
regressions and improves the performs of neural network
(NN). A data-driven STLF considering the historic data to
predict the expected load demand for next 24-h period is pro-
posed in [13]. A newmachine-learning technique combining
the convolutional NN with K-means clustering technique
for solving the STLF problem with improved scalability is
proposed in Ref. [14]. Reference [15] exploits the appli-
cability and performance of the feed-forward deep neural
network (FF-DNN) and recurrent deep neural network (R-
DNN) models on the basis of accuracy and computational
performance in the context of time-wise short-term forecast
of electrical load demand. A deep belief network is proposed
inRef. [16] for solving the STLFproblem.Anewapproach to
identify the factors in which the forecastingmodel for energy
demand, and measure their effect on the mean absolute per-
centage error (MAPE) criterion and error performance is
proposed in [17]. In Ref. [18], a ANN is trained through
a back propagation in combination with genetic algorithm
(GA) model is used for solving the STLF problem. Refer-
ence [19] introduces several factors such as due temperature,
temperature, humidity, wind, and applied them to theANN to
determine its impact on load forecasting of Northern Cairo.

Reference [20] compares various NNs, conditional
restricted Boltzmann machines and decision tree approaches
for solving the STLF problem. The variation and periodicity
of power system load demanddata have been analyzed inRef.
[21] with removed bad data when the correlation process was
conducted. A new STLFmodel was proposed in Ref. [22] by
the combinationof singular spectrumanalysis, support vector
machine and Cuckoo search algorithms. A new hybrid learn-
ing approach which combines the extreme learning machine
with a new switching delayed particle swarm optimization
(PSO) algorithm for solving the STLF problem is proposed
in [23]. Reference [24] proposes the choosing mechanism
of an energy company which gathers a library of electric

load models and at every day chooses the best one for daily
prediction. Recently, the extreme learning machine (ELM)
algorithm has been applied successfully for STLF problem
[25]. But, the random initialization of weight parameters in
ELM may introduce inferior values, leading to unreliable
result and also the ELM suffers from the overtraining prob-
lem [26].

From the above literature review, it can be observed that
the conventional load forecasting techniques (i.e., time series
approach, multivariate regression approach and state estima-
tion approach) have the advantage that load pattern can be
forecasted using a simple prediction model. However, due
to the nonlinear relationship between load pattern and the
factors influencing it, it is difficult to find this nonlinear rela-
tionship using conventional methods [27]. The accuracy of
load forecasting can be increased with the help of fuzzy logic
and support vector machines techniques. However, despite
their accuracy, these approaches have a number of inconve-
niences such as difficulty in parameter selection, nonobvious
selection of variables and overfitting. ANNs can manage the
nonlinear dependencies that exist among the load demands
and the factors influencing it, forthrightly. Neural networks
have the capability to sort out nonlinear curves suitably. ANN
maps the input and output relations by the help of approx-
imate linear or nonlinear mathematical functions. The back
propagation (BP) learning does not ensure a global optimum
solution to the neural network training. Particularly, the BP
learning technique is stuck in a local optimum solution and
does not optimize the NNweight bias values during the train-
ing process. This may affect the NN performance and lead
to a higher forecast error. Therefore, there is a requirement
to develop an efficient STLF method in the context of dereg-
ulated power system.

To overcome the abovementioned shortcomings, this
paper develops a novel radial basis function neural network
(RBFNN)-based load forecasting model. In RBFNNs algo-
rithm, the load forecasting is obtained based on the logical
relationships between weather load and the prevailing load
patterns and has the advantage of dealing not only with
the linear part of the load curve but also with special days,
weekends and holidays. In this paper, a new methodology is
proposed for solving the STLF problem using the RBFNNs
considering the weather factors such as temperature and
humidity. The RBFNN has the advantage of handling the
augment new training data without requiring the retraining.
The hidden layer and linear output layer of RBFNNs have
the ability of learning the connectionweights efficientlywith-
out trapping in the local optimum. The training of RBFNN
requires less computation time, because only the second-
layerweights have to be calculated using the error signal. The
training of RBFNNs can be made even faster by applying the
momentum and adaptive learning rates. Here, the Euclidean
distance-based clustering technique has been employed to
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select the number of hidden (RBF) units and unit centers. The
normalized input and output data are used for training of the
RBFNN. The optimal learning is achieved at the global min-
imum of testing error. This paper applies different weather
variables to the STLF problemwhich reduces the error. Then,
the results of actual load with the forecasted load are com-
pared.The simulation results show that this technique leads to
a reduction in forecasting error and fast convergence. Accu-
rate models for the STLF problem are essential for planning
and operation of an electrical utility company. Although the
present paper focuses on STLF, the proposed method can
be easily extended to electricity price and renewable power
forecasting problems.

The remaining parts of the paper are organized as fol-
lows. Section 2 presents the factors influencing the accurate
load forecasting. The description and implementation of
radial basis function neural networks (RBFNN) for STLF
problem is present in Sect. 3. Section 4 describes the
simulation results and discussion. Section 5 presents the con-
tributions with concluding remarks.

2 Factors influencing the accurate load
forecasting

The important factors which effect the accuracy of load fore-
casting are weather factors, time factors, and the customer
classes. In this paper, the STLF is performed considering the
weather factors. Performing the STLF considering the time
factors and customer classes is a scope for future research.
Electric load has an obvious correlation to weather factors.
Many utility companies have large components of weather
sensitive load demands, like space heating loads, agricultural
irrigation and air conditioning. For any given day, the devi-
ation of weather variables from the normal value may cause
significant load changes and requires major modifications to
the unit commitment (UC) schedule. The time factors (i.e.,
the day of the week the hour of the day and holiday) affect the
STLF. There are important differences in load betweenweek-
days and weekends. The load on different weekdays also can
behave differently. For example, Mondays and Fridays being
adjacent to weekends, may have structurally different loads
than Tuesday through Thursday. This is particularly true dur-
ing the summer time. Holidays are more difficult to forecast
than nonholidays because of their relative infrequent occur-
rence. The hour of the day, the load will have different value
at different timings. Therefore, the day of the week whether
weekday or weekend also the hour of the day will affect the
load.

The important weather variables in terms of their effects
on load demand are temperature, humidity, wind speed and
cloud cover. Temperature has a close relationship with the
load demand. Generally, the electrical load has a tendency to

increase during the winter seasons because of the usage of
heaters, and also during the summer seasons because of the
usage of air conditioners. The temperature in a area which is
located nearer to the equator will be higher. The past temper-
atures will also affect the load demand profile. The humidity
also has a significant impact on the comfort or discomfort
felt, since it affects the amount of heat that the human body
rejects through the evaporation [3]. High levels of relative
humidity impede the rejection of heat through the evapora-
tion,whereas, the low levels accelerate it.Many people prefer
relative humidity levels in the range between (40–60)%.Dur-
ing summer months (temperatures higher than 40 ◦C), high
levels of relative humidity combined with high temperatures
create the need for additional cooling loads and hence cause
an increase in the load demand. The increase in the required
cooling load is due to the relative humidity at a given tem-
perature. It can be associated with an appropriate increase in
this temperature assuming a level of relative humidity that
cooling loads are insensitive to, for example 50%. On the
other hand, low levels of relative humidity can reduce the
required cooling load. On the similar lines, different types
of customers such as, residential, commercial and industrial
loads can affect the STLF.

The economic environment in which the utility operates
has a clear effect on the electric demand consumption pat-
terns. The economic trends have significant impact on the
system load growth/decline trend. Typically, these economic
factors operate with considerably longer time constants than
one week and hence need not to be considered for self.
However, these factors should be taken into consideration
for long- and medium-term forecasting models. Also, the
random disturbances include loads such as steel mills, syn-
chrotrons, wind tunnels whose operation can cause large
variations in electricity usagewide spread strikes, bands, spe-
cial TV programmers whose effect on the load is not known
a priori could cause sudden and unpredictable unload.

Other factors which have an impact on load demand are
cloud cover andwind speed.Therewill be appropriate change
in the electric load with the change in wind speed and cloud
cover. Since, the weather variables are closely related to the
electrical load demand, among which the temperature and
humidity will affect the load. Therefore, in this paper, to
improve the accuracy of load forecast the temperature and
humidity factors are considered along with the load data as
the inputs to the RBFNN model.

3 Description and implementation of radial
basis function neural networks (RBFNNs)
for STLF

As mentioned earlier, in this paper, we are performing the
STLF using the RBFNN as it has the ability to augment new
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training data without any requirement for the retraining. The
linear output layer and hidden layer structures of RBFNNs
provide the possibility of learning the connection weights
efficiently without falling in the local minima. The training
of RBFNN requires less computation time, because only the
second-layer weights have to be calculated using the error
signal. The training of RBFNNs can be made even faster by
applying the momentum and adaptive learning rates [28,29].
Therefore, the problems of electrical load forecasting, price
forecasting and load flows can be solved easily using the
RBFNNs. The description and implementation of RBFNN
for solving the STLF problem is presented next:

3.1 Operation of network

This network has two operating modes, i.e., training and test-
ing. During the training mode, the adjustable parameters of
network are set, to minimize the average error between the
actual and the desired output over the vectors in a training
set. In the testingmode, input vectors are applied and the out-
put vectors are produced by the network [30]. The RBFNNs
are benefited by clustering the training vectors when there
is a large amount of training data. If the data form a cluster,
an entire cluster of training vectors in the training set may
connect to reduce the number of hidden nodes. This may
substantially decrease the computation time in the reference
mode.

The K-means clustering algorithm requires a set of the
initial conditions for the centers. These can be assigned at
random; however, this is seldomoptimal as centersmay often
fall in a region where there are no input vectors. It is better
to locate the centers only where there is data nearby. Some
clustering algorithms may erroneously define a cluster cen-
ter where no cluster exists. This can make it impossible to
train the output weights associated with the associated hid-
den layer neuron. If a cluster center is definedwhere there are
no input vectors are nearby, the output of that hidden layer
neuron will be essentially zero for all input vectors.

3.2 Computation of RBF unit centers (Cj)

The unit centers (C j ) are determined using the following
algorithm:

Step 1 Initialize the center of each cluster to a randomly
considered training pattern (i.e.,C ji ).Where i = 1, 2, 3, . . .,
inputs (ipn); j = 1, 2, 3, . . ., hidden nodes (hdn). Here, ipn
is number of input nodes, hdn is number of output nodes. Let
the training samples are represented by,

[
xpi

] =
⎡

⎢
⎣

x11 x12 · · · x1i
...

. . .
...

xp1 xp2 · · · xpi

⎤

⎥
⎦

(p×i)

(1)

where p is the number of training patterns and i is the number
of input nodes. The general guidelines in RBFNN approach
are: if there are p-patterns, the hidden nodes (60–70)% of
total number of patterns. Then, assign randomly some of
the training inputs (X1i , X2i , . . . , X ji ) to each hidden node
centers.

[
C ji

] = [
X ji

]
(2)

where j (number of hidden nodes)< p (number of patterns).

⎡

⎢
⎣

c11 c12 · · · c1i
...

. . .
...

c j1 c j2 · · · c ji

⎤

⎥
⎦

( j×i)

=
⎡

⎢
⎣

x11 x12 · · · x1i
...

. . .
...

x j1 x j2 · · · x ji

⎤

⎥
⎦

( j×i)

(3)

The general practice is that to assignfirst j-patterns of training
patterns to [C ji ] vector as shown above.

Step 2 Assign each training pattern to the nearest cluster.
This can be achieved by calculating the Euclidean distance
between the cluster centers and the training patterns [31,32].
The Euclidean distance between X and weight vectors (Ci j )

of each neuron in Euclidean space is calculated using,

Dj =
√√√√

i pn∑

i=1

(
xpi − C ji

)2
j = 1, 2, . . . , hdn (4)

where hdn is the number of nodes in the hidden layer. xpi
is the i th variable of pth input pattern, and C ji is the center
from input i to neuron j.

Step 3 Assign the pattern to the node which has the mini-
mum Euclidean distance (Dj ).

Step 4 When all the training patterns are assigned, deter-
mine the average position for each cluster center, and they
will become the new cluster centers. Let’s consider that
for any hidden node j, the training patterns a, b, and c are
assigned, then the new cluster center becomes the average
of center C ji,Xai , Xbi , and Xci . The initial cluster center
[C ji ] = [C j1, C j2,C j3,......,C ji ], then the new cluster center
becomes,

[
C ji

]∗ =
[(

C j1 + Xa1 + Xb1 + Xc1
)

4
,

×
(
C j2 + Xa2 + Xb2 + Xc2

)

4
,

. . . ,

(
C ji + Xai + Xbi + Xci

)

4

]

(5)

Step 5 Repeat Steps 2–4, until the cluster centers do not
change during the subsequent iterations.
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3.3 Computation of unit widths (σj) of RBFNN

The widths of each RBF unit j can be calculated using,

σ j =
√√√√ 1

hdn

hdn∑

k=1

ipn∑

i=1

(
C ji − Cki

)2 (6)

where C ji and Cki are the i th entries of centers of j th and
kth hidden units.

3.4 Computation of activation (Oj)

After finding the centers and widths of each hidden unit, the
activation level (output) of each hidden unit j is calculated
using,

a j
(
X p

) = e

√
− ∑i pn

i=1(x pi−C ji)
2

2σ2j (7)

The connection between the output and hidden units is the
weighted sums. The output value (Okp) of the kth output
node for pth incoming pattern is expressed using,

Okp =
hdn∑

j=1

wk j a j
(
X p

) + wko (8)

wherewk j is the weight between j th RBF unit and kth output
node,wko is the biasing term at kth output node. In this paper,
wko is taken as zero.

3.5 Supervised learning

After choosing the centers andwidths, the output layerweight
matrix can be optimized by the supervised learning. A train-
ing set must be available, composed of pairs of vectors. Each
pair of vectors consists of an input vector designated x and a
target t . The target vector indicates the output desired from
the network when it’s associated input vector. The training
process is presented in the following steps [27]:

Step 1 Apply an input vector x from the training set.
Step 2 Calculate the outputs of hidden layer neurons, col-

lectively referred as vector [a].
Step 3 Compute the network output vector [y]. Compare it

with target vector t . Adjust each weight in [w] in a
direction to reduce the difference. For this, delta rule
is used and it is expressed as,

wk j (n + 1) = wk j (n) + η (tk − yk) a j . (9)

wherewk j is the weight between the j th hidden layer
neuron and the kth output layer neuron, yk is the kth

output of neuron in the output layer, tk is the targeted
or desired output for kth neuron in the output layer,
and η is the learning rate coefficient.

Step 4 Repeat the Steps 1 and 3 for each vector in the training
set.

Step 5 Repeat the Steps 1 and 4 until the error is acceptably
small.

Because of the limited receptive field of each hidden layer
neuron, most of the hidden layer outputs will be nearly zero
for a given input vector. As it is seen from the weight updates
equation, the weight change correspondingly small for all
weights connected to such a neuron. Thus, these neurons
may be ignored in the weight update process, thereby greatly
reducing the training time. Also, there is only the linear out-
put layer (no activation function is used at output layer), the
network is unarmed to converge to a global minimum. For
each input vector (xi ) in training set, the outputs from hidden
layer made a row inmatrix (H ), target vectors (Ti ) are placed
in the corresponding row of target matrix (T ). The training
consists of solving the following matrix equation, and it is
expressed as [33,34],

T = HW or W = H−1T (10)

whereW is the weight array. H−1 is the inverse of matrix H .
In general, the matrix (H ) is not square, hence it is not invert-
ible, only a pseudoinverse can be determined, if it exists.
Finding the pseudoinverse involves inverting amatrix, which
is frequently ill conditioned and cannot be accurately inverted
by simplemethods. It is possible to approximate this by angu-
lar value decomposition, but this may not be justified due to
the resulting computational burden and limited accuracy of
the results. For these reasons, an iterative technique is used.

3.6 Algorithm for RBFNN

The solution algorithm for STLF problem using the RBFNN
[33,34] is presented next:

Step 1 Normalize the inputs and outputs with respect to their
maximum values. Assume that for each training pair,
there are ‘N’ inputs given by [II ]N×1 and ‘NO’ out-
puts [OO ]NO×1 in a normalized form.

Step 2 Assume that the number of neurons in hidden layer
(i.e., NH ) is lies between N < NH < NS.

Step 3 Let [W ] be the weights of synapses connecting the
hidden and output neurons. Initialize the weights to
a small random values ranging from − 1 to 1.

[W ]o = [Random weights]; [�W ]o = [0] (11)
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Step 4 By using the K-means clustering technique, assign
some training samples to the centers. Determine the
centers (C j ) for each hidden node.

Step 5 Determine the unit width of each hidden node by
using,

σ j =
√√√
√ 1

NH

NH∑

k=1

N∑

i=1

(
C ji − Cki

)2
. (12)

Step 6 Set iteration count k = 1.
Step 7 The activation level (output) of each hidden unit is

calculated using,

a j
(
X p

) = e

√
− ∑N

i=1(x pi−C ji)
2

2σ2j (13)

Step 8 Compute the output of output layer by multiplying
the corresponding weights of synapses to the hidden
layer activation levels. The network output is repre-
sented by,

[
Okp

]
(NO×1) = [W ]T(NO×NH) × [

a j
]
(NH×1) (14)

Step 9 Determine the error and difference between network
output and desired output as for the kth training set
using,

E p =
√∑n

j=1

(
Tj − Okj

)2

NO
(15)

Step 10 Find [d] using,

[d](NO×1) =

⎡

⎢⎢
⎢⎢
⎣

· · · · · ·
· · · · · ·(

Tj − Okj
)
Okj

(
1 − Okj

)

· · · · · ·
· · · · · ·

⎤

⎥⎥
⎥⎥
⎦

(NO×1)

(16)

Step 11 Find [Y ] matrix using,

[Y ](NH×NO) = [
a j

]
(NH×1) × [d](1×NO) (17)

Step 12 Determine the change in weight and update the
weights using,

[�W ]t+1
(NH×NO) = αz [�W ]t(NH×NO)

+ λz [Y ](NH×NO) (18)

[W ]t+1
(NH×NO) = [W ]t(NH×NO)

+ [�W ]t+1
(NH×NO) (19)

Step 13 Determine the error rate using,

Error rate =
∑

E p

N S
(20)

where E p is the error and NS represents the number
of samples in training data set.

Step 14 Repeat the Steps 7–13 until the convergence is
met, i.e., the error rate is less than the specified
tolerance value. The NN output needs descal-
ing/denormalization to generate the desired fore-
casted load demands.

The simulation results and discussion are presented in the
next section.

4 Results and discussion

In this section, the simulation results are performed on
Pennsylvania–New Jersey–Maryland (PJM) interconnection
system data to show the effectiveness of the RBFNN
approach for solving the STLF problem. The data used for
this load forecasting is obtained from the PJM website [35].
The typical structure of RBFNN for solving the STLF prob-
lem is a three layeredNNwith nonlinear radial basis function
as the transfer function. TheRBFNNmodel used in this paper
has 38 neurons in the input layer and 1 neuron in the output
layer. The number of hidden neurons selected as 600 with
Gaussian density function. The Euclidean distance-based
clustering algorithm has been used to select the number of
hidden units and unit centers. During the training of RBFNN,
care has been taken to avoid the over training [36]. All
the simulation studies are coded in MATLAB R2016a on
a Personal Computer with 2.9GHz dual-core Intel Core i7
processor with 12GB of RAM. In this paper, three case stud-
ies are performed and they are presented next:

• Case 1: STLF without considering weather factors.
• Case 2: STLF considering temperature.
• Case 3: STLF considering temperature and humidity.

4.1 Case 1: Short-term load forecasting (STLF)
without considering weather factors

In this case study, the RBFNN is selected with the number
of input, hidden and output nodes as 38, 600 and 1, respec-
tively. Here, the number of training samples selected for the
STLF problem is 2304 (i.e., 48 × 48) and the number of
testing samples selected is 336 (i.e., 48 × 7). The learning
rate, momentum rate and the maximum number of iterations
selected are 0.02, 0.2 and 500, respectively.
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4.1.1 Input variables selection

Different sets of lagged load demands have been selected as
the input features for the STLF problem. Bearing in mind,
the daily and weekly periodicity and trend of the load signal,
the following set of 38 load demands are considered as the
input variables and they are applied to the RBFNN.

InputVariables =

⎧
⎪⎪⎨

⎪⎪⎩

Lh-1, Lh-2, Lh-3, Lh-4, Lh-5, Lh-6, Lh-24, Lh-25, Lh-26, Lh-27,

Lh-48, Lh-49, Lh-50, Lh-51, Lh-72, Lh-73, Lh-74, Lh-75, Lh-96, Lh-97,

Lh-98, Lh-99, Lh-120, Lh-121, Lh-122, Lh-123, Lh-144, Lh-145, Lh-146, Lh-147,

Lh-168, Lh-169, Lh-170, Lh-171, Lh-192, Lh-193, Lh-194, Lh-195.

⎫
⎪⎪⎬

⎪⎪⎭
(21)

These 38 inputs are used at input layer, is considered as the
input features for the present work. The input features of
lagged loads are selected based on the experience of many
researchers recommended in several publications [37–39].
Lh (i.e., load at hour h) is the single output feature of the
training samples.When load at hour h is to be forecasted, then
it is used as Lh-1 for the load prediction of the next hour, and
this cycle is repeated until the load of whole forecast horizon
(here, the next 24 h) is predicted.

4.1.2 Training period selection

In this paper, last 48-day load demand data are considered for
training the RBFNN. Therefore, the total number of training
samples will be 2304 (i.e., 48 (days) × 48 (intervals)) sam-
ples. The detailed explanation is presented next:

As mentioned earlier, in this paper, last 48 days have been
presented as the training period of RBFNN for the loads
prediction. Thus, theRBFNN is trainedwith training samples
shown in Eq. (21). Then, it forecasts the loads of the next
24 h (one day ahead). For forecasting the today’s 24-h load
demands at half an hour interval, previous 48-day (each day
48 intervals) loads are used for training the NN. The training
phase of RBFNN is executed for each day separately. It is to
be noted that the selected input variables and training period
(including 2304 training samples) have been considered for
all cases studied in this paper. Table 1 presents the description
of training samples used for the proposed STLF problem.

Where D is the index used for representing the day. To
train the RBFNN with an architecture of 38 input neurons,
600 hidden neurons and one neuron at the output layer, the
following approach is used.

For each load Lh of interval h, the data element value at
that interval is considered as the single target output, and the
data elements from previous 8 days (as shown in Table 2) are
used as the input feature.

In Table 2, Lh is single target or load output at hth inter-
val of selected day-D. Lh-1 to Lh-195 are the 38 inputs to

the input layer, picked up as shown in Table 2, from the load
data elements. Two-month (January and February, 2017) data
are collected from the Pennsylvania–New Jersey–Maryland
(PJM) interconnection [36]. Hence, total of 59 days data are
made available. For this, at half an hour interval step, total
2832 (i.e., 59 (days) × 48 (intervals)) data elements are pos-
sible. As we use previous 8-day data for each load element

value Lh for training the network, January 1, 2017 to Jan-
uary 8, 2017 data are set aside as buffer and actual training is
initiated from the first half an hour of January 9, 2017. From
January 9, 2007 to February 25, 2007, data (i.e., 48-day data)
are used for training the selected network for predicting the
load for 24 h at half an hourly interval of the remaining 3
days (26th–28th) of February 2017. Total 144 data elements
are used as test data elements.

4.1.3 Normalization/scaling

Normalization/scaling is required so that all the inputs are at
a comparable range. The normalized input and output data
are used for training of RBFNN. The common normalization
approach includes statistical normalization and Min-Max
normalization. In this paper, min–max normalization is used.
The input and output load demands are normalized with
respect to their lower and upper values in each training pat-
tern using,

xnorm = (xi − xmin)

(xmax − xmin)
× 0.8 + 0.1 (22)

The radial basis function NN (RBFNN) algorithm is used
for learning (training) the neural network. Using the trained
neural network, the forecasting output is simulated using the
test input patterns.

4.1.4 Testing period selection

The load prediction is carried out for 1 week (7 days) has 336
(i.e., 7 (days) × 48 (intervals)) samples. Using the trained
NN, the forecasting output is simulated using the test input
patterns.

4.1.5 Descaling/denormalization

Post-processing of data involves denormalizing or reversing
the normalization. The NN output needs descaling to gener-
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Table 1 Description of training samples used for STLF

(D-48) (D-47) (D-3) (D-2) (D-1) (D)
(48, . . . , 3, 2, 1) (48, . . . , 3, 2, 1) … (48, . . . , 3, 2, 1) (48, . . . , 3, 2, 1) (48, . . . , 3, 2, 1)

Training period of previous 48 days and each day 48
intervals (i.e., 48 = 2304 training data elements)

Forecasting day (24 h)

Table 2 Selected load data
elements from previous 8 days

(D-8) (D-7) … (D-2) (D-1) (D)

L(h-192) L(h-168) … L(h-48) L(h-24) L(h-1) Lh (target output at interval h)

L(h-193) L(h-169) … L(h-49) L(h-25) L(h-2)

L(h-194) L(h-170) … L(h-50) L(h-26) L(h-3)

L(h-195) L(h-171) L(h-51) L(h-27) L(h-4)

L(h-5)

L(h-6)

ate the desired forecasted load demands using,

xdenorm = (xnorm − 0.1)

0.8
× (xmax − xmin) + xmin (23)

4.1.6 Error analysis

The daily and weekly mean errors are calculated for the fore-
casted output/load demand. The daily mean error (DME) is
calculated using,

DME = 1

48

48∑

i=1

∣∣La (i) − L f (i)
∣∣

La (i)
× 100 (24)

The weekly mean error (WME) is calculated using,

WME = 1

336

336∑

i=1

∣∣La (i) − L f (i)
∣∣

La (i)
× 100 (25)

As mentioned earlier, in this paper, the STLF is performed
using the RBFNN.Here, the STLF is performedwithout con-
sidering weather factors (i.e., Case 1). The obtained actual
and forecasted load demands are Fig. 1. From this figure, it
can be observed that the forecasted load is closely follows the
actual load. The obtained daily mean error (DME) and the
weeklymean error (WME) for this case are 3.54 and 13.83%,
respectively.

The total time taken for Case 1 is 290.62 s, which includes
the network scanning time of 22.84 s, training time of 264.73
s and the testing time of 3.05 s. Figure 2 depicts the plot
between the error rate and number of iterations for Case 1.
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Fig. 1 Actual and forecasted load demands using RBFNN for Case 1
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Fig. 2 Plot between the error rate and the number of iterations for Case
1 using RBFNN
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Fig. 3 Actual and forecasted loaddemands forCase 2using theRBFNN

4.2 Case 2: STLF considering temperature

Many utility companies have large components of whether
sensitive load demands, like air conditioning, space heating
and agricultural irrigation. In many systems, temperature is
an important weather variable in terms of its effects on load
demand. The daily load is strongly influenced by recent tem-
perature and average daily temperature. The average daily
temperature is treated as part of the input set to reflect
the daily load variations. Mainly residential load has a ten-
dency to follow the temperature trend. In order to reflect this
characteristic, the average daily temperatures, the maximum
temperature and minimum temperature of the target day are
considered in this paper. When temperature is considered
then the three temperature inputs (i.e., maximum (Tmax),
minimum (Tmin) and average (Tavg) temperatures) will be
taken in addition to the existing load inputs.

In this case, the input neurons are of two different units,
i.e., load demands are taken in MW and temperatures are
taken in ◦C (in order of 20–40). To avoid the effect of tem-
perature not to be overwritten by the load demands, the
temperatures and load demands are normalized separately,
and apply them to the input neurons. In this Case, 41 input
nodes are considered which includes 38 input load variables
same as in Case 1, and three temperature inputs (i.e., Tmax,
Tmin and Tavg).

Figure 3 depicts the actual and forecasted load demands
for Case 2 using the RBFNN. The obtained DME and WME
for this case are 2.63 and 13.59%, respectively. The total time
taken for this Case 2 is 293.15 s, which includes the network
scanning time of 23.96 s, training time of 265.18 s and the
testing time of 4.01 s. The convergence characteristics, i.e.,
error rate vs number of iterations using HFNN for Case 2 is
depicted in Fig. 4.
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Fig. 4 Plot between the error rate and the number of iterations for Case
2 using HFNN
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Fig. 5 Actual and forecasted loaddemands forCase 3using theRBFNN

4.3 Case 3: STLF considering temperature and
humidity

In this case, 38 input neurons from past load demand data are
considered similar to Case 1, 3 input neurons are considered
to accommodate the temperature effect, and 1 input neuron is
considered to accommodate the humidity effect. Therefore,
in this case, a total of 42 neurons will be taken as input neu-
rons. The number of training samples, testing samples and
all other parameters are same as in Cases 1 and 2. In this
case, the humidity, temperatures and loads are normalized
separately and then applied them to the input neurons.

Figure 5 depicts the obtained actual and forecasted load
demands for Case 3 using the RBFNN. The obtained DME
and WME for this Case are 2.62 and 16.51%, respectively.
The total time taken for thisCase 3 is 307.33 s,which includes
the network scanning time of 24.01 s, training time of 278.93
s and the testing time of 4.39 s. The convergence character-
istics, i.e., error rate vs number of iterations using RBFNN
for Case 3 is depicted in Fig. 6.
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Fig. 6 Plot between the error rate and number of iterations for Case 3
using HFNN

From the above results, it can be observed that the daily
mean error has decreased by considering the weather factors
to the STLF. All the forecasting results obtained are promis-
ing and accurate.

5 Conclusions

In this paper, the short-term load forecasting (STLF) prob-
lem is solved using the radial basis function neural network
(RBFNN). The RBFNN has the advantage of handling the
augment new training data without requiring the retraining.
The hidden layer and linear output layer of RBFNNs have the
ability of learning the connection weights efficiently without
trapping in the local optimum. The simulation results are
performed on Pennsylvania–New Jersey–Maryland (PJM)
interconnection, and the obtained results are promising and
accurate. The detailed network parameters are presented
along with the training and testing patterns. For each case
under study, the actual and forecasted load demand values are
presented which shows that the forecasted values are follow-
ing the actual load values. From the simulation results, it can
be observed that by considering both temperature and humid-
ity along with the loads as inputs, there is a decrease in the
daily mean error compared to the cases without considering
the weather factors. The extension of proposed algorithm to
different situations (e.g., seasonal, high volatility, peak load,
low load), various customer classes and time factors is the
scope for future research work.
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