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Abstract In this paper, a speed-sensorless direct torque con-
trol (DTC) drive for inductionmotors (IMs) fed by three-level
neutral-point clamped (NPC) inverter has been investigated.
Themain objective of the study is to solve two different prob-
lems in DTC drive with three-level NPC inverter. First, the
conventional switching table fails to consider some limita-
tions caused by the topology of NPC inverter. As a solution
to this problem, a new switching method based on simpli-
fied three-level space-vector modulation (SVM) technique
has been developed by fulfilling both neutral-point poten-
tial balance and soft commutation requirements needed for
three-level NPC inverters. Other problem is to make accurate
estimates, especially in very low and zero speed operation.
To address this issue, an extendedKalman filter (EKF)-based
observer has been utilized for the estimation of rotor speed,
load torque, and flux. The estimated load torque is used to
improve the response of speed estimation in both transient
and steady states. The stator resistance has also been esti-
mated simultaneously to make more robust and reliable flux
estimation. The proposed drive system has been tested under
some challenging conditions and verified by the simulation
results.
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1 Introduction

The great developments of adjustable speed drive systems
have brought very good prospects to use IMs in most indus-
trial applications. However, the speed and torque control of
IMs are still a considerably laborious task due to requiring
complex control and transformation algorithms. Up to now,
various control techniques have been developed for IMs,
but Direct Torque Control (DTC) has risen to more promi-
nence, since it was first introduced in the mid-1980s [1,2].
Compared to Field-Oriented Control (FOC), DTC drives
have many superiorities, such as quick and precise torque
response, simple structure, and robustness against motor
parameters [3,4].

In DTC drives, two-level voltage source inverters are very
much preferred for low-power applications, but different
inverter topologies are necessary to use for high-power appli-
cations or to produce waveforms that are more sinusoidal in
shape. The three-level NPC inverter is one of the most com-
monly used multilevel inverter topologies in variable-speed
industrial drives [5]. Compared to the standard two-level
inverters, the semiconductor switches are exposed to a much
lower voltage change rates (dv/dt), and in addition, the
output voltage includes less harmonic contents. Because
of the superiorities mentioned earlier, the three-level NPC
inverter-fed DTC drives have gained popularity in industrial
applications.

The conventional switching table cannot be directly
extended to three-level inverter-fed DTC drives. During the
selection of optimum switching states in three-level NPC
inverter, two requirements, the neutral-point voltage balance
and the soft commutation, need to be carefully satisfied. The
neutral-point voltage unbalance will cause an uneven volt-
age distribution, which may lead to the premature failure of
switches and increase harmonic contents in the inverter out-
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put voltages [4,6]. Similarly, hard commutation, is known as
the transition from p to n switching state, or vice versa, will
give rise to excessive voltage jumps, whichmay also produce
more harmonic contents in both phase and line voltages [4,6].
Furthermore, one switching device will also be exposed to
full DC bus voltage during hard commutation [4]. Thus, soft
commutation, is the transition from p to o, or from n to o,
or vice versa, is crucially necessary to achieve the optimum
vector selection and to ensure the safe operation of inverter.
On the other hand, variable switching frequency and torque
ripples caused by the presence of hysteresis controllers in
classical DTC are another problem that should be solved.

Most of the literatures focus on the improvement of
switching strategies for multilevel NPC inverter-based DTC
drives, as presented in [5–10]. In [5], a hybrid DTC drive
with five-level NPC inverter is presented. Switching pat-
terns are generated using multi-carrier-based Space-Vector
Modulation (SVM) technique, and hence, switching fre-
quency is kept constant and other aforesaid requirements are
also satisfied. However, this modulation block needs long
computation time to calculate the dwell times, because it
contains many trigonometric functions. In [6], two-level dis-
crete SVM method is extended so as to use in three-level
NPC inverter-fed DTC drives. Some assumptions have been
made to constitute the switching sequences and to obtain
the dwell time of each voltage vector. Therefore, the com-
plexity of algorithm is reduced, and the computation time is
quite decreased. The studies in [7,8] propose a new switch-
ing strategy for the voltage vector selection in three-level
NPC inverter. These schemes are based on the traditional
hysteresis controllers associated with a specific switching
table. Differently from the previous studies [7,8], in [9], the
selection strategy of optimum voltage vector is divided into
two regions based on the operating frequency of machine
(low- and high-frequency operation), and separate switching
schemes are proposed for these two regions of operation. All
procedures given in [7–9] do not require long computation
time, but switching frequency is still variable. In [10], classi-
cal three-level SVM is proposed for the selection of optimum
voltage vectors, but the computation time is long, because it
contains classical time equations.

The studies given above can be shown that SVM is an
attractive candidate to meet the demands of all requirements
for three-level NPC inverter, but it contains an excessive
computational effortwhen implementing tomultilevel invert-
ers. Therefore, many researchers have only concentrated on
simplifying three-level SVM technique, as reported in [11–
15]. In [11], the determination of switching sequence and
the calculation of voltage vector dwell time are done as the
conventional two-level SVM method. Likewise, a general
algorithm based on the standard two-level SVM is proposed
in [12]. The studies in [13,14] propose a simple and gen-
eralmethod formultilevel inverters. To reduce computational

complexity, aEuclidean vector system in [13] and60◦ coordi-
nate system in [14] are introduced. However, [14] can only be
applied to the cascaded H-bridge multilevel inverters. Thus,
a new simplified three-level SVM technique, in particular,
for DTC drives is specified as an aim of this study.

In the recent years, for a speed-sensorless DTC drive, var-
ious techniques have been developed; particularly observers
and adaptive systems are commonly used to estimate the
control variables. Adaptive flux observer [6], model refer-
ence adaptive system [16,17], and sliding-mode observer
[18,19] have been performed for the estimation of speed
and other variables. Moreover, many studies related to EKF-
based observers have also been proposed for IM drives. In
[20,21], rotor speed is estimated directly as a constant para-
meter by full-order EKF. Reduced-order EKF is also used
for speed estimation in vector-controlled drives, as given in
[22,23], and rotor resistance is also identified simultaneously
as well as rotor speed in [23]. Unlike the previous EKF algo-
rithms, the study in [24] has presented an extended machine
model in which rotor speed is estimated as a state by taking
the equation of motion into account. In [25], the simultane-
ous estimations of rotor speed, load torque, stator resistance,
and flux are demonstrated using single EKF for DTC drives.
In [26], a newmethod, namely, Braided EKF, has been devel-
oped for the estimation of stator and rotor resistances together
with load torque, flux, and rotor speed simultaneously. This
method involves two EKF algorithms that operate consecu-
tively at every time step to overcome problems faced when
a high number of states and parameters are to be estimated
with a single EKF [26]. Finally, two-cascaded EKF algo-
rithm, where the first EKF estimates rotor resistance and the
second EKF fed by the outputs of the first EKF is used to esti-
mate stator resistance and rotor speed, is proposed in [27].

The major contribution of this study is the development
of a new switching method to use in DTC drives with three-
level NPC inverter. In this scheme, classical three-level SVM
technique is modified with a new simplification algorithm,
so it allows a simple implementation which requires only the
use of comparators (no need of any trigonometric function).
In addition, it is improved considering the circuit limitations,
such as the neutral-point balance and the soft commutation.
In addition, rotor speed, load torque, and stator resistance
are estimated simultaneously using EKF-based observer to
enhance the performance of DTC drive over a wide speed
range. Numerous simulation results are presented to verify
the proposed drive system for all possible operations.

The paper is organized as follows. After an introduction
of three-level NPC inverter in Sect. 2, the basic principles
of DTC drive with the mathematical model of IM are dis-
cussed in Sect. 3. Next, the development of the simplified
three-level SVM method is introduced in Sect. 4, and the
extended IM model and EKF algorithm are briefly studied
for rotor speed, load torque, and stator resistance estimations
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Fig. 1 Simplified circuit diagram of three-level NPC inverter

in Sect. 5. Finally, the simulation results and conclusions are
presented in Sects. 6 and 7, respectively.

2 Three-level neutral-point clamped inverter

The simplified circuit diagram of a three-level NPC inverter
is shown in Fig. 1. Each phase leg consists of four switches
Sx1–Sx4 with four freewheeling diodes Dx1–Dx4, where x
subscript denotes one of the phase legs A, B, or C . The DC
bus voltage Udc is divided into two equal parts by the line
capacitors Cd1 and Cd2. In this way, each capacitor voltage
is equal to half of DC bus voltage and a neutral-point N
is provided. The clamping diodes Dzx1 and Dzx2 are used
to clamp the output terminal to the neutral-point N . This
neutral-point N generates an additional voltage level. There-
fore, the waveform of output terminal contains three voltage
levels +Udc/2, 0 and −Udc/2 with the neutral point as a
reference.

The operating status of switches can be represented by
a switching state, as given in Table 1. A three-phase three-
level inverter generates 33 = 27 admissible switching states.
In these switching states, e.g., ū7 = pon, first switching
state corresponds to the operation of phase leg A and other
switching states denote the operation of phase legs B and C ,
respectively. Although there are 24 active and 3 zero switch-
ing states, some of them apply the same voltage vector to
the machine. Therefore, 19 different vectors are available.

Table 1 Switching states of three-level NPC inverter

Switching
states

Sx1 Sx2 Sx3 Sx4 Output terminal
voltage, uxN

p 1 1 0 0 +Udc/2

o 0 1 1 0 0

n 0 0 1 1 −Udc/2

u 1 3

u 1 4u 1 5

u 1 6

u 1 7

u 7

u 8

u 9
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Fig. 2 Voltage vector diagram for three-level inverter

According to the modulus of each vector, they are classi-
fied into four groups: zero vector ū0, small vectors ū1 − ū6,
medium vectors ū7 − ū12, and large vectors ū13 − ū18 and
are expressed as follows:

ūk =

⎧
⎪⎪⎨

⎪⎪⎩

1
3Udce j(k−1) π

3 if k = 1, 2, . . . , 6
√
3
3 Udce

j
(
(k−7) π

3 + π
6

)

if k = 7, 8, . . . , 12
2
3Udce j(k−13) π

3 if k = 13, 14, . . . , 18

(1)

where for k = 0 and ūk = 0, it gives ū0 voltage vector.
A graphical representation of these vectors in the stationary
reference frame is shown in Fig. 2.

3 Induction motor model and basic principle of
DTC

A mathematical model of an IM in the stationary reference
frame is given as follows:

ūs = Rsīs + dψ̄s

dt
(2)

0 = Rr īr + dψ̄r

dt
− j Npωmψ̄r (3)

ψ̄s = Ls īs + Lmīr (4)

ψ̄r = Ls īr + Lmīs (5)

where ūs , īs , īr , ψ̄s , and ψ̄r are the stator voltage vector,
stator current vector, rotor current vector, stator flux vector,
and rotor flux vector, respectively. Rs , Rr , Ls , Lr , and Lm

are the stator resistance, rotor resistance, stator inductance,
rotor inductance, and mutual inductance, respectively. Np
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is the number of pole pairs and ωm is the rotor speed. The
electromagnetic torque te is

te = 3

2
Np

(
ψ̄s × īs

)
(6)

and, in addition, the equation of motion is

te = tL + JL
dωm

dt
+ fdωm (7)

where tL is the load torque, JL is the moment of inertia, and
fd is the viscous friction.
From Eq. 2, it can be seen that if the ohmic voltage drop is

neglected, the stator flux can be controlled directly with the
stator voltage vectors. This is a crude analysis to understand
the principle of DTC clearly.

The electromagnetic torque can be expressed as

te = 3

2
Np

Lm

σ Ls Lr

(
ψ̄s × ψ̄r

) = 3

2
Np

Lm

σ Ls Lr
|ψ̄s ||ψ̄r | sin γ

(8)

where σ = 1 − L2
m/ (Ls Lr ) and γ is the angle between the

stator and rotor flux vectors. It follows from Eq. 8 that the
electromagnetic torque can be rapidly changed by varying the
angle γ in required direction when the amplitude of stator
flux vector is kept constant. Thus, the desired flux locus can
be obtained easily by selecting the optimum stator voltage
vectors.

In the conventional DTC scheme, the flux vector is deter-
mined as follows:

ψ̄s =
∫

(
ūs − Rsīs

)
dt (9)

From Eq. 9, the estimated stator flux only depends on the
stator resistance. However, it has a wide variation 0.75–1.7
times its nominal value due to temperature and frequency
variations. The variations in the stator resistance degrade the
drive performance by occurring errors in the magnitude and
position of the estimated flux vector and hence in the torque
estimation, especially at low-zero speeds.

4 Simplified three-level SVM

Three-level SVM technique has a complicated structure due
to requiring high computational effort for determining the
location of reference vector, the calculation of dwell times,
and the determination and selection of switching states. In
the proposed SVM scheme, the g − h reference frame (or
namely, 60◦ reference frame in [14]) is used to reduce this
computational complexity. It also eliminates the need for

using trigonometric functions. Therefore, it is very simple
and easy for digital implementation.

4.1 Coordinate transformation

The values usα and usβ of the reference voltage vector are
transformed in the g–h planes by the following transforma-
tion matrix:

[
usg
ush

]

= 3

Udc

[
1 − 1√

3
0 2√

3

] [
usα
usβ

]

(10)

Transformation from the α − β to g − h reference frames
for only sector 1 is illustrated in Fig. 3. All inverter voltage
vectors in the g−h reference frame are also shown in Fig. 4.
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Fig. 3 Transformation from the α − β to g − h reference frames for
sector 1. a α − β reference frames. b g − h reference frames

123



Electr Eng (2017) 99:707–720 711

Fig. 4 All voltage vectors and
their dwell times in the g − h
reference frames
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4.2 Detection of the nearest three vectors

As shown in Fig. 4, the space-vector diagram is divided into
six triangular sectors (sectors 1–6) and each of which is fur-
ther divided into four small triangular regions (regions 1–4)
to decide the nearest three vectors to the reference vector.
The reference vector may fall into any region of vector space.
However, the location of the reference vector is easily deter-
mined utilizing the g − h reference frame. From the values
usg and ush of the reference vector, the sector where it lies
can be directly found when simple rules given in Table 2 are
applied [15]. Similarly, the endpoint of the reference vector
is also determined to be in which region of the related sector.
All rules for sectors 1–6 are given in Table 3. All these rules
are derived from Fig. 5.

In this method, the apexes of �ABC or �BCD, which
includes the reference vector, correspond to the nearest three
vectors, e.g., assuming that the end point of the reference
vector falls into region 2 of sector 1, as shown in Fig. 4. In
this case, ū B = ū1, ūC = ū2, and ūD = ū7 are selected as
the nearest three vectors.

4.3 Calculation of the dwell times

The dwell time of each voltage vector is shown in Fig. 4,
where it can be seen that there are two different settlement

Table 2 Determination of the sector from usg and ush

Sector gh Components

1 usg ≥ 0, ush ≥ 0

2 usg < 0, ush ≥ 0, usg + ush ≥ 0

3 usg < 0, ush ≥ 0, usg + ush < 0

4 usg < 0, ush < 0

5 usg ≥ 0, ush < 0, usg + ush < 0

6 usg ≥ 0, ush < 0, usg + ush ≥ 0

layouts for the dwell times so as to facilitate the calcula-
tions. First settlement dedicated to sector 1 is valid for all
odd sectors, whose layouts are obtained from the projection
of settlement in sector 1 onto the related odd sectors. Other
settlement is demonstrated in sector 4. Similarly, it is valid
for all even sectors and they are obtained from the projection
of settlement in sector 4 onto the related even sectors.

The reference vector ūre f is synthesized by the nearest
three vectors to minimize the voltage harmonic distortion.
In the classical SVM method, the equations required for the
calculation of dwell times change according to the region
that the reference vector locates into. However, it is enough
to establish only two equations for �ABC and �BCD
in the proposed scheme. First equation can be written for
�ABC as
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Table 3 Determination of the
region and the nearest three
vectors from usg and ush for all
sectors

Sector gh Components Region Voltage Vectors

1 usg < 1, ush < 1, usg + ush < 1 1 ū A = ū0, ū B = ū1, ūC = ū2

usg ≤ 1, ush ≤ 1, usg + ush ≥ 1 2 ū B = ū1, ūC = ū2, ūD = ū7

usg > 1, ush < 1 3 ū A = ū1, ū B = ū13, ūC = ū7

usg < 1, ush > 1 4 ū A = ū2, ū B = ū7, ūC = ū14

2 usg > −1, ush < 1 1 ū B = ū0, ūC = ū3, ūD = ū2

usg ≥ −1, ush ≥ 1, usg + ush ≤ 1 2 ū A = ū3, ū B = ū2, ūC = ū8

usg > −1, ush > 1, usg + ush > 1 3 ū B = ū2, ūC = ū8, ūD = ū14

usg < −1, ush > 1 4 ū B = ū3, ūC = ū15, ūD = ū8

3 usg > −1, ush < 1 1 ū A = ū4, ū B = ū0, ūC = ū3

usg ≤ −1, ush ≤ 1, usg + ush ≥ −1 2 ū B = ū4, ūC = ū9, ūD = ū3

usg < −1, ush > 1 3 ū A = ū9, ū B = ū3, ūC = ū15

usg < −1, ush < 1, usg + ush < −1 4 ū A = ū16, ū B = ū4, ūC = ū9

4 usg > −1, ush > −1, usg + ush > −1 1 ū B = ū5, ūC = ū4, ūD = ū0

usg ≥ −1, ush ≥ −1, usg + ush ≤ −1 2 ū A = ū10, ū B = ū5, ūC = ū4

usg < −1, ush > −1 3 ū B = ū10, ūC = ū16, ūD = ū4

usg > −1, ush < −1 4 ū B = ū17, ūC = ū10, ūD = ū5

5 usg < 1, ush > −1 1 ū A = ū5, ū B = ū6, ūC = ū0

usg ≤ 1, ush ≤ −1, usg + ush ≥ −1 2 ū B = ū11, ūC = ū5, ūD = ū6

usg < 1, ush < −1, usg + ush < −1 3 ū A = ū17, ū B = ū11, ūC = ū5

usg > 1, ush < −1 4 ū A = ū11, ū B = ū18, ūC = ū6

6 usg < 1, ush > −1 1 ū B = ū6, ūC = ū0, ūD = ū1

usg ≥ 1, ush ≥ −1, usg + ush ≤ 1 2 ū A = ū6, ū B = ū12, ūC = ū1

usg > 1, ush < −1 3 ū B = ū18, ūC = ū6, ūD = ū12

usg > 1, ush > −1, usg + ush > 1 4 ū B = ū12, ūC = ū1, ūD = ū13

g

h

(usg,ush)

usg

ush

0,2

1,1

2,01,0

0,1

-2,0

0,-2

-2,2

2,-2

Fig. 5 g − h components of reference vector in different sectors

ū ATa + ū BTb + ūCTc = ūre f Tz

Ta + Tb + Tc = Tz
(11)

where Ta , Tb, and Tc are the dwell times for ū A, ū B , and ūC ,
respectively. Tz is the switching period. Splitting Eq. 11 into
the g and h parts, we have

uAgTa + uBgTb + uCgTc = usgTz

uAhTa + uBhTb + uChTc = ushTz
(12)

To solve these equations, uBg = uAg + 1, uCg = uAg and
uBh = uAh , uCh = uAh + 1 can be defined from Fig. 4 and
substituting into Eq. 12, then

Tb = (
usg − uAg

)
Tz

Tc = (ush − uAh) Tz

Ta = Tz − Tb − Tc

(13)

where uAg and uAh are the solution points for �ABC and
they are obtained from uAg = f loor

(
usg

)
and uAh =

f loor (ush). f loor rounds elements to the nearest integers
towards minus infinity. Second equation can be written for
�BCD as follows:

ū BTb + ūCTc + ūDTd = ūre f Tz

Tb + Tc + Td = Tz
(14)

where Td is the dwell times for ūD . If similar procedure
is repeated for �BCD equations, the dwell times can be
obtained as
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Fig. 6 Proposed speed-sensorless SVM-DTC drive with three-level NPC inverter

Tb = (uDh − ush) Tz

Tc = (
uDg − usg

)
Tz

Td = Tz − Tb − Tc

(15)

where uDg and uDh are the solution points for �BCD and
they are found from uDg = ceil

(
usg

)
and uDh = ceil (ush).

ceil rounds elements to the nearest integers towards plus
infinity. For instance, assuming thatusg = 0.9 andush = 0.8.
It is deduced fromTables 2 and3 that this reference vector lies
into region 2 of sector 1. Hence, the nearest three vectors ū1,
ū2, and ū7 are on the apexes of �BCD, as shown in Table 3,
and their corresponding dwell times are calculated by Eq. 15.
To evaluate Eq. 15, the solution points must be determined,
i.e., uDg = ceil (0.9) = 1 and uDh = ceil (0.8) = 1. Thus,
the dwell times are calculated as Tb = 0.2Tz , Tc = 0.1Tz ,
and Td = 0.7Tz .

4.4 Design of switching sequences

The last step is to design switching sequences considering the
aforementioned two requirements. The variation of neutral-
point voltage depends on the selected voltage vectors, i.e.,
small vectors have a vital influence on the neutral-point volt-
age and medium vectors also affect the voltage deviation, but
its direction is indefinable. Conversely, zero and large vectors
do not play any role in the voltage deviation.

The possible switching state of a small vector is two, that
is, p- and n-type redundant vectors. When the p-type small

vector contains only p and o switching states, the n-type
contains only n and o states, e.g., ū1p (poo) and ū1n (onn)

redundant vectors denote the p- and n-types of ū1, respec-
tively. The p-type small vector exhibits opposite effect on
the neutral-point potential with respect to the n-type, or vice
versa. Therefore, the balance of neutral-point voltage can
be accomplished by exploiting the opposite effect of redun-
dant vectors on the neutral-point voltage. To minimize the
neutral-point voltage deviation, the dwell time of a small
vector should be equally shared between the p- and n-type
switching states in each switching period.

The soft commutation is another essential issue to be con-
sidered when the switching states are aligned in a certain
order. It should be noted that the transition from p to n
switching states is not allowed due to some limitations of
NPC inverter. On the other hand, the transition from one
switching state to the next should involve only two switches
in the same inverter leg. If the switching states are aligned in
the directions of arrows shown in Fig. 4 and their dwell times
are distributed appropriately, the desired switching sequences
can be achieved to generate symmetrical PWM pulses. The
given arrow directions for sector 1 are identical to all odd
sectors. Similarly, the directions in sector 2 are valid for all
even sectors. Table 4 shows the summary of selected switch-
ing sequences with their corresponding dwell times for all
regions in sectors 1 and 2 over Tz/2. Note that each switch-
ing pattern during Tz/2 is repeated inversely in the next Tz/2
interval to generate symmetrical PWM waves.
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Table 4 Selected switching sequences and their dwell times for sectors 1 and 2

Region Sector 1 Sector 2

1 ū0 ū1n ū2n ū0 ū1p ū2p ū0 ū0 ū3n ū2n ū0 ū3p ū2p ū0

nnn onn oon ooo poo ppo ppp nnn non oon ooo opo ppo ppp
Ta
6

Tb
4

Tc
4

Ta
6

Tb
4

Tc
4

Ta
6

Tb
6

Tc
4

Td
4

Tb
6

Tc
4

Td
4

Tb
6

2 ū1n ū2n ū7 ū1p ū2p ū3n ū2n ū8 ū3p ū2p

onn oon pon poo ppo non oon opn opo ppo
Tb
4

Tc
4

Td
2

Tb
4

Tc
4

Ta
4

Tb
4

Tc
2

Ta
4

Tb
4

3 ū1n ū13 ū7 ū1p ū2n ū8 ū14 ū2p

onn pnn pon poo oon opn ppn ppo
Ta
4

Tb
2

Tc
2

Ta
4

Tb
4

Tc
2

Td
2

Tb
4

4 ū2n ū7 ū14 ū2p ū3n ū15 ū8 ū3p

oon pon ppn ppo non npn opn opo
Ta
4

Tb
2

Tc
2

Ta
4

Tb
4

Tc
2

Td
2

Tb
4

Briefly, determining the location of the reference vector
and calculating the dwell times for the nearest three vec-
tors in the proposed method are realized as in the following
steps:

Step 1: Obtain the references usα and usβ from the pro-
posed controller, as given in Fig. 6.

Step 2: Perform the transformation from the α −β to g−h
using Eq. 10 for usg and ush .

Step 3: Determine the location of the reference vector uti-
lizing Tables 2 and 3.

Step 4: Determine the nearest three vectors and save their
switching states from Table 3 and Fig. 2, respec-
tively.

Step 5: – If the nearest three vectors are on the apexes of
�ABC , calculate Ta , Tb, and Tc from Eq. 13.

– Or else, they are on the apexes of �BCD, then
calculate Tb, Tc, and Td from Eq. 15.

Step 6: Design the switching sequences considering the
neutral-point balance and the soft commutation, as
given in this section.

x(t) = [
isα(t) isβ(t) ψsα(t) ψsβ(t) ωm(t) tL(t) Rs(t)

]
, u(t) = [

isα(t) isβ(t)
]

A(x(t)) =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

−
(
Rs (t)
σ Ls

+ 1
στr

)
−Npωm(t) 1

σ Lsτr
Npωm(t) 1

σ Ls
0 0 0

Npωm(t) −
(
Rs (t)
σ Ls

+ 1
στr

)
−Npωm(t) 1

σ Ls

1
σ Lsτr

0 0 0

−Rs(t) 0 0 0 0 0 0
0 −Rs(t) 0 0 0 0 0

− 3
2
Np
JL

ψsβ(t) 3
2
Np
JL

ψsα(t) 0 0 0 − 1
JL

0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

B =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1
σ Ls

0
0 1

σ Ls

1 0
0 1
0 0
0 0
0 0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

H =
[
1 0 0 0 0 0 0
0 1 0 0 0 0 0

]
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5 Speed and stator resistance estimation

The EKF algorithm is employed in the estimation of rotor
speed and stator resistance to achieve the sensorless DTC
drive. The EKF is based on the nonlinear extended induction
motor model that includes the variables to be predicted as a
state or constant parameter.

In this EKF method, the rotor speed is estimated as a state
with the utilization of the equation of motion, as in [24]. This
schemealso involves the estimation of the load torque consid-
ered as a constant parameter. Accordingly, it will improve the
speed estimation at zero speed under no-load conditions and
the control structure will be insensitive against uncertainties
and nonlinearities associated with the mechanical frictions,
such as viscous friction, because of taking them into account
within the estimated load torque as in [24–26]. Moreover,
the identification of the stator resistance is carried out by
defining as a constant parameter in the extended model.

Ad(x(k)) =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1 −
(
Rs (k)
σ Ls

+ 1
στr

)
T −Npωm(k)T 1

σ Lsτr
T Npωm(k) 1

σ Ls
T 0 0 0

Npωm(k)T 1 −
(
Rs (k)
σ Ls

+ 1
στr

)
T −Npωm(k) 1

σ Ls
T 1

σ Lsτr
T 0 0 0

−Rs(k)T 0 1 0 0 0 0
0 −Rs(k)T 0 1 0 0 0

− 3
2
Np
JL

ψsβ(k)T 3
2
Np
JL

ψsα(k)T 0 0 1 − 1
JL
T 0

0 0 0 0 0 1 0
0 0 0 0 0 0 1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

Bd =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1
σ Ls

T 0
0 1

σ Ls
T

T 0
0 T
0 0
0 0
0 0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

, Hd =
[
1 0 0 0 0 0 0
0 1 0 0 0 0 0

]

5.1 Extended induction motor model

The proposed EKF algorithm uses the IM model based on
the stator flux, as given in [25]. The extended IM model is
given in the following general form:

ẋ(t) = f (x(t), u(t)) + w(t)

= A(x(t))x(t) + Bu(t) + w(t) (16)

z(t) = h(x(t)) + v(t) = Hx(t) + v(t) (17)

where f (.) represents the nonlinear function of the state
variables and inputs, x is the vector of the extended state
variables, A is the system matrix, u is the vector of the con-
trol input, B is the input matrix, h(.) denotes the function of
the outputs, H is the measurement matrix, and w and v are

the system and measurement noise, respectively. The system
and measurement noises are assumed to be zero-mean, white
Gaussian noise. The noise covariance matrices Q and R are
defined as

Q = cov(w) = E
{
wwT

}

R = cov(v) = E
{
vvT

} (18)

where E {.} denotes the expected value. The detail of two-
axis state-space representation of the extended IM model is
given at the bottom of previous page, where τr = Lr/Rr .

5.2 Development of the EKF algorithm

For the implementation of the EKF, the discretized machine
equations are required. These can be obtained from Eqs. 16
and 17 as follows:

x(k + 1) = f (x(k), u(k)) + w(k)

= Ad(x(k))x(k) + Bdu(k) + w(k)
(19)

z(k) = h(x(k)) + v(k) = Hdx(k) + v(k) (20)

where Ad , Bd , and Hd are the discretized system, input, and
measurement matrix, respectively, and are given at the center
of this page, where T is the sampling period. The EKF takes
into account of the modeling inaccuracies and the noises
in the measurements to achieve the optimal estimation. The
computations are realized by using recursive relations. The
EKF algorithm consists of basically two main stages: a pre-
dictive stage and a filtering stage.

In the prediction stage, the predicted value of the state vec-
tor for the (k+1)th instant x̂(k+1|k) is obtained. Besides, the
covariance matrix of state estimation error for the (k + 1)th
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Fig. 7 Reference values of the
rotor speed, the stator resistance,
and the applied load torque for
performance test −100
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instant P(k + 1|k) is also predicted before the new measure-
ments are made. The prediction of the state vector from the
control input vector u(k) and the current state vector x̂(k|k)
at the kth instant, using the discretized machine model, is
calculated as

x̂(k + 1|k) = Ad(x(k))x̂(k|k) + Bdu(k) (21)

and the covariance matrix of state estimation error is pre-
dicted as

P(k + 1|k) = F(k)P(k|k)FT (k) + Q (22)

where P(k|k) is the current error covariance matrix at the
kth instant. The EKF involves the linearized approximation
of the nonlinear machine model in the vicinity of the current
state vector. Thus, F(k) in Eq. 22 is the following gradient
matrix:

F(k) = ∂ f (x(k), u(k))

∂x(k)

∣
∣
∣
∣
x(k)=x̂(k|k)

(23)

In the second stage, which is the filtering stage, the current
estimated states for the (k + 1)th instant x̂(k + 1|k + 1) are
obtained from the predicted estimates x̂(k + 1|k) by adding
a correction term, which is the product of the Kalman gain
and the deviation of the estimatedmeasurement output vector
and the actual output vector, to the predicted value:

x̂(k+1|k+1) = x̂(k+1|k)+K (k+1)[z(k+1)− ẑ(k+1)]
(24)

where the estimated measurement output vector is

ẑ(k + 1) = Hd x̂(k + 1|k) (25)

and the Kalman filter gain is computed as

K (k + 1) = P(k + 1|k)HT (k + 1)[H(k + 1)

P(k + 1|k)HT (k + 1) + R]−1 (26)

where H(k + 1) is a gradient matrix and defined as

H(k + 1) = ∂h(x(k))

∂x(k)

∣
∣
∣
∣
x(k)=x̂(k+1|k)

(27)

The Kalman gain is chosen to minimize the estimation
error variances of the states to be estimated. Finally, the error
covariance matrix is updated in the filtering stage from

P(k + 1|k + 1) = P(k + 1|k)
−K (k + 1)H(k + 1)P(k + 1|k) (28)

The proposed EKF algorithm will give not only the rotor
speed, the stator resistance, and the load torque, but also the
stator flux components by only measuring the stator voltages
and currents; as a consequence, the developed torque will
also be known.

6 Simulation results and observations

The simulation setup for the performance tests is shown in
Fig. 6, and the reference variations of ωr

m , R
r
s and trL for

the proposed sensorless drive are given in Fig. 7. The valid-
ity of the proposed control system is examined under two
challenging conditions, which are the forward–reverse and
the low–zero speed operations. The sampling frequency is
40 µs, and the fourth-order Runge–Kutta method is used to
realize the simulation. The rated values and parameters of the
IM and other parameters used in the simulation are given in
Table 5. As shown in Fig. 6, two closed-loop proportional–
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Fig. 8 Simulation results for
three-level SVM-DTC drive
with the EKF-based estimator. a
Variations of the estimated error
ωm and the estimation error eω.
b Variations of the estimated
error Rs and the estimation error
eRs . c Variations of the
estimated error tL and the
estimation error etL . d
Developed electromagnetic
torque of the machine
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integral controllers are used to produce the components of
the reference voltage vector (in x − y coordinates fixed to
the stator flux vector) [28]. The reference vector in the x − y
reference frames is then transformed to the α − β reference
frames, thereby generating the voltage command for SVM
modulator.

A critical part of the EKF-based drive design is to select
correct initial values for the covariance matrices (P , Q, and
R). These can be determined by trial-and-error method to
accomplish the desired estimation performances in both tran-

sient and steady states. P , Q, and R are chosen in diagonal
form as follows:

P = diag {1 1 1 1 1 1 1}
Q = diag

{
10−8 10−8 10−8 10−8 10−3 10−3 10−3

}

R = diag
{
10−5 10−5.

}

The proposed IM drive is firstly tested for the forward–
reverse operation, between positive and negative base speeds
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Fig. 9 Trajectories of the stator
flux and voltage vectors. a
Locus of ψsα and ψsβ . b Locus
of usα and usβ
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Fig. 10 Deviations of the
neutral-point voltage in
three-level NPC inverter
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(±148.7 rad/s in this machine), in the time range of 0 ≤ t ≤
6s, as shown in Fig. 7. A step change of tL command is
applied at the beginning of the simulation from 0 to 10 Nm
and it is changed up to the rated value of the machine dur-
ing the simulation. Especially, tL is enforced for a ramp-like
variation from 15 to 0 Nm occurring in the time range of
6 ≤ t ≤ 7 s to evaluate the tracking performance of the pro-
posedmethod under this linear variation. Other variations for
tL are considered as step-like variations over all simulation
time. Rs is also varied as well as ωm and tL variations. It is
supposed that Rs is defined as the 0.75 times of its own rated
value before starting the simulation, and then, it is increased
linearly to the rated value in 2 ≤ t ≤ 4 s.

The IM is also run under the secondharsh condition,which
is the low–zero speed operations for the time range of 6 ≤
t ≤ 10 s, to reveal the robustness of the estimation algorithm
against the variations in tL and particularly Rs . During this
operation, it is also known earlier that the voltage drop across
Rs influences negatively the flux estimation. To emphasize
the need for the updating of the instant value for Rs , it is
increased until the 1.75 times of its own rated value linearly
in the time range of 6 ≤ t ≤ 9 s. At the same time, the

estimation performance is also analyzed under both load and
no-load conditions at the low–zero speeds.

The simulation results are presented in Fig. 8. As seen
from Fig. 8a, ωm is accurately estimated and well regulated
by the proposed sensorless drive under these challenging
variations. Especially, the estimation of ωm is still stable in
the low–zero speed operation even if the value of Rs exceeds
its own rated value. The linear variations inωm , Rs , and tL are
precisely detected with small estimation errors. On the other
hand, the estimated tL swiftly reaches to the actual values by
means of the proposed estimator whenever the step-like load
variations are applied to the machine. The obtained results
in Fig. 8c confirm that the viscous friction term fdωm is
identified together with the estimation of tL . Therefore, the
estimation errors of tL are different from zero throughout the
simulation time except the time range, whereωm is zero. This
is because, these errors correspond to the friction terms and
other mechanical uncertainties.

The reference value of the stator flux is assigned as 0.9Wb
in this simulation. As it can be seen from Fig. 9a, the stator
flux vector is controlled by rotating into the desired circular
locus. To check whether the allowable switching transitions
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Table 5 Rated values and
parameters of the IM and other
parameters used in the
simulation

Induction motor
Rated values Parameters

Rated power, Pn 3 kW Stator resistance, Rs 2.15 �

Rated speed, ωn 148.7 rad/s Rotor resistance, Rr 2.33 �

Rated voltage, Un 380/220 V Stator inductance, Ls 210 mH

Rated current, In 7.1 A Rotor inductance, Lr 210 mH

Rated torque, Mn 20 Nm Mutual inductance, Lm 202.5 mH

Operating frequency, fo 50 Hz Moment of inertia, JL 0.008 kgm2

Number of pole pairs, Np 2 Viscous friction, fd 0.001 Nms/rad

Three-level inverter

IGBT/Diode Clamping diode

Internal resistance, Ron 1e−3 � Internal resistance, Ron 0.001 �

Snubber resistance, Rsn 1e5 � Internal inductance, Lon 0 H

Snubber capacitance, Csn in f Forward voltage, V f 0.8 V

Snubber resistance, Rsn 500 �

Snubber capacitance, Csn 250e−9 F

Input Values

DC bus voltage, Udc 600 V

Line capacitors, Cd1 Cd2 1000e−6 F

Switching frequency, fz 2000 Hz

for NPC inverter are ensured, the inverter voltages applied to
the machine should be analyzed. The transitions between the
voltagevectors occurredover all simulation timeare shown in
Fig. 9b. It is shown here that the allowable vector transitions
are guaranteed with the proposed switching method. Other
feature of the proposed switching method is able to main-
tain the neutral-point voltage deviations at minimum level, as
given in Fig. 10. Finally, one-phase voltage and three-phase
currents of the machine are given in Fig. 11, respectively,
and in addition, they are zoomed for a certain time range,
2 ≤ t ≤ 2.1, next to the same graphs to see clearly.

7 Conclusions

In this paper, the sensorless DTC scheme with three-level
NPC inverter has been proposed for an IM drive. A new
switching method based on the simplified three-level SVM
has been developed to satisfy the demands of the soft commu-
tation and the neutral-point voltage balance. The EKF-based
observer has also been used for the simultaneous estimation
of the load torque as well as the rotor speed and the stator
resistance. The proposed control structure was tested under
challenging variations of the load torque, the rotor speed, and
the stator resistance. The obtained simulation results have
revealed that the stable operations for the IMwere ensured in
a wide speed range due to be realized accurate estimates, and
in addition, the neutral-point voltage deviations were kept

at minimal level, including very low speeds. Both transient
and steady-state performance of the drive system has also
enhanced to have the ability of high convergence rate of the
estimator. In addition, the torque and flux ripples have con-
siderably reduced with the utilization of three-level inverter
topology and constant switching frequency has obtained.
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