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Abstract In this paper, a new hybrid particle swarm opti-
mization (HPSO) based on particle swarm optimization
(PSO), evolutionary programming (EP), tabu search (TS),
and simulated annealing (SA) is proposed. The aim of merg-
ing is to determine the optimal allocation of multi-type
flexible AC transmission system (FACTS) controllers for
simultaneously maximizing the power transfer capability of
power transactions between generators and loads in power
systems without violating system constraints. The partic-
ular optimal allocation includes optimal types, locations,
and parameter settings. Four types of FACTS controllers
are included: thyristor-controlled series capacitor, thyristor-
controlled phase shifter, static var compensator, and unified
power flow controller. Power transfer capability determina-
tions are calculated based on optimal power flow (OPF) tech-
nique. Test results on IEEE 118-bus system and Thai Power
160-Bus system indicate that optimally placed OPF with
FACTS controllers by the HPSO could enhance the higher
power transfer capability more than those from EP, TS, and
hybrid TS/SA. Therefore, the installation of FACTS con-
trollers with optimal allocations is beneficial for the further
expansion plans.
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1 Introduction

Electricity consumption tends to increase every year, where
demands are driven in accordance with economic growth.
Construction of new power plants, electrical power transmis-
sion and distribution lines may help to respond these require-
ments. However, it may take several years from the initial
planning and designing throughout construction. Moreover,
the pollution control, high cost of installations and opera-
tions, and the land acquisitions may be the disadvantages of
these utilities. Therefore, to meet those increasing electricity
consumption and demand, improving of existing electricity
power generation system is much reasonably appropriated
and can be applicable for many parts of the world.

It has been reported that FlexibleACTransmissionSystem
(FACTS) controllers can improve the efficiency of power
transfer capability [1]. The advantages of FACTS controller
include less cost of installations and operations, operating
with none pollution, and providing flexible control of the
existing transmission system [2].

FACTS controllers are power electronics based system
and other static equipment that have the capability of con-
trolling various electrical parameters in transmission net-
works [3]. These parameters can be adjusted to provide
adaptability conditions of transmission network [4,5]. There
are many types of FACTS controllers such as thyristor-
controlled series capacitor (TCSC), static var compensator
(SVC), thyristor-controlled phase shifter (TCPS), and unified
power flow controller (UPFC) [6]. These FACTS controllers
have been proved to be used for enhancing system controlla-
bility resulted in total transfer capability (TTC) enhancement
andminimizing power losses in transmission networks [7,8].

Total transfer capability (TTC) is defined as an amount of
electric power that can be transferred over the interconnected
transmission network in a reliable manner while meeting all
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of a set of defined pre- and post-contingency system condi-
tions [9]. TTC can be calculated by several power flow solu-
tion methods such as (1) linear ATC (LATC) method [10],
(2) continuation power flow (CPF) method [11], (3) repeti-
tive power flow (RPF) method [12], and (4) optimal power
flow (OPF) based methods [13,14].

Themaximumperformance of usingFACTScontrollers to
increase TTC andminimize system losses should be obtained
by choosing the suitable types, locations, and parameter
settings [15–18]. The modern heuristics optimization tech-
niques such as genetic algorithm (GA) [19], evolutionary
programming (EP) [20,21], tabu search (TS) [22,23], simu-
lated annealing (SA) [24,25], and particle swarm optimiza-
tion (PSO) [26,27] are successfully implemented to solve
complex problems efficiently and effectively [28,29]. In [30],
OPF using GA is used to consider the optimal allocations of
SVC. Test results showed that the purposed method can min-
imize the overall cost function, including generation costs
of power plants and investment costs. In [31], EP is used to
determine the optimal allocation of four types of FACTS con-
trollers. Test results indicated that optimally placedOPFwith
FACTS controllers by EP can enhance the TTC more than
OPF without FACTS controllers. In [32] presents Dynamic
Economic Dispatch (DED) based on a SA technique for the
determination of the global or near global optimum dispatch
solution. Numerical results for a sample test system have
been presented to demonstrate the performance and applica-
bility of the proposed method. In [33], TS is used to tested
and examined with different objectives and different classes
of generator cost functions to demonstrate its effectiveness
and robustness. The results using the TS approach are com-
pared with evolutionary programming and non-linear pro-
gramming techniques. It is clear that the TS approach out-
performs the classical and evolutionary algorithms. In [34],
both GA and PSO are used to optimize the parameters of
TCSC. However, there are more advantageous performances
of the PSO than that of GA. PSO seems to arrive at its final
parameter values in fewer generations than GA. PSO gives a
better balancedmechanismandbetter adaptation to the global
and local exploration abilities [35]. Furthermore, it can be
applied to solve various optimization problems in electrical
power system such as power system stability enhancement
and capacitor placement problems [36–38].

On the other hand, these modern heuristic methods have
some limitations. First, most of their used control variables
give local answer values. Second, these methods use lots of
CPU times, in order to find the better answer from the base
case, without any additional stop criteria.

Therefore, in this study, the hybrid PSO (HPSO) is devel-
oped bymergingPSO,EP,TS, andSAand aims to solve those
limitations. In additional, multi sub-particle group technique
is used. The proposed HPSO is used to determine locations,
and parameter settings of four types of FACTS controller

which are TCSC, TCPS, SVC, and UPFC to conduct TTC
enhancement and minimize power losses are also investi-
gated. The IEEE 118-bus system and practical Thai 160-bus
system from Electricity Generating Authority of Thailand
(EGAT) are used as the test systems. Test results are com-
pared with those from EP, TS, and hybrid TS/SA [39].

2 Optimal power flow with FACTS controllers problem
formulation

To determine the optimal number and allocation of FACTS
controllers for TTC enhancement and power losses reduc-
tion, the objective function is formulated as maximization
of TTC and minimization of power losses represented by
Eq. (1). Power transfer capability is defined as TTC value:
the sum of real power loads in the load buses at the maximum
power transfer. TTC value can be transferred from genera-
tors in source buses to load buses in power systems subjected
to real and reactive power generations limits, voltage limits,
line flow limits, and FACTS controllers operating limits.

Four types of FACTS controllers include: thyristor-
controlled series capacitor (TCSC), thyristor-controlledphase
shifter (TCPS), static var compensator (SVC), and unified
power flow controller (UPFC). TCSC is modeled by the
adjustable series reactance. TCPS and UPFC are modeled
using the injected power model [40]. SVC is modeled as
shunt-connected static var generator or absorber.

Maximize F =
ND_SNK∑

i=1

PDi (1)

Subject to

PGi − PDi +
m(i)∑

k=1

PPi (αPk) +
n(i)∑

k=1

PUi (VUk, αUk)

−
N∑

j=1

ViVjYi j (XS) cos
(
θi j (XS) − δi + δ j

) = 0 (2)

QGi − QDi +
m(i)∑

k=1

QPi (αPk) +
n(i)∑

k=1

QUi (VUk, αUk)

+QVi +
N∑

j=1

ViVjYi j (XS) sin
(
θi j (XS) − δi + δ j

) = 0

(3)

Pmin
Gi ≤ PGi ≤ Pmax

Gi ∀i ∈ NG (4)

Qmin
Gi ≤ QGi ≤ Qmax

Gi ∀i ∈ NG (5)

Vmin
i ≤ Vi ≤ Vmax

i ∀i ∈ N (6)

|SLi | ≤ Smax
Li ∀i ∈ NL (7)

VCP Ii ≤ 1 ∀i ∈ N (8)
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∣∣δi j
∣∣ ≤ δcriti j ∀i ∈ NL (9)

Xmin
Si ≤ XSi ≤ Xmax

Si (10)

αmin
Pi ≤ αPi ≤ αmax

Pi (11)

Vmin
Ui ≤ VUi ≤ Vmax

Ui (12)

αmin
Ui ≤ αUi ≤ αmax

Ui (13)

Qmin
V i ≤ QVi ≤ Qmax

V i (14)

0 ≤ nCFk ≤ nmax
CFk (15)

0 < locationk ≤ N or NL (16)

where

F objective function,

Input variables

Pmin
Gi , Pmax

Gi lower and upper limits of real power gen-
eration at bus i ,

Qmin
Gi , Qmax

Gi lower and upper limits of reactive power
generation at bus i ,

Vmin
i , Vmax

i ,
Vmin
j , Vmax

j

lower and upper limits of voltage magni-
tude at bus i and bus j

Smax
Li ith line or transformer loading limit,

δcriti j critical angle difference between bus i and
j ,

Xmin
Si , Xmax

Si lower and upper limits of TCSC at line i ,
αmin
Pi , αmax

Pi lower and upper limits of TCPS at line i ,
Vmin
Ui , Vmax

Ui lower and upper voltage limits of UPFC
at line i ,

αmin
Ui , αmax

Ui lower and upper angle limits of UPFC at
line i ,

Qmin
V i , Qmax

V i lower and upper limits of SVC at bus i ,
N , NL number of buses and branches,
NG number of generator buses,
ND_SNK number of load buses in a sink area, and
nmax
CFk maximum allowable component

of FACTS controller type k,

State variables

Vi , Vj voltage magnitudes at bus i and j ,
δi , δ j voltage angles of bus i and j , and
PG1, QG1 real and reactive power generations

at slack bus,

Output variables

PGi , QGi real and reactive power generations
at bus i ,

PDi , QDi real and reactive loads
at bus i ,

PPi (αPk) injected real power of TCPS at bus i ,
QPi (αPk) injected reactive power of TCPS

at bus i ,

PUi (VUk,αUk) injected real power of UPFC at bus i ,
QUi (VUk, αUk) injected reactive power of UPFC at bus i ,
Yi j (XS), θi j (XS) magnitude and angle of the ijth element

in bus admittance matrix with TCSC
included,

m(i) number of injected power from TCPS at
bus i ,

n(i) number of injected power from UPFC at
bus i ,

|SLi | ith line or transformer loading,
VCP Ii voltage collapse proximity indicator at

bus i ,
|δi j | angle difference between bus i and j ,
XSi reactance of TCSC at line i ,
αPi phase shift angle of TCPS at line i ,
VUi , αUi voltage magnitude and angle of UPFC at

line i ,
QVi injected reactive power of SVC at bus i ,
nCFk integer value of number of FACTS com-

ponent type k, and
locationk integer value of line or bus location of

FACTS controller type k.

This paper considers voltage collapse proximity indicator
(VCPI), thermal line flow limit, and static angle stability con-
straint [41–43]. The limits are treated as OPF constraints in
Eqs. (7), (8), and (9), respectively. During the optimization,
inequality constraints are enforced using a penalty function
in Eqs. (17) and (18).

PF = kph(PG1) + kq

NG∑

i=1

h(QGi ) + kv

N∑

i=1

h(Vi )

+ ks

N L∑

i=1

h (|SLi |) + kd

NL∑

p=1

h
(∣∣δi j,p

∣∣)

+ kvi

N∑

i=1

h (VCP Ii ) (17)

h(x) =
⎧
⎨

⎩

(x − xmax)2 if x > xmax

(xmin − x)2 if x < xmin

0 if xmin ≤ x ≤ xmax
(18)

where

PF penalty function,
xmin, xmax lower and upper limits of variable x , and
kp, kq , kv penalty coefficients for real power genera-

tion at slack bus, reactive power generation
of all PVbuses and slack bus, and bus voltage
magnitude, respectively, and

ks, kd , kvi penalty coefficients for line loading, angle
difference, and voltage stability index,
respectively.
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By experiments, the penalty coefficients are set to 106 in all
terms since the lower coefficient values result in an oscillation
of HPSO solution. The suggested range of penalty coefficient
is 103 − 106 [44].

3 Hybrid particle swarm optimization (HPSO)

To improve the heuristics optimization techniques, a new
HPSO approach integrating PSO, EP, TS, and SA algorithms
is proposed. The flowchart of HPSO is shown as Fig. 1. Spe-
cial features andmerits of HPSO can be described as follows:

1. Multiple sub-particle group searches with various veloc-
ity calculating are designed to enhance search diver-
sity and improve particle update. These aims to provide
higher quality of solutions than those from single particle
group search.

2. Various initializations are used. The represent vector
solutions will have various and different initial values.

3. First and second sub-particle group for HPSO speed cal-
culations are the original weight and the temperature
value of SA, respectively.

4. Tournament strategy is used for competition between the
parent and offspring particle in each sub-particle group.

5. Selection with a probabilistic updating strategy, based
on TS and annealing schedule of SA, is applied to avoid
dependencyonfitness function and to avoidbeing trapped
in local optimal solutions.

6. Crossover strategy is carried out to fuse and exchange the
search information of all sub-particle groups. So that pre-
mature convergence caused by consistency of particles in
a single particle group will be alleviated.

7. In each of all sub-particle groups, the best gBest value
will be set as “gBest”, to make the various goal of each
particle.

The HPSO is used to simultaneously search for real power
generations in a source area. Slack bus, generation bus volt-
ages, real power loads in a sink area, and optimal placement
of multi-type FACTS controller for determining maximum
TTC value are excluded. HPSO approach can be shown as
Fig. 1, which can be explained as follows.

3.1 Representation of solution

Each particle consists of OPF control variables coded by real
number. The whole particle group P is divided into M sub-
particle groups according to the number of mutation opera-
tors used. The i th particle in a particle group is represented
by a trial vector in Eq. (19).

There are four types of FACTS controllers with maxi-
mum allowable. nCFk component for each type is assigned

as input data. The placement configuration is represented by
three parameters: nCFk , locationk , and parameterk given in
Eq. (20). For FACTS controller type, k ∈ {1, 2, 3, 4} rep-
resenting placement configuration of TCSC, TCPS, UPFC,
andSVC, respectivelywhile the number of FACTS controller
type k, nCFk = 1. Therefore, locations, and parameters of
each type of FACTS controllers are simultaneously searched
by the HPSO.

Sp = [PGi , VGi , PDj , Lock] (19)

Lock = [nCFk, locationk, parameterk] (20)

where

Sp trial solution vector of the pth particle,
VGi voltage magnitude of generator at bus i

including slack bus,
Lock allocation vector of FACTS controller type

k,
nCFk number of FACTS controller, nCFk = 1,
locationk line or bus location of FACTS controller type

k, and
parameterk parameter settings of FACTS controller type

k.

3.2 Initialization

Each element of the trial vector is initialized randomlywithin
its search space using uniform random number in Eqs. (21)
and (22), respectively.

x(i) = xmin + (xmax − xmin)

2
× xrandom (21)

x(i) = xmin + (xmax − xmin)

2
+ (xmax − xmin)

2
× xrandom

(22)

where

x(i) ith element of the particle in a particle group,
xmin lower limit of the i th element of the particle,
xmax upper limit of the i th element of the particle,

and
xrandom uniform random number in the interval [0,1].

3.3 Power flow solution

During iterations, a full AC Newton–Raphson (NR) power
flow analysis is used to check the feasibility of each particle
solution.

3.4 Fitness function

The extended objective function in Eq. (1) is taken as the
fitness function of the HPSO approach.
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Fig. 1 Flowchart of HPSO

3.5 Cooling schedule procedure

The initial temperature of each sub-particle group is deter-
mined inEq. (23). The temperature is cooleddownby the tem-

perature annealing function or cooling schedule in Eq. (24).

T0,m = −(Fmax
m − Fmin

m )/ln pr (23)

Tr,m = λ(r−1) · T0,m (24)
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where

T0,m initial temperature of the mth sub-particle
group,

Fmin
m , Fmax

m objective value of the worst and the best par-
ticles in the mth sub-particle group,

Pr probability of accepting the worst particle
with respect to the best particle,

Tr,m annealing temperature of themth sub-particle
group after the r th reassignment,

λr rate of cooling, and iteration counter of reas-
signment strategy.

3.6 Performing PSO

Different PSO weights are used to create new particles of
different sub-particle group, so, many hybrid operators are
applied to enhance the search diversity. Two PSO weights
including original weight and temperature value of SA are
applied. Velocity of each particle can bemodified by Eq. (25)
[45,46].

vk+1
i = w × vki + c1 × rand1 × (pbesti − ski ) + c2

×rand2 × (gbest − ski ) (25)

where

vki velocity of particle i th at iterations k,
w weight function,
c1 and c2 weighting coefficients both equal to 2,
rand1 and rand2 random number between 0 and 1,
ski current positions of particle i th at itera-

tion k,
pbesti best position of particle i th up to the

current iteration, and
gbest best overall position found by the parti-

cles up to the current iteration.

Weight function of first sub-particle group is given by
Eq. (26)

w = wmax − wmax − wmin

itermax
× i ter (26)

where

wmax max initial weight equal to 0.9,
wmin min weight equal to 0.4,
itermax maximum iteration number, and
i ter current iteration number.

Weight function of second sub-particle group is given by
Eq. (27).

w = wmin + (wmax + wmin) × Tr,m (27)

Each element of the new particle of first and second sub-
particle group is calculated in Eq. (28).

sk+1
i = ski + vk+1

i (28)

where

vk+1
i new velocity of particle i th at iterations, and
sk+1
i new positions of particle i th at iteration k

3.7 Selection strategy

The selection technique utilized is a tournament scheme,
which can be computed from Eqs. (29) and (30).

wt =
{
1 i f fk > fr
0 otherwise

(29)

sk =
Nt∑

t=1

wt (30)

where

wt weight value of each opponent,
fk fitness value of the kth particle,
fr fitness of the r th opponent randomly selected

from the combined -particle group based on r =
�2 ∗ P ∗ u + 1�,

�x� the greatest integer less than or equal x,
u uniform random in the interval [0,1],
P particle group size,
sk total score of each kth particle, and
Nt number of the opponents.

3.8 Tabu list

Tabu list may be viewed as a “meta-heuristic” superimposed
on another heuristic method. It is designed to jump over from
local optimal and prevent the cycling movement. It stores
movement of solution and forbids backtracking to previous
movement [47,48].

3.9 Aspiration criterion

The aspiration criterion in Eq. (31) adopts a probabilistic
acceptance criterion of SA. When the probabilistic accep-
tance criterion is higher than a uniform randomly generated
variable in the interval [0,1], the tabu restriction is overruled.

pk,m = 1/(1 + exp(−�/Tr,m)) (31)

where

pk,m probabilistic acceptance criterion of the kth off-
spring particle within the mth sub-particle group,
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� difference of objective values between the kth off-
spring particle and its corresponding parent particle,
i.e. the kth parent particle.

3.10 Termination criteria

There are two termination criteria used in the proposedHPSO
approach. It will stop whenever any one of two criteria is
met. The first termination criterion is set as the maximum
number of iteration. The second termination criterion is no
improvement of the best fitness within 20 iterations. In addi-
tion, these criteria are applied to all the methods for a fair
comparison.

4 Case study and experimental result

The IEEE 118-bus and Thai Power 160-bus systems were
used to demonstrate the optimal placement of multi-type
FACTS controllers using the HPSO approach. Test results
fromHPSOwere compared to those from EP, TS, and hybrid
TS/SA methods.

The reactance limit of TCSC in p.u. was 0 ≤ Xsi ≤ 60%
of line reactance, phase shifting angle limit of TCPS was
−π

4 ≤ Xsi ≤ π
4 radian, voltage limit of UPFC was 0 ≤

VUi ≤ 0.1p.u., angle limit of UPFC was −π ≤ αUi ≤
π radian, and reactive power injection limit of SVC was
0 ≤ QVi ≤ 10MVAR. Loads were modeled as constant
power factor loads. The population sizes of EP, TS and hybrid
TS/SA were set to 30. The particle group sizes of each sub-
particle group of HPSO were set to 30. The maximum itera-
tion numbers of EP, TS, and hybrid TS/SA were set to 400.
The Genmax and Lmaxof HPO were set to 20.

Table 1 TTC values on the IEEE 118-bus system

TTC (MW)\method EP TS Hybrid
TS/SA

HPSO

Best 2,767.60 2,643.58 2,859.46 3,655.15

Average 2,529.94 1,493.53 2,647.17 3,271.37

Worst 2,373.30 1,433.00 1,433.00 3,060.74

Standard deviation 126.86 270.69 298.44 167.66

CPU time (min) 40.29 25.04 30.12 70.57

4.1 The IEEE 118-bus system

The first test system was the IEEE 118-bus system which
consisted of 54 generating plants, 64 load buses, and 186
lines. The system data could be found in [49]. Base case TTC
of IEEE118-bus systemequaled 1,433.00MW.Comparisons
of TTC results and average CPU times from 20 runs showed
in Table 1. The reported CPU time was the total computation
time of HPSO algorithm from starting to ending, including
the NR power flow of all particles.

Better results on the best, average, and the worst TTC
values could be obtained by HPSO than those from the other
methods. These effective results byHPSOmight be due to the
uses of various weight values for each sub-particle group. In
addition, the selectionmechanismwith a probabilistic updat-
ing strategy based on TS which aimed to avoid dependency
on fitness function, could step over from the local optimal
solutions. The allocation of all FACTS controllers were rep-
resented in Table 2.

4.2 The Thai power 160-bus system

A practical single line diagram of Thai 230 and 500kV net-
work consisted of 42 generating plants, 82 load buses, and
185 lines. Base case TTC of Thai Power 160-bus system
equaled 11,756.01MW. The HPSO approach had optimally
placed multi-type FACTS controllers (Table 3).

Using HPSO, the best TTC value was 13,530.08MW,
which was 13.11% increased comparing to the base case
without FACTS controllers. In addition, the TTC values were
higher than those from EP, TS, and hybrid TS/SA methods.
The optimal placements of FACTS controllers showed in
Table 4. Test results indicated that TS and hybrid TS/SA can-
not evaluate better TTC from the base case value in the large
and complex system like this practical test system. Besides,
single-population search of EP, TS, and hybrid TS/SA was
less effective than multi sub-particle group search of HPSO
methods in determining the best, the average and the worst
TTC, respectively. Moreover, HPSO had various gBest and
various weight values for each sub-particle group which
were powerful to step over from local optimal solutions
and provided better TTC. In additional, the HPSO required
slightly higher computing time for convergence to global
optimal.

Table 2 Optimal placement of FACTS controllers on the IEEE 118-bus system by using HPSO

TCSC TCPS SVC UPFC

location1 XS (p.u.) location2 αP (rad) location3 Qv (MVAR) location4 αU (rad), VU (p.u.)

Bus 8–9 0.0003 Bus 89–92 0.0093 Bus 88 0.0539 Bus 3–43 −2.3200, 0.0619
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Table 3 TTC values on the
Thai power 160-bus system TTC (MW)\method EP TS Hybrid TS/SA HPSO

Best 12,149.46 11,756.01 11,756.01 13,530.08

Average 12,099.90 11,756.01 11,756.01 13,359.77

Worst 12,067.00 11,756.01 11,756.01 13,149.91

Standard deviation 22.10 0 0 119.96

CPU time (min) 136.01 27.14 35.55 181.55

Table 4 Optimal placement of FACTS controllers on the Thai power 160-bus system by using HPSO

TCSC TCPS SVC UPFC

location1 XS (p.u.) location2 αP (rad) location3 Qv (MVAR) location4 αU (rad), VU (p.u.)

Bus 62–68 0.0001 Bus 55–68 0.0113 Bus 49 0.0389 Bus 3–43 0.0000, 0.0064

5 Conclusion

In this paper, new-developed-HPSO with sub-particle group
was proposed to determine the optimal allocations of multi-
type FACTS controllers. The overall results from both sys-
tems indicated that optimally placing OPF with FACTS con-
trollers by HPSO could effectively and successfully enhance
the power transfer capability from base case and gave higher
TTC than those from EP, TS, and hybrid TS/SA, under
normal and contingency conditions. Therefore, the instal-
lation of multi-type FACTS controllers with optimal allo-
cation using HPSO are worthwhile and beneficial for the
decision making of investment costs and further expansion
plans.
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