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Abstract
Let p be an odd prime and m and s positive integers, with m even. Let further �pm be 
the finite field of pm elements and R = �pm + u�pm ( u2 = 0 ). Then R is a finite chain 
ring of p2m elements, and there is a Gray map from RN onto � 2N

pm
 which preserves 

distance and orthogonality, for any positive integer N. It is an interesting approach 
to obtain self-dual codes of length 2N over �pm by constructing self-dual codes of 
length N over R. In particular, it has been shown that one of the key problems in 
constructing self-dual repeated-root cyclic codes over R is to find an effective way 
to present precisely Hermitian self-dual cyclic codes of length ps over R. But so far, 
only the number of these codes has been determined in literature. In this paper, we 
give an efficient way of constructing all distinct Hermitian self-dual cyclic codes of 
length ps over R by using column vectors of Kronecker products of matrices with 
specific types. Furthermore, we provide an explicit expression to present precisely 
all these Hermitian self-dual cyclic codes, using binomial coefficients.
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1  Introduction

The class of self-dual codes is an interesting topic in coding theory due to their con-
nections to other fields of mathematics such as lattices, cryptography, invariant theory, 
block designs, etc. In many instances, self-dual codes have been found by the following 
steps: 

1.	 Find a self-dual code over a ring, say C;
2.	 Map the code C onto a code over a subring (subfield, etc.) through a map that 

preserves duality.

In this research direction, many results have been presented in the literature (see [4, 5, 
23–27, 30–32, 34], for examples).

We first review some necessary concepts and notations. Let �  be a commutative 
finite ring with identity 1 ≠ 0 , and � × be the multiplicative group of invertible elements 
of �  . Let N be a positive integer and set

Then � N is a free � -module of rank N with componentwise addition and scalar mul-
tiplication by the elements of �  . A code of length N over �  is a nonempty subset C 
of � N . A code C is said to be linear if C is an � -submodule of � N , i.e., � + �, c� ∈ C 
for all �, � ∈ C and c ∈ �  . All codes in this paper are assumed to be linear.

Let � be a ring automorphism on �  of multiplicative order 2. Let 
� = (a0, a1,… , aN−1), � = (b0, b1,… , bN−1) ∈ � N . Then the Euclidean inner product 
and the Hermitian inner product of � and � is defined by

and

respectively.
Let C be a linear code of length N over �  . The Euclidean dual code (resp. Hermitian 

dual code) is defined by

� N = {(a0, a1,… , aN−1) ∣ aj ∈ � , j = 0, 1,… ,N − 1}.

[�, �]E =

N−1∑
j=0

ajbj

[�, �]H =

N−1∑
j=0

aj ⋅ �(bj),

C
⊥E = {𝜉 ∈ 𝛤 N ∣ [𝜉, 𝜂]E = 0, ∀𝜂 ∈ C}
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If C⊥E = C (resp. C⊥H = C ), C is called an Euclidean self-dual code (resp. Hermitian 
self-dual code) over �  . In general, it is difficult to construct all Euclidean (Hermi-
tian) self-dual codes of arbitrary length over �  . To make such construction feasible, 
an effective way of constructing self-dual codes is the use of linear codes with some 
specific algebraic structures.

Let � ∈ � × . The linear code C is said to be �-constacyclic if

In particular, C is called a cyclic code (resp. negacyclic code) if � = 1 (resp. � = −1).
Let � [x]

⟨xN−�⟩ = {
∑N−1

j=0
ajx

j ∣ aj ∈ � , j = 0, 1,… ,N − 1} in which the arithmetic is 
done modulo xN − � . As usual, we can regard �-constacyclic codes of length N 
over �  with ideals of the ring � [x]

⟨xN−�⟩ under the � -linear isomorphism from � N onto 
� [x]

⟨xN−�⟩ defined by:

for all aj ∈ �  and j = 0, 1,… ,N − 1 . Moreover, let char(� ) be the characteristic of 
�  . Then ideals of � [x]

⟨xN−�⟩ are called simple-root �-constacyclic codes when 
gcd(char(� ),N) = 1 , and repeated-root �-constacyclic codes otherwise.

In this paper, let �pm be the finite field of pm elements, where p is a prime num-
ber, and set

Then R is a finite chain ring and every invertible element in R is of the form: a + bu , 
where a, b ∈ �pm and a ≠ 0 . Now, we illustrate how to obtain self-dual codes over �pm 
from self-dual codes over R:

Assume that p is odd. Then pm ≡ 1 (mod 4) for any positive integer m when p ≡ 1 
(mod 4); and pm ≡ 1 (mod 4) for any even positive integer m when p ≡ 3 (mod 4). 
Now, we let �pm be the finite field satisfying pm ≡ 1 (mod 4), let � be a primitive ele-
ment of �pm and set 

√
−1 = �

pm−1

4 ∈ �pm . We define a map � ∶ R ↦ �
2
pm

 by

and extend this map to a Gray map from RN onto � 2N
pm

 by:

Then we know the following conclusions (cf. [11]): 

1.	 If C is an Euclidean self-dual code of length N over R, �(C) is an Euclidean 
self-dual code of length 2N over �pm . Moreover, the Hamming weight (distance) 
distribution of �(C) is the same as the Lee weight (distance) distribution of C.

(resp. C⊥H = {𝜉 ∈ 𝛤 N ∣ [𝜉, 𝜂]H = 0, ∀𝜂 ∈ C}).

(�cN−1, c0, c1,… , cN2
) ∈ C, ∀(c0, c1,… , cN−1) ∈ C.

(a0, a1,… , aN−1) ↦ a0 + a1x +…+ aN−1x
N−1

R = �pm[u]∕⟨u2⟩ = �pm + u�pm = {a + bu ∣ a, b ∈ �pm} (u
2 = 0).

�(�) = (b,
√
−1(a + b)), ∀� = a + bu ∈ R where a, b ∈ �pm ,

�(�0, �1,… , �N−1) = (�(�0),�(�1),… ,�(�N−1)), ∀�i ∈ R.
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2.	 If C is a cyclic code of length N over R, �(C) is a 2-quasi-cyclic code of length 2N 
over �pm.

Hence it is feasible to construct self-dual codes from constacyclic codes over R. 
There are many studies on constacyclic codes of length N over rings �pm + u�pm , 
for various prime p, positive integer m and some positive integer N. See [1, 3, 
5–8, 12–22, 36], for example.

Kim and Lee [33] found all the dual codes of cyclic codes over the ring 
ℤp[u]∕⟨u3⟩ of length pk for every prime p, completely determined the generators 
of all the cyclic self-dual codes over the ring ℤ2[u]∕⟨u3⟩ of length 2k and obtained 
a mass formula for counting these self-dual cyclic self-dual codes.

In particular, the following results about self-dual and repeated-root cyclic 
(negacyclic) codes over R = �pm + u�pm have been obtained:

–	 The formulas to count the number of Euclidean self-dual cyclic codes and 
Hermitian self-dual cyclic codes with length ps  over R, respectively, were 
given by Choosuwan et al. [13].

–	 Dinh et  al. determined the number of Euclidean self-dual cyclic codes of 
length ps  over R by [21, Corollary 4.17].

–	 A clear discriminant condition for the Euclidean self-duality of any cyclic 
code and negacyclic code of length psn  over R was provided ( [7, Theo-
rem 5.3]), for any positive integer n satisfying gcd(p, n) = 1.

–	 Let p = 2 and R = �2m + u�2m . An efficient method for the construction of all 
distinct Euclidean self-dual cyclic codes with length 2s  over R and a calcula-
tion method to obtain all distinct Euclidean self-dual cyclic codes of length 
2sn  over R was given in [9] and [10], respectively.

However, the methods used in [9] and [10] require that the characteristic of the 
finite field �2m is 2 and can not be applied when the characteristic is odd. The 
paper [10] gives a constructive algorithm to get all distinct Euclidean self-dual 
cyclic codes of arbitrary even length over �2m + u�2m but not an explicit expression 
to present all these self-dual cyclic codes.

From now on, let p be an odd prime and let n > 1 be an integer satisfying 
gcd(p, n) = 1 . Using the discrete Fourier Transform and an argument paralleling 
to the one used in [28, Proposition 4.5], we see that all Euclidean self-dual cyclic 
codes of length psn over R can be determined by the following three classes of 
codes: 

1.	 Euclidean self-dual cyclic codes (and negacyclic codes) of length ps over R. This 
class of codes has been completely determined in [11].

2.	 Hermitian self-dual cyclic codes of length ps over Galois extension rings of R 
with even degrees.

3.	 Cyclic codes of length ps over Galois extension rings of R and their Euclidean 
dual codes. This work has been done, see Lemma 2 of this paper or [7, Corollary 
7.1].
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In order to give an explicit expression for all Euclidean self-dual cyclic codes of 
length psn over �pm + u�pm , we need to determine the codes of Class 2.

–	 In [11], for any integer m ≥ 1 , the key idea is to present all distinct Euclidean self-
dual cyclic codes of length ps over �pm + u�pm by solving one class of homogeneous 
system of linear equations over the finite field �pm.

–	 Here, for any even integer m ≥ 2, in order to express explicitly all Hermitian 
self-dual cyclic codes of length ps  over �pm + u�pm, we need to solve two 
classes of homogeneous system of linear equations over the subfield �

p
m
2
  of 

�pm  and represent precisely their solutions by use of binomial coefficients.

The present paper is organized as follows. In Sect. 2, we review some known results for 
cyclic codes and their Euclidean dual codes of length ps over the ring R = �pm + u�pm 
and give an explicit description for Hermitian self-dual cyclic codes of length ps over 
R, where m is even. In Sect. 3, we represent all distinct Hermitian self-dual cyclic codes 
of length ps over R, using column vectors of Kronecker products of matrices with spe-
cific types. On this basis, we provide an explicit expression to present precisely all 
these Hermitian self-dual cyclic codes, using binomial coefficients. In Sect. 4, we list 
all distinct Hermitian self-dual cyclic codes of length 3s over �3m + u�3m for s = 1, 2, 3 
and all distinct Hermitian self-dual cyclic codes of length 52 over �5m + u�5m . Section 5 
concludes the paper.

2 � Preliminaries

This section begins with necessary notations and conclusions for the finite field �pm and 
the ring R = �pm + u�pm ( u2 = 0 ). Then we do the following: 

1.	 Give a necessary and sufficient condition for a code over R to be Hermitian self-
dual (Lemma 1).

2.	 Review some known results for the representation of cyclic codes and their 
Euclidean dual codes of length ps over R (Lemma 2).

3.	 Give an explicit description for all Hermitian self-dual cyclic codes of length ps 
over R (Theorem 1).

Let p be an odd prime number, m and s be positive integers with 2|m. We let � be a 

primitive element of �pm . Then � ∈ �pm and ord(�) = pm − 1 = (p
m

2 )2 − 1 . This implies 

ord(�p
m
2 −1) = p

m

2 + 1 and ord(�p
m
2 +1) = p

m

2 − 1.
By [29, Corollary 2.1] or [2], every automorphism of the finite chain ring 

R = �pm + u�pm is given by:

�i,� ∶ a + bu ↦ ap
i

+ �bp
i

u (∀a, b ∈ �pm),
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where 0 ≤ i ≤ m − 1 and � ∈ �
×
pm

 . Obviously, the automorphism �i,� has multiplica-
tive order 2 if and only if: i ≠ 0 and for any a, b ∈ �pm,

These conditions are equivalent to �pi+1 = 1 and ap2i = a . Therefore, the number of 
ring automorphisms on R with multiplicative order 2 is p

m

2 + 1 and all these ring 
automorphisms are given by: �

m

2
,� j(p

m
2 −1)

 , where 0 ≤ j ≤ p
m

2.

In this paper, we adopt the following notation:

•	 Assume 2|m and set q = p
m

2 . Then 

•	 Let �q be the subfield of �q2 with q elements. Then 

•	 Set � = � m

2
,1 . Then �(a + bu) = aq + bqu, ∀a, b ∈ �q2 .

•	 For any vector � = (a0, a1,… , aN−1) , where ai ∈ R for all integers 
i = 0, 1,… ,N − 1 , we let �(x) =

∑N−1

i=0
aix

i ∈ R[x] and define 

•	 Let the Hermitian inner product [−,−]H , Hermitian dual codes and Hermitian 
self-dual codes be defined the same as in Sect. 1 by setting � = � m

2
,1.

First, we give a preliminarily criterion for Hermitian self-dual codes of length N 
over R:

Lemma 1  Let C be a linear code of length N over R. Then C is Hermitian self-dual if 
and only if C⊥E = 𝜎(C) = {𝜎(𝛼) ∣ 𝛼 ∈ C}.

Proof  Let � = (a0, a1,… , aN−1), � = (b0, b1,… , bN−1) ∈ RN . As 
�(�) = (�(b0), �(b1),… , �(bN−1)) , by the definitions of [−,−]E and [−,−]H , we have

This implies that [�, �(�)]E = 0 if and only if [�, �]H = 0.
Now, let C⊥E and C⊥H be the Euclidean dual code and Hermitian dual code of C , 

respectively. Then we have

ap
2i

+ � ⋅ �p
i

bp
2i

u = (ap
i

)p
i

+ �(�bp
i

)p
i

u = �2

i,�
(a + bu) = a + bu.

�pm = �q2 = {0} ∪ {� i ∣ 0 ≤ i ≤ q2 − 2} and R = �q2 + u�q2 .

�q = {a ∈ �q2 ∣ a
q = a} = {0} ∪ {(�q+1)j ∣ j = 0, 1,… , q − 2}.

�(�) = (�(a0), �(a1),… , �(aN−1)), �(�(x)) =

N−1∑
i=0

�(ai)x
i.

[�, �(�)]E =

N−1∑
i=0

ai ⋅ �(bi) = [�, �]H .

[C, C⊥E ]E ∶= {[𝛼, 𝛽]E ∣ 𝛼 ∈ C, 𝛽 ∈ C
⊥E} = {0}
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and |C||C⊥E | = |R|N . Set 𝜎(C⊥E ) = {𝜎(𝛽) ∣ 𝛽 ∈ C
⊥E} ⊆ RN . Since � is a ring automor-

phism on R of order 2, we have that |𝜎(C⊥E )| = |C⊥E | and

As R is a finite chain ring, we conclude that C⊥H = 𝜎
(
C
⊥E
)
. From this, we deduce 

that C is Hermitian self-dual if and only if 𝜎
(
C
⊥E
)
= C

⊥H = C . Then by �−1 = � , the 
latter condition is equivalent to C⊥E = 𝜎(𝜎

(
C
⊥E
)
) = 𝜎(C) . 	�  ◻

In order to determine all Hermitian self-dual cyclic codes of length ps over R, by 
Lemma 1, we need to determine every cyclic code C and its Euclidean dual code C⊥E 
over R first. Let the ring

in which the arithmetic is done modulo xps − 1 . As noted in Sect. 1, we regard cyclic 
codes of length ps over R as ideals of the ring R.

For any f (x), g(x) ∈ R , let

be the ideal of R generated by f(x) and g(x). The following conclusion follows 
directly from [7, Corollary 7.1].

Lemma 2  For any positive integers m and l: 1 ≤ l ≤ ps − 1 , let x−1 = xp
s−1 (mod 

(x − 1)l ). Then every cyclic code C over R = �pm + u�pm of length ps and its Euclid-
ean dual code C⊥E are given by the following five cases: 

	 I.	(pm)p
s−⌈ ps

2
⌉ = p

ps−1

2
m codes: 

 where b(x) ∈ (x − 1)
ps−1

2 ⋅
�pm [x]

⟨(x−1)ps−1⟩.

	 II.	
∑ps−1

k=1
p
(ps−k−⌈ 1

2
(ps−k)⌉)m codes: 

 where b(x) ∈ (x − 1)⌈
ps−k

2
⌉−1

⋅
�pm [x]

⟨(x−1)ps−k−1⟩ and 1 ≤ k ≤ ps − 1.

[C, 𝜎(C⊥E )]H = [C, 𝜎(𝜎(C⊥E ))]E = [C, C⊥E ]E = {0}.

R =
R[x]

⟨xps − 1⟩ =

�
ps−1�
j=0

bjx
j ∣ bj ∈ R, 0 ≤ j ≤ ps − 1

�

⟨f (x), g(x)⟩ = {a(x)f (x) + b(x)g(x) ∣ a(x), b(x) ∈ R}

C = ⟨(x − 1)b(x) + u⟩ with �C� = pp
sm; C

⊥E = ⟨(x − 1) ⋅ x−1b(x−1) + u⟩,

C = ⟨(x − 1)k+1b(x) + u(x − 1)k⟩with �C� = p(p
s−k)m;

C
⊥E = ⟨(x − 1) ⋅ x−1b(x−1) + u, (x − 1)p

s−k⟩,
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	 III.	 ps + 1 codes: 

 where 0 ≤ k ≤ ps.
	 IV.	

∑ps−1

t=1
p
(t−⌈ t

2
⌉)m codes: 

 where b(x) ∈ (x − 1)⌈
t

2
⌉−1

⋅
�pm [x]

⟨(x−1)t−1⟩ and 1 ≤ t ≤ ps − 1.

	 V.	
∑ps−2

k=1

∑ps−k−1

t=1
p
(t−⌈ t

2
⌉)m codes: 

 where b(x) ∈ (x − 1)⌈
t

2
⌉−1

⋅
�pm [x]

⟨(x−1)t−1⟩ , 1 ≤ t ≤ ps − k − 1 and 1 ≤ k ≤ ps − 2.

Using Lemma 1, we can give an explicit description for the Hermitian self-dual 
codes which are cyclic codes listed by Lemma 2.

First, as � R[x]

⟨xps−1⟩ � = �Rps � = �R�ps = (pp
sm)2 = q4p

s , every Hermitian self-dual 
cyclic code C of length ps over R must contain |C| = q2p

s codewords. From this, we 
deduce that there is no Hermitian self-dual codes in Cases II, III and IV of Lemma 
2. Hence we only need to consider the following two cases:

(† ) Let C = ⟨(x − 1)b(x) + u⟩ be a code in Case I, where 

b(x) ∈ (x − 1)
ps−1

2 ⋅
�
q2
[x]

⟨(x−1)ps−1⟩ . Then by �(c) = cq = c for all c ∈ �q , we have

From this, by Lemma 1 and C⊥E = ⟨(x − 1) ⋅ x−1b(x−1) + u⟩, we deduce that the code 
C is a Hermitian self-dual code if and only if �(b(x)) = x−1b(x−1) in the ring 

�
q2
[x]

⟨(x−1)ps−1⟩ , i.e., �(b(x)) − x−1b(x−1) ≡ 0 (mod (x − 1)p
s−1).

(‡ ) Let C = ⟨(x − 1)k+1b(x) + u(x − 1)k, (x − 1)k+t⟩ be a code in Case V, where 
b(x) ∈ (x − 1)⌈

t

2
⌉−1

⋅
�
q2
[x]

⟨(x−1)t−1⟩ , 1 ≤ t ≤ ps − k − 1 and 1 ≤ k ≤ ps − 2 . Then 
�(C) =

⟨
(x − 1)k+1 ⋅ �(b(x)) + u(x − 1)k, (x − 1)k+t

⟩
. From this, by Lemma 1, 

|C| = q2(2⋅p
s−2k−t) and

we deduce that C⊥H = C if and only if: 2 ⋅ ps − 2k − t = ps and b(x) satisfies 
�(b(x)) = x−1b(x−1) in the ring 

�
q2
[x]

⟨(x−1)t−1⟩ . The latter is equivalent to

The former is equivalent to that t = ps − 2k , 
⌈

t

2

⌉
=

ps−2k

2
=

ps−1

2
− k + 1 and 

1 ≤ k ≤
ps−1

2
.

C = ⟨(x − 1)k⟩ with �C� = p2(p
s−k)m; C

⊥E = ⟨(x − 1)p
s−k⟩,

C = ⟨(x − 1)b(x) + u, (x − 1)t⟩ with �C� = p(2⋅p
s−t)m;

C
⊥E = ⟨(x − 1)p

s−t+1 ⋅ x−1b(x−1) + u(x − 1)p
s−t⟩,

C = ⟨(x − 1)k+1b(x) + u(x − 1)k, (x − 1)k+t⟩ with �C� = p(2⋅p
s−2k−t)m;

C
⊥E = ⟨(x − 1)p

s−k−t+1 ⋅ x−1b(x−1) + u(x − 1)p
s−k−t, (x − 1)p

s−k⟩,

�(C) = ⟨�((x − 1)b(x) + u)⟩ = ⟨(x − 1) ⋅ �(b(x)) + u⟩.

C
⊥E = ⟨(x − 1)p

s−k−t+1 ⋅ x−1b(x−1) + u(x − 1)2
s−k−t, (x − 1)2

s−k⟩,

�(b(x)) − x−1b(x−1) ≡ 0 (mod (x − 1)t−1).
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Summing up the above discussion, we obtain an explicit description for all Her-
mitian self-dual cyclic codes of length ps over R:

Theorem  1  All distinct Hermitian self-dual cyclic codes of length ps over 
R = �q2 + u�q2 are given by:

where 0 ≤ k ≤
ps−1

2
 , and b(x) =

∑ps−2k−2

i=
ps−1

2
−k

bi(x − 1)i with bi ∈ �q2 , for all 
ps−1

2
− k ≤ i ≤ ps − 2k − 2 , satisfying the following condition:

Proof  By (x − 1)p
s

= xp
s

− 1 = 0 in R =
R[x]

⟨xps−1⟩ , the two cases ( † ) and ( ‡ ) can be 
combined into one case below:

where t = ps − 2k , 0 ≤ k ≤
ps−1

2
 and b(x) ∈ (x − 1)⌈

t

2
⌉−1

⋅
�
q2
[x]

⟨(x−1)t−1⟩ satisfying Equa-

tion (1). As 
⌈

t

2

⌉
− 1 =

⌈
ps−2k

2

⌉
− 1 =

ps+1

2
− k − 1 =

ps−1

2
− k, we get

Hence there is a unique vector (b ps−1

2
−k
, b ps−1

2
−k+1

,… , bps−2k−2) ∈ �

ps−1

2
−k

q2
 such that 

b(x) =
∑ps−2k−2

i=
ps−1

2
−k

bi(x − 1)i and b(x) satisfies Equation (1). □ 	�  ◻

Using Theorem  1, in order to present explicitly all Hermitian self-dual cyclic 
codes of length ps over �q2 + u�q2 , we only need to find the solutions b(x) to the con-
gruence relation (1) above.

3 � Hermitian self‑dual cyclic codes of length ps over �q2 + u�q2

In this section, we give an explicit construction and representation for all distinct 
Hermitian self-dual cyclic codes of length ps over �q2 + u�q2.

We introduce the necessary notation. Let A = (aij) and B be matrices over �pm of 
sizes k × t and l × v respectively. The Kronecker product of A and B is defined by 
A⊗ B = (aijB) , which is a matrix over �pm of size kl × tv . Let Atr be the transpose of 
A in this paper.

For any positive integer � ≤ s , we define a p� × p� lower triangular matrix Gp� 
over �p as follows (cf. [11]):

⟨(x − 1)k+1b(x) + u(x − 1)k, (x − 1)p
s−k⟩,

(1)�(b(x)) − x−1b(x−1) ≡ 0 (mod (x − 1)p
s−2k−1).

C = ⟨(x − 1)k+1b(x) + u(x − 1)k, (x − 1)p
s−k⟩,

(x − 1)⌈
t

2
⌉−1

⋅
�q2 [x]

⟨(x − 1)t−1⟩ = (x − 1)
ps−1

2
−k

⋅
�q2[x]

⟨(x − 1)p
s−2k−1⟩ .
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where for any integers i, j, 1 ≤ i, j ≤ p� , we let

Then by [11, Proposition 2 and Theorem 1 (ii)], we have the following:

Lemma 3  Let � be any positive integer and set Gp0 = 1 . 

	 (i)	 The matrix Gp� has the Kronecker product structure as follows: 
Gp𝜆 = Gp ⊗ Gp𝜆−1 , i.e., 

 where g(p)
i,i

= (−1)i−1
(
p − i

i − i

)
= (−1)i−1 for all integers i, 1 ≤ i ≤ p.

	 (ii)	 Let 1 ≤ l ≤ ps − 1 and assume that � is the least positive integer such that 
1 ≤ l ≤ p�. Let Gl be the submatrix of size l × l in the upper left corner of Gp� 
defined by 

 Then Gl is a lower triangular matrix over �p satisfying 

	 (iii)	 Let x−1 = xp
s−1 (mod (x − 1)l ). For any Bl = (b0, b1,… , bl−1)

tr ∈ �
l

q2
 , we set 

b(x) =
∑l−1

i=0
bi(x − 1)i . Then 

For any fixed integer l, 1 ≤ l ≤ ps − 1 , we assume that � is the least positive integer 
such that 1 ≤ l ≤ p� . Let Gl be the matrix defined by Equation (3). In this paper, we 
mark the rows of the matrices Gl + Il and Gl − Il from top to bottom in turn: 1st row, 
2nd row, … , lth row; and mark the columns of Gl + Il and Gl − Il from left to right 

Gp� =

⎛
⎜⎜⎜⎜⎝

g
(p�)

1,1
0 … 0

g
(p�)

2,1
g
(p�)

2,2
… 0

… … … …

g
(p�)

p�,1
g
(p�)

p�,2
… g

(p�)

p�,p�

⎞
⎟⎟⎟⎟⎠
(mod p),

(2)g
(p𝜆)

i,j
= (−1)j−1

(
p𝜆 − j

i − j

)
, with

(
p𝜆 − j

i − j

)
= 0 if i < j.

Gp� =

⎛
⎜⎜⎜⎜⎝

g
(p)

1,1
Gp�−1 0 … 0

g
(p)

2,1
Gp�−1 g

(p)

2,2
Gp�−1 … 0

… … … …

g
(p)

p,1
Gp�−1 g

(p)

p,2
Gp�−1 … g

(p)
p,pGp�−1

⎞
⎟⎟⎟⎟⎠
,

(3)
(
Gl 0

∗ ∗

)
= Gp� .

G2

l
= Il, rank(Gl − Il) =

⌊
l

2

⌋
and rank(Gl + Il) =

⌈
l

2

⌉
.

x−1b(x−1) ≡ (1, (x − 1),… , (x − 1)l−1)(GlBl) (mod (x − 1)l).
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in turn: 1st column, 2nd column, … , lth column. Moreover, we adopt the following 
notation:

•	 Let � [1,l]

j
 be the jth column vector of the matrix Gl + Il . Then � [1,l]

j
∈ �

l
p
 for all 

j = 1, 2,… , l and Gl + Il = (� [1,l]

1
,� [1,l]

2
,… ,� [1,l]

l
).

•	 For any integers � and j, where ⌈ �

2
⌉ + 1 ≤ j ≤ ⌈ l

2
⌉ and 0 ≤ 𝛿 < l ≤ ps − 1 , define 

the truncated vector � [�+1,l]

2j−1
 of � [1,l]

2j−1
 by 

•	 Let �[1,l]
j

 be the jth column vector of the matrix Gl − Il . Then �[1,l]
j

∈ �
l
p
 for all 

j = 1, 2,… , l and Gl − Il = (�[1,l]
1

, �[1,l]
2

,… , �[1,l]
l

).

•	 For any integers � and t, where ⌊ �

2
⌋ + 1 ≤ t ≤ ⌊ l

2
⌋ and 0 ≤ 𝛿 < l ≤ ps − 1 , define 

the truncated vector �[�+1,l]
2t

 of �[1,l]
2t

 by 

Lemma 4  Using the notation above, we have the following conclusions: 

	 (i)	 ( [11, Theorem 1 (iv) and its proof]) The set {� [1,l]

2j−1
∣ j = 1, 2,… , ⌈ l

2
⌉} is a 

maximal �q-linearly independent system of the vectors � [1,l]

1
,� [1,l]

2
,… ,� [1,l]

l
.

	 (ii)	 ( [11, Theorem 2 and its proof]) The set {� [�+1,l]

2j−1
∣ ⌈ �

2
⌉ + 1 ≤ j ≤ ⌈ l

2
⌉} is a 

linear independent subset of � l−�
q

 containing ⌈ l

2
⌉ − ⌈ �

2
⌉ vectors.

	 (iii)	 The set {�[1,l]
2t

∣ t = 1, 2,… , ⌊ l

2
⌋} is a maximal �q-linear independent system of 

�[1,l]
1

, �[1,l]
2

,… , �[1,l]
l

.
	 (iv)	 The set {�[�+1,l]

2t
∣ ⌊ �

2
⌋ + 1 ≤ t ≤ ⌊ l

2
⌋} is a linear independent subset of � l−�

q
 

containing ⌊ l

2
⌋ − ⌊ �

2
⌋ vectors.

Proof  (iii) By Lemma 3.1 (ii), we have rank(Gl − Il) = ⌊ l

2
⌋ . This implies that ⌊ l

2
⌋ is 

the rank of the vectors �[1,l]
1

 , �[1,l]
2

,… , �[1,l]
l

 . From this, by

� [�+1,l]

2j−1
=

⎛⎜⎜⎜⎝

g�+1,2j−1
g�+2,2j−1

⋮

gl,2j−1

⎞⎟⎟⎟⎠
, if � [1,l]

2j−1
=

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

g1,2j−1
⋮

g�,2j−1
g�+1,2j−1
g�+2,2j−1

⋮

gl,2j−1

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

.

�[�+1,l]
2t

=

⎛⎜⎜⎜⎝

h�+1,2t
h�+2,2t
⋮

hl,2t

⎞⎟⎟⎟⎠
, if �[1,l]

2t
=

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

h1,2t
⋮

h�,2t
h�+1,2t
h�+2,2t
⋮

hl,2t

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

.
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and Gp� − Ip� =

⎛
⎜⎜⎜⎜⎜⎜⎝

0

∗ − 2

∗ ∗ 0

⋮ ⋮ ⋮ ⋱

∗ ∗ ∗ … − 2

∗ ∗ ∗ … ∗ 0

⎞
⎟⎟⎟⎟⎟⎟⎠

 , we deduce that the subset of vectors 

{�[1,l]
2t

∣ t = 1, 2,… , ⌊ l

2
⌋} is a maximal �q-linear independent system of 

�[1,l]
1

, �[1,l]
2

,… , �[1,l]
l

.
(iv) By the proof of (iii), we have

Let t be an integer satisfying 2t − 1 ≥ � , i.e., t ≥ ⌊ �

2
⌋ + 1 . Then

where �(2t−1−�)×1 is the zero matrix of size (2t − 1 − �) × 1 , for all ⌊ �

2
⌋ + 1 ≤ t ≤ ⌊ l

2
⌋ . 

From these, we deduce that the set {�[�+1,l]
2t

∣ ⌊ �

2
⌋ + 1 ≤ t ≤ ⌊ l

2
⌋} is a linear inde-

pendent subset of � l−�
q

 containing ⌊ l

2
⌋ − ⌊ �

2
⌋ vectors. 	�  ◻

Using the notation in Sect.  2, let Tr
�
q2
∕�q

 be the trace function from �q2 onto �q 
defined by: Tr

�
q2
∕�q

(�) = � + �q, ∀� ∈ �q2 . For any a ∈ �q , let

Then |Tr−1
�
q2
∕�q

(0)| = q (cf. [35, Corollary 7.17 (i)]). Further, since q = p
m

2 is odd, we 
have �q ∩ Tr−1

�
q2
∕�q

(0) = {0}.
The following notation plays a key role in this paper:
∙ Let w be a fixed nonzero element in Tr−1

�
q2
∕�q

(0) . For example, we can choose 

w = �
q+1

2  . Then wq = −w and {1,w} is a basis of the �q-linear space �q2 . This implies

(
(�[1,l]

1
,… , �[1,l]

l
) 0

∗ ∗

)
=

(
Gl − Il 0

∗ ∗

)
= Gp� − Ip�

(4)�[1,l]
2t

=

⎛
⎜⎜⎜⎜⎝

�(2t−1)×1

−2

h2t+1,2t
⋮

hl,2t

⎞
⎟⎟⎟⎟⎠
for all 1 ≤ t ≤

�
l

2

�
.

�[�+1,l]
2t

=

⎛⎜⎜⎜⎜⎝

�(2t−1−�)×1

−2

h2t+1,2t
⋮

hl,2t

⎞⎟⎟⎟⎟⎠
∈ �

l−�
q

,

Tr−1
�
q2
∕�q

(a) = {� ∈ �q2 ∣ Tr�q2∕�q
(�) = � + �q = a}.

(5)�q2 = {c + dw ∣ c, d ∈ �q}.
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By [13, Corollary 25], the number of all distinct Hermitian self-dual cyclic codes of 

length ps over R is given by: NH(�pm + u�pm , p
s) =

q
ps−1
2

+1
−1

q−1
. Now, we give an effi-

cient construction for these Hermitian self-dual codes:

Theorem 2  Using the notation above, all q
ps−1
2

+1
−1

q−1
 Hermitian self-dual cyclic codes 

of length ps over R = �q2 + u�q2 are given by the following three cases: 

I.	� 1 code: ⟨u(x − 1)
ps−1

2 , (x − 1)
ps+1

2 ⟩.
II.	� q codes: ⟨(x − 1)

ps+1

2 (−2)cw + u(x − 1)
ps−3

2 , (x − 1)
ps+3

2 ⟩ , where c ∈ �q.

III.	� For each integer k, 0 ≤ k ≤
ps−1

2
− 2 , there are exactly q

ps−1

2
−k codes: 

 where b(x) =
∑ ps−3

2
−k

i=0
bi(x − 1)i and b0, b1,… , b ps−3

2
−k

 ∈ �q2 are given by: 

 and a2j−1, c2t ∈ �q , for all integers j, t satisfying 

 respectively.

Proof  Case I. Obviously, the code ⟨u(x − 1)
ps−1

2 , (x − 1)
ps+1

2 ⟩ is a Hermitian self-dual 
cyclic code of length ps over R.

Case II. When k = ps−1

2
− 1 =

ps−3

2
 , one can easily verify that

is Hermitian self-dual if and only if b(x) = (−2)c2w , where c2 ∈ �q.
Case III. Let k be any fixed integer, 0 ≤ k ≤

ps−1

2
− 2 =

ps−3

2
− 1 , and we assume

Then by bi ∈ �q2 and wq = −w where q = p
m

2 , it follows that

⟨(x − 1)
ps+1

2 b(x) + u(x − 1)k, (x − 1)p
s−k⟩,

(b0, b1,… , b ps−3

2
−k
)tr =

�
⌈ ps−1−2k

4
⌉+1≤j≤ ps−1

2
−k

a2j−1�
[
ps−1

2
−k+1,ps−2k−1]

2j−1

+
�

⌊ ps−1−2k

4
⌋+1≤t≤ ps−1

2
−k

c2t ⋅ w�
[
ps−1

2
−k+1,ps−2k−1]

2t
,

⌈
ps − 1 − 2k

4

⌉
+ 1 ≤ j ≤

ps − 1

2
− k,

⌊
ps − 1 − 2k

4

⌋
+ 1 ≤ t ≤

ps − 1

2
− k,

⟨(x − 1)
ps+1

2 b(x) + u(x − 1)
ps−3

2 , (x − 1)
ps+3

2 ⟩,

bi = bi,0 + bi,1w ∈ �q2 , where bi,0, bi,1 ∈ �q, i = 0, 1,… ,
ps − 3

2
− k.
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We set b̂(x) = (x − 1)
ps−1

2
−k
b(x) , where b(x) =

∑ ps−3

2
−k

i=0
bi(x − 1)i . This implies 

b̂(x) =
∑ps−2k−2

i=
ps−1

2
−k

bi(x − 1)i.

From now on, we adopt the following notation: 

⋄	� Xps−2k−1 = (1, (x − 1), (x − 1)2,… , (x − 1)p
s−2k−2).

⋄	� Let � ps−1

2
−k

 be the zero vector in �
ps−1

2
−k

q2
 and define vectors Bps−2k−1,0 and Bps−2k−1,1 

in � ps−2k−1
q  by: Bps−2k−1,� =

⎛
⎜⎜⎜⎜⎜⎝

� ps−1

2
−k

b0,�
b1,�
⋮

b ps−3

2
−k,�

⎞
⎟⎟⎟⎟⎟⎠

, � = 0, 1.

⋄	� Set Bps−2k−1 =

⎛
⎜⎜⎜⎜⎜⎝

� ps−1

2
−k

b0
b1
⋮

b ps−3

2
−k

⎞
⎟⎟⎟⎟⎟⎠

= Bps−2k−1,0 + wBps−2k−1,1 ∈ �
ps−2k−1

q2
.

⋄	� Let V0 and V1 be the solution spaces of the following homogeneous system of 
linear equations over �q : 

 respectively, where Y = (y1, y2,… , yps−2k−1)
tr.

Using the above notation, we have

This implies

On the other hand, by Lemma 3 (iii), it follows that

(mod (x − 1)p
s−2k−1 ). Now, let Cb(x) be the cyclic code of length ps over R defined by:

�(bi) = b
q

i
= b

q

i,0
+ b

q

i,1
wq = bi,0 − bi,1w, 0 ≤ i ≤

ps − 3

2
− k.

(Gps−2k−1 − Ips−2k−1)Y = 0 and (Gps−2k−1 + Ips−2k−1)Y = 0,

b̂(x) = Xps−2k−1Bps−2k−1 = Xps−2k−1(Bps−2k−1,0 + wBps−2k−1,1).

�(b̂(x)) =Xps−2k−1 ⋅ �
(
Bps−2k−1,0 + wBps−2k−1,1

)

=Xps−2k−1 ⋅
(
Bps−2k−1,0 − wBps−2k−1,1

)
.

x−1b(x−1) ≡Xps−2k−1 ⋅
(
Gps−2k−1Bps−2k−1

)

≡Xps−2k−1 ⋅
(
Gps−2k−1Bps−2k−1,0 + wGps−2k−1Bps−2k−1,1

)

Cb(x) =⟨(x − 1)k+1b̂(x) + u(x − 1)k, (x − 1)p
s−k⟩

=⟨(x − 1)
ps+1

2 b(x) + u(x − 1)k, (x − 1)p
s−k⟩.
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By Theorem 1, we see that Cb(x) is a Hermitian self-dual cyclic code if and only if 
b̂(x) satisfies: �(b̂(x)) ≡ x−1b̂(x−1) ( mod (x − 1)p

s−2k−1). Obviously, the latter condi-
tion is equivalent to

By Equation (5), {1,w} is a basis of the �q-linear space �q2 . Hence the above condi-

tion is equivalent to 
{(

Gps−2k−1 − Ips−2k−1
)
Bps−2k−1,0 = 0;(

Gps−2k−1 + Ips−2k−1
)
Bps−2k−1,1 = 0,

 i.e.,

Using the notation of Equation (3), we set l = ps − 2k − 1 . Then l is even, since p is 
odd. By Lemma 3 (ii), we have G2

ps−2k−1
= Ips−2k−1 and that

This implies

Therefore, we have the following conclusions:
♢ By G2

ps−2k−1
= Ips−2k−1 , it follows that

This implies 
(
Gps−2k−1 + Ips−2k−1

)
�
[1,ps−2k−1]

i
= 0 for all integers i = 1, 2,… , 

ps − 2k − 1 . Hence all column vectors of the matrix Gps−2k−1 − Ips−2k−1 : �
[1,ps−2k−1]

i
 , 

1 ≤ i ≤ ps − 2k − 1 , are solution vectors of the homogeneous system of linear equa-
tion (Gps−2k−1 + Ips−2k−1)Y = 0 , i.e., �[1,p

s−2k−1]

i
∈ V1 for all i = 1, 2,… , ps − 2k − 1.

Since l = ps − 2k − 1 is even, we have ⌊ l

2
⌋ = ps−1

2
− k . Then by Lemma 4 (iii), we 

know that {�[1,p
s−2k−1]

2t
∣ 1 ≤ t ≤

ps−1

2
− k} is a maximal �q-linear independent system 

of �[1,p
s−2k−1]

1
, �

[1,ps−2k−1]

2
,… , �

[1,ps−2k−1]

ps−2k−1
 . From this and by dim

�q
(V1) =

ps−1

2
− k , we 

deduce that {�[1,p
s−2k−1]

2t
∣ 1 ≤ t ≤

ps−1

2
− k} is an �q-basis of V1 . Since Bps−2k−1,1 ∈ V1 

by Equation (6), there is a unique vector (c2, c4,… , cps−2k−1) ∈ �

ps−1

2
−k

q  such that

Bps−2k−1,0 − wBps−2k−1,1 = Gps−2k−1Bps−2k−1,0 + wGps−2k−1Bps−2k−1,1.

(6)Bps−2k−1,0 ∈ V0 and Bps−2k−1,1 ∈ V1.

rank
(
Gps−2k−1 ± Ips−2k−1

)
=

ps − 2k − 1

2
=

ps − 1

2
− k.

dim
�q
(V�) = (ps − 2k − 1) −

ps − 2k − 1

2
=

ps − 1

2
− k, � = 0, 1.

(
Gps−2k−1 + Ips−2k−1

)(
Gps−2k−1 − Ips−2k−1

)
= 0.

Bps−2k−1,1 =

ps−1

2
−k∑

t=1

c2t�
[1,ps−2k−1]

2t
.
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Then from Bps−2k−1,1 =

⎛
⎜⎜⎜⎜⎜⎝

� ps−1

2
−k

b0,1
b1,1
⋮

b ps−3

2
−k,1

⎞
⎟⎟⎟⎟⎟⎠

 and Equation (4), we deduce that c2t = 0 for all 

integers t: 1 ≤ t ≤
⌊
ps−1−2k

4

⌋
 . Hence

where c2t ∈ �q arbitrary, for all integers t: ⌊ ps−1−2k

4
⌋ + 1 ≤ t ≤

ps−1

2
− k.

♢ Similarly, from 
(
Gps−2k−1 − Ips−2k−1

)(
Gps−2k−1 + Ips−2k−1

)
= 0, Equation (4) 

and Lemma 4 (i), we deduce that

where a2j−1 ∈ �q arbitrary, for all integers j: ⌈ ps−1−2k

4
⌉ + 1 ≤ j ≤

ps−1

2
− k.

As stated above, we conclude that

Moreover, by (ii) and (iv) of Lemma 4 and ⌈ ps−1−2k

4
⌉ + ⌊ ps−1−2k

4
⌋ = ps−1

2
− k, the 

number of all column vectors (b0, b1,… , b ps−3

2
−k
)tr determined above is equal to 

q
(
ps−1

2
−k)−⌈ ps−1−2k

4
⌉
⋅ q

(
ps−1

2
−k)−⌊ ps−1−2k

4
⌋ = q

ps−1

2
−k
.

Summing up the conclusions of the above three cases, we have constructed 
∑ ps−1

2

k=0
q

ps−1

2
−k =

q
ps−1
2

+1
−1

q−1
 distinct Hermitian self-dual cyclic codes of length ps over 

R. As NH(�pm + u�pm , p
s) =

q
ps−1
2

+1
−1

q−1
 , we have obtained all distinct Hermitian self-

dual cyclic codes of length ps over R. □ 	�  ◻

Moreover, by Equations (2), (3) and the definitions for the following vectors

(b0,1, b1,1,… , b ps−3

2
−k,1

)tr =
�

⌊ ps−1−2k

4
⌋+1≤t≤ ps−1

2
−k

c2t�
[
ps−1

2
−k+1,ps−2k−1]

2t
,

(b0,0, b1,0,… , b ps−3

2
−k,0

)tr =
�

⌈ ps−1−2k

4
⌉+1≤j≤ ps−1

2
−k

a2j−1�
[
ps−1

2
−k+1,ps−2k−1]

2j−1
,

(b0, b1,… , b ps−3

2
−k
)tr

= (b0,0, b1,0,… , b ps−3

2
−k,0

)tr + w(b0,1, b1,1,… , b ps−3

2
−k,1

)tr

=
�

⌈ ps−1−2k

4
⌉+1≤j≤ ps−1

2
−k

a2j−1�
[
ps−1

2
−k+1,ps−2k−1]

2j−1

+
�

⌊ ps−1−2k

4
⌋+1≤t≤ ps−1

2
−k

c2t ⋅ w�
[
ps−1

2
−k+1,ps−2k−1]

2t
.

�
[
ps−1

2
−k+1,ps−2k−1]

2j−1
and �

[
ps−1

2
−k+1,ps−2k−1]

2t
,
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we can provide an explicit expression for all distinct Hermitian self-dual cyclic 
codes of length ps over �q2 + u�q2 , using binomial coefficients.

Theorem 3  All distinct q
ps−1
2

+1
−1

q−1
 Hermitian self-dual cyclic codes of length ps over 

R = �q2 + u�q2 are given by the following three cases: 

I.	� 1 code: ⟨u(x − 1)
ps−1

2 , (x − 1)
ps+1

2 ⟩.
II.	� q codes: ⟨(x − 1)

ps+1

2 (−2)cw + u(x − 1)
ps−3

2 , (x − 1)
ps+3

2 ⟩, where c ∈ �q.
III.	� For each integer k, 0 ≤ k ≤

ps−1

2
− 2 , there are exactly q

ps−1

2
−k codes given by: 

 where 

 with 

 and a2j−1, c2t ∈ �q , for all integers j, t satisfying 

 respectively.

Proof  By the notation at the beginning of this section and the notation in Lemma 4, 
we have the following: 

✓	� (� [1,ps−2k−1]

1
,�

[1,ps−2k−1]

2
,… ,�

[1,ps−2k−1]

ps−2k−1
) = Gps−2k−1 + Ips−2k−1 and 

⟨(x − 1)
ps+1

2 bk(x) + u(x − 1)k, (x − 1)p
s−k⟩,

bk(x) =

ps−3

2
−k�

�=0

��(x − 1)� +

ps−1

2
−k�

j=⌈ ps−1−2k

4
⌉+1

a2j−1(x − 1)2j−2−
ps−1

2
+k

−

ps−1

2
−k�

t=⌊ ps−1−2k

4
⌋+1

c2tw(x − 1)2t−1−
ps−1

2
+k

�� =

ps−1

2
−k�

j=⌈ ps−1−2k

4
⌉+1

a2j−1

�
ps + 1 − 2j

ps+1

2
− k + 1 + � − 2j

�

−

ps−1

2
−k�

t=⌊ ps−1−2k

4
⌋+1

c2tw

�
ps − 2t

ps+1

2
− k + � − 2t

�

⌈
ps − 1 − 2k

4

⌉
+ 1 ≤ j ≤

ps − 1

2
− k,

⌊
ps − 1 − 2k

4

⌋
+ 1 ≤ t ≤

ps − 1

2
− k,
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✓	� (�[1,p
s−2k−1]

1
, �

[1,ps−2k−1]

2
,… , �

[1,ps−2k−1]

ps−2k−1
) = Gps−2k−1 − Ips−2k−1 and 

From these, by Equations (2) and (3), (−1)(2j−1)−1 = 1 and (−1)2t−1 = −1 , we 
deduce the following conclusions. 

(†)	� For any integer j, ⌈ ps−1−2k

4
⌉ + 1 ≤ j ≤

ps−1

2
− k , we have the following:

⋄	� When 0 ≤ � ≤
ps−3

2
− k and � ≠ 2j − 2 −

ps−1

2
+ k , 

⋄	� When � = 2j − 2 −
ps−1

2
+ k , 

(‡)	� For any integer t, ⌊ ps−1−2k

4
⌋ + 1 ≤ t ≤

ps−1

2
− k , we have the following:

⋄	� When 0 ≤ � ≤
ps−3

2
− k and � ≠ 2t − 1 −

ps−1

2
+ k , 

⋄	� When � = 2t − 1 −
ps−1

2
+ k , 

Then the explicit expressions for all distinct Hermitian self-dual cyclic codes of 
length ps over �q2 + u�q2 can be deduced directly from Theorem 2. Here, we omit 
these details. 	�  ◻

�
[
ps−1

2
−k+1,ps−2k−1]

2j−1
=

⎛
⎜⎜⎜⎜⎝

g ps−1

2
−k+1,2j−1

g ps−1

2
−k+2,2j−1

⋮

gps−2k−1,2j−1

⎞
⎟⎟⎟⎟⎠
;

�
[
ps−1

2
−k+1,ps−2k−1]

2t
=

⎛
⎜⎜⎜⎜⎝

h ps−1

2
−k+1,2t

h ps−1

2
−k+2,2t

⋮

hps−2k−1,2t

⎞
⎟⎟⎟⎟⎠
.

g ps−1

2
−k+1+�,2j−1

=

(
ps − (2j − 1)

ps−1

2
− k + 1 + � − (2j − 1)

)

=

(
ps + 1 − 2j

ps+1

2
− k + 1 + � − 2j

)
.

g ps−1

2
−k+1+�,2j−1

=

(
ps + 1 − 2j

ps+1

2
− k + 1 + � − 2j

)
+ 1.

h ps−1

2
−k+1+�,2t

=(−1)2t−1
(

ps − 2t
ps−1

2
− k + 1 + � − 2t

)

= −

(
ps − 2t

ps+1

2
− k + � − 2t

)
.

h ps−1

2
−k+1+�,2t

= −

(
ps − 2t

ps+1

2
− k + � − 2t

)
− 1.
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4 � Applications

In this section, using Theorem 3, we list all distinct Hermitian self-dual cyclic codes 
of length 3s over the ring �3m + u�3m for the cases s = 1, 2, 3 and all distinct Hermi-
tian self-dual cyclic codes of length 52 over �5m + u�5m , respectively, for any even 
positive integer m.

(† ) Using the notation of Section  2 and by Equation (1), we assume that 
�3m = {a + bw ∣ a, b ∈ �

3
m
2
} , where 0 ≠ w ∈ �3m satisfies w3

m
2 = −w and �

3
m
2
 is the 

subfield of �3m with 3
m

2 elements. 

	 (i)	 Let s = 1 . By Theorem 2, all NH(�3m + u�3m , 3) = 1 + 3
m

2 Hermitian self-dual 
cyclic codes of length 3 over �3m + u�3m are the following: 

	 (ii)	 Let s = 2 . By Theorem 3, all NH(�
3m

+ u�
3m
, 9) = 1 + 3

m

2 + (3
m

2 )
2
+ (3

m

2 )
3
+ (3

m

2 )
4 

Hermitian self-dual cyclic codes of length 32 over �3m + u�3m are given by the 
following five cases: 

⊳	� 1 code: ⟨u(x − 1)4, (x − 1)5⟩.

⊳	� 3
m

2 codes: ⟨(x − 1)5 ⋅ cw + u(x − 1)3, (x − 1)6⟩ , where c ∈ �
3
m
2
.

⊳	� (3
m

2 )2 codes: ⟨(x − 1)5 ⋅ b2(x) + u(x − 1)2, (x − 1)7⟩ , where b
2
(x) = 2a

3
+ c

4
w(x − 1) 

and a3, c4 ∈ �
3
m
2
.

⊳	� (3
m

2 )3 codes: ⟨(x − 1)5 ⋅ b
1
(x) + u(x − 1), (x − 1)8⟩ , where b

1
(x) = c

4
w + (2a

5
+ c

4
w)

(x − 1) + (a
5
+ 2c

4
w + c

6
w)(x − 1)2 and a5, c4, c6 ∈ �

3
m
2
.

⊳	� (3
m

2 )4 codes: ⟨(x − 1)5 ⋅ b
0
(x) + u⟩ , where b

0
(x) = 2a

5
+ (a

5
+ c

6
w)(x − 1) + 2a

7
(x − 1)2

+(a
5
+ 2a

7
+ c

8
w)(x − 1)3 and a5, a7, c6, c8 ∈ �

3
m
2
.

	 (iii)	 Let s = 3 . By Theorem 3, all NH(�3m + u�3m , 27) =
∑13

k=0
(3

m

2 )k =
(3

m
2 )14−1

3
m
2 −1

 Her-
mitian self-dual cyclic codes of length 33 over �3m + u�3m are given by the 
following:

•	 1 code: ⟨u(x − 1)13, (x − 1)14⟩.
•	

∑13

i=1
(3

m

2 )i codes: for each integer k, 0 ≤ k ≤ 12 , there are (3
m

2 )13−k codes 
given by: 

 where

b12(x) = c2w ; b11(x) = 2a3 + c4w(x − 1);
b10(x) = c4w + (2a5 + c4w)(x − 1) + (a5 + 2c4w + c6w)(x − 1)2;
b9(x) = 2a5 + (a5 + c6w)(x − 1) + 2a7(x − 1)2 + (a5 + 2a7 + c8w)(x − 1)3;

⟨u(x − 1), (x − 1)2⟩; ⟨(x − 1)2 ⋅ cw + u⟩ where c ∈ �
3
m
2
.

⟨(x − 1)14bk(x) + u(x − 1)k, (x − 1)27−k⟩,
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b
8
(x) = c

6
w + 2a

7
(x − 1) + (2a

7
+ c

8
w)(x − 1)2 + (a

7
+ 2a

9
+ 2c

6
w + 2c

8
w)

(x − 1)3 + c
10
w(x − 1)4;

b
7
(x) = 2a

7
+ (2a

7
+ c

8
w)(x − 1) + (a

7
+ 2a

9
+ 2c

8
w)(x − 1)2 + c

10
w(x − 1)3

+(2a
11
+ c

10
w)(x − 1)4 + (a

11
+ 2c

10
w + c

12
w)(x − 1)5;

b
6
(x) = c

8
w + (2a

9
+ 2c

8
w)(x − 1) + c

10
w(x − 1)2 + (2a

11
+ c

10
w)(x − 1)3

+(a
11
+ 2c

10
w + c

12
w)(x − 1)4 + (2a

13
+ c

10
w)(x − 1)5 + (2a

11
+ 2a

13

+2c
10
w + c

14
w)(x − 1)6;

b
5
(x) = 2a

9
+ c

10
w(x − 1) + (2a

11
+ c

10
w)(x − 1)2 + (a

11
+ 2c

10
w + c

12
w)

(x − 1)3 + (2a
13
+ c

10
w)(x − 1)4 + (2a

11
+ 2a

13
+ 2c

10
w + c

14
w)(x − 1)5

+(2a
11
+ a

13
+ 2a

15
+ c

10
w + c

12
w + 2c

14
w)(x − 1)6 + (a

13
+ 2c

10
w

+c
16
w)(x − 1)7;

b
4
(x) = c

10
w + (2a

11
+ c

10
w)(x − 1) + (a

11
+ 2c

10
w + c

12
w)(x − 1)2 + (2a

13

+c
10
w)(x − 1)3 + (2a

11
+ 2a

13
+ 2c

10
w + c

14
w)(x − 1)4 + (2a

11
+ a

13

+2a
15
+ c

10
w + c

12
w + 2c

14
w)(x − 1)5 + (a

13
+ 2c

10
w + c

16
w)(x − 1)6

+(a
11
+ 2a

13
+ 2a

17
+ c

10
w + 2c

14
w + c

16
w)(x − 1)7 + (a

11
+ a

13
+ a

15

+a
17
+ 2c

10
w + 2c

12
w + 2c

14
w + 2c

16
w + c

18
w)(x − 1)8;

b
3
(x) = 2a

11
+ (a

11
+ c

12
w)(x − 1) + 2a

13
(x − 1)2 + (2a

11
+ 2a

13
+ c

14
w)

(x − 1)3 + (2a
11
+ a

13
+ 2a

15
+ c

12
w + 2c

14
w)(x − 1)4 + (a

13
+ c

16
w)

(x − 1)5 + (a
11
+ 2a

13
+ 2a

17
+ 2c

14
w + c

16
w)(x − 1)6 + (a

11
+ a

13
+ a

15

+a
17
+ 2c

12
w + 2c

14
w + 2c

16
w + c

18
w)(x − 1)7 + 2a

19
(x − 1)8 + (a

11

+2a
19
+ c

20
w)(x − 1)9;

b
2
(x) = c

12
w + 2a

13
(x − 1) + (2a

13
+ c

14
w)(x − 1)2 + (a

13
+ 2a

15
+ c

12
w

+2c
14
w)(x − 1)3 + (a

13
+ c

16
w)(x − 1)4 + (2a

13
+ 2a

17
+ 2c

14
w + c

16
w)

(x − 1)5 + (a
13
+ a

15
+ a

17
+ 2c

12
w + 2c

14
w + 2c

16
w + c

18
w)(x − 1)6

+2a
19
(x − 1)7 + (2a

19
+ c

20
w)(x − 1)8 + (a

19
+ 2a

21
+ 2c

12
w + 2c

20
w)

(x − 1)9 + (a
13
+ 2a

19
+ c

22
w)(x − 1)10;

b
1
(x) = 2a

13
+ (2a

13
+ c

14
w)(x − 1) + (a

13
+ 2a

15
+ 2c

14
w)(x − 1)2 + (a

13

+c
16
w)(x − 1)3 + (2a

13
+ 2a

17
+ 2c

14
w + c

16
w)(x − 1)4 + (a

13
+ a

15
+ a

17

+2c
14
w + 2c

16
w + c

18
w)(x − 1)5 + 2a

19
(x − 1)6 + (2a

19
+ c

20
w)(x − 1)7

+(a
19
+ 2a

21
+ 2c

20
w)(x − 1)8 + (a

13
+ 2a

19
+ c

22
w)(x − 1)9 + (2a

13

+a
19
+ 2a

23
+ 2c

14
w + c

20
w + c

22
w)(x − 1)10 + (a

13
+ a

15
+ 2a

19
+ 2a

21

+a
19
+ 2a

23
+ 2c

14
w + c

20
w + c

22
w)(x − 1)10 + (a

13
+ a

15
+ 2a

19
+ 2a

21

+a
23
+ 2c

14
w + c

20
w + 2c

22
w + c

24
w)(x − 1)11;

b
0
(x) = c

14
w + (2a

15
+ 2c

14
w)(x − 1) + c

16
w(x − 1)2 + (2a

17
+ 2c

14
w + c

16
w)

(x − 1)3 + (a
15
+ a

17
+ 2c

14
w + 2c

16
w + c

18
w)(x − 1)4 + 2a

19
(x − 1)5

+(2a
19
+ c

20
w)(x − 1)6 + (a

19
+ 2a

21
+ 2c

20
w)(x − 1)7 + (2a

19
+ c

22
w)

(x − 1)8 + (a
19
+ 2a

23
+ 2c

14
w + c

20
w + c

22
w)(x − 1)9 + (a

15
+ 2a

19

+2a
21
+ a

23
+ 2c

14
w + c

20
w + 2c

22
w + c

24
w)(x − 1)10 + (a

19
+ 2a

25

+2c
16
w + 2c

22
w)(x − 1)11 + (a

17
+ 2a

19
+ a

23
+ 2a

25
+ 2c

14
w + c

16
w

+2c
20
w + c

22
w + c

26
w)(x − 1)12,

and a2j−1, c2t ∈ �
3
m
2
 , for all integers j, t: 2 ≤ j ≤ 13 and 1 ≤ t ≤ 13.
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Remark 1  (♭ ) Let m = 2 . Then z2 + 1 is an irreducible polynomial in �3[z] . We set

in which w2 + 1 = 0 . Then w3 = −w in �9 . Therefore, we have 3
14−1

3−1
= 2391484 Her-

mitian self-dual cyclic codes of length 27 over �9 + u�9 . In particular, all these Her-
mitian self-dual cyclic codes can be obtained from the case (iii) above, by setting:

(♮ ) Let m = 4 . Then z4 + z3 + z2 + z + 1 is an irreducible polynomial in �3[z] . 
We set

in which �4 + �3 + �2 + � + 1 = 0 . Then ord(1 + 2� + �2) = 8 , and

♢ Let w = 1 + � . Then w9 = −w in �34.
Therefore, we have 9

14−1

9−1
= 2859599056870 Hermitian self-dual cyclic codes of 

length 27 over �81 + u�81 . In particular, all these Hermitian self-dual cyclic codes 
can be obtained from the case (iii) above, by setting:

(‡ ) Using the notation of Section  2 and by Equation (1), we assume 
�5m = {a + bw ∣ a, b ∈ �

5
m
2
} , where 0 ≠ w ∈ �5m satisfies w5

m
2 = −w and �

5
m
2
 is the 

subfield of �5m with 5
m

2 elements..
By Theorem  3, all NH(�5m + u�5m , 25) =

∑12

k=0
(5

m

2 )k =
(5

m
2 )13−1

5
m
2 −1

 Hermitian self-
dual cyclic codes of length 52 over �5m + u�5m are the following:

•	 1 code: ⟨u(x − 1)12, (x − 1)13⟩.
•	

∑12

i=1
(5

m

2 )i codes: For each integer k, 0 ≤ k ≤ 11 , there are (5
m

2 )12−k codes given 
by: 

 where

b11(x) = 3c2w ; b10(x) = 2a3 + (2a3 + 3c4w)(x − 1);
b9(x) = 3c4w + (2a5 + 4c4w)(x − 1) + 3c6w(x − 1)2;
b8(x) = 2a5 + 3c6w(x − 1) + (2a7 + c6w)(x − 1)2 + (3a7 + 4c6w + 3c8w)(x − 1)3

;

�9 = {a + bw ∣ a, b ∈ �3}

a2j−1, c2t ∈ �3, ∀j, t ∶ 2 ≤ j ≤ 13, 1 ≤ t ≤ 13.

�34 = {a + b� + c�2 + d�3 ∣ a, b, c, d ∈ �3}

♢ �9 ={0} ∪ {(1 + 2� + �2)i ∣ 0 ≤ i ≤ 7}

={0, 1, 2, 1 + 2� + �2, � + 2�2, 1 + � + 2�2, 2 + � + 2�2, 2� + �2,

2 + 2� + �2}.

w = 1 + � and a2j−1, c2t ∈ �9, ∀j, t ∶ 2 ≤ j ≤ 13, 1 ≤ t ≤ 13..

⟨(x − 1)13bk(x) + u(x − 1)k, (x − 1)25−k⟩,
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b
7
(x) = 3c

6
w + (2a

7
+ c

6
w)(x − 1) + (3a

7
+ 4c

6
w + 3c

8
w)(x − 1)2

+ (3a
7
+ 2a

9
+ c

6
w + 3c

8
w)(x − 1)3 + (a

7
+ a

9
+ 4c

6
w + 4c

8
w + 3c

10
w)(x − 1)4

; b
6
(x) = 2a

7
+ (3a

7
+ 3c

8
w)(x − 1) + (3a

7
+ 2a

9
+ 3c

8
w)(x − 1)2

+ (a
7
+ a

9
+ 4c

8
w + 3c

10
w)(x − 1)3 + 2a

11
(x − 1)4

+ (3a
7
+ 4a

11
+ 3c

12
w)(x − 1)5 ;

b
5
(x) = 3c

8
w + (2a

9
+ 3c

8
w)(x − 1) + (a

9
+ 4c

8
w + 3c

10
w)(x − 1)2

+ 2a
11
(x − 1)3 + (4a

11
+ 3c

12
w)(x − 1)4

+ (a
11
+ 2a

13
+ 2c

8
w + 2c

12
w)(x − 1)5

+ (3a
9
+ 4a

11
+ 2a

13
+ 4c

8
w + 2c

12
w + 3c

14
w)(x − 1)6 ;

b
4
(x) = 2a

9
+ (a

9
+ 3c

10
w)(x − 1) + 2a

11
(x − 1)2 + (4a

11
+ 3c

12
w)(x − 1)3

+(a
11
+ 2a

13
+ 2c

12
w)(x − 1)4 + (3a

9
+ 4a

11
+ 2a

13
+ 2c

12
w + 3c

14
w)(x − 1)5

+(3a
9
+ a

11
+ a

13
+ 2a

15
+ 2c

10
w + 4c

12
w + 4c

14
w)(x − 1)6 + (2a

11
+ 3c

16
w)

(x − 1)7;
b
3
(x) = 3c

10
w + 2a

11
(x − 1) + (4a

11
+ 3c

12
w)(x − 1)2 + (a

11
+ 2a

13
+ 2c

12
w)

(x − 1)3 + (4a
11
+ 2a

13
+ 2c

12
w + 3c

14
w)(x − 1)4 + (a

11
+ a

13
+ 2a

15

+2c
10
w + 4c

12
w + 4c

14
w)(x − 1)5 + (2a

11
+ 3c

16
w)(x − 1)6 + (3a

11
+ 2a

17

+3c
12
w + c

16
w)(x − 1)7 + (2a

11
+ 2a

13
+ 3a

17
+ 4c

12
w + 4c

16
w + 3c

18
w)

(x − 1)8;
b
2
(x) = 2a

11
+ (4a

11
+ 3c

12
w)(x − 1) + (a

11
+ 2a

13
+ 2c

12
w)(x − 1)2 + (4a

11

+2a
13
+ 2c

12
w + 3c

14
w)(x − 1)3 + (a

11
+ a

13
+ 2a

15
+ 4c

12
w + 4c

14
w)

(x − 1)4 + (2a
11
+ 3c

16
w)(x − 1)5 + (3a

11
+ 2a

17
+ 3c

12
w + c

16
w)(x − 1)6

+(2a
11
+ 2a

13
+ 3a

17
+ 4c

12
w + 4c

16
w + 3c

18
w)(x − 1)7 + (3a

11
+ 4a

13

+3a
17
+ 2a

19
+ 4c

12
w + 3c

14
w + c

16
w + 3c

18
w)(x − 1)8 + (2a

11
+ 2a

13
+ 2a

15

+a
17
+ a

19
+ 3c

12
w + 3c

14
w + 4c

16
w + 4c

18
w + 3c

20
w)(x − 1)9;

b
1
(x) = 3c

12
w + (2a

13
+ 2c

12
w)(x − 1) + (2a

13
+ 2c

12
w + 3c

14
w)(x − 1)2

+(a
13
+ 2a

15
+ 4c

12
w + 4c

14
w)(x − 1)3 + 3c

16
w(x − 1)4 + (2a

17
+ 3c

12
w

+c
16
w)(x − 1)5 + (2a

13
+ 3a

17
+ 4c

12
w + 4c

16
w + 3c

18
w)(x − 1)6 + (4a

13

+3a
17
+ 2a

19
+ 4c

12
w + 3c

14
w + c

16
w + 3c

18
w)(x − 1)7 + (2a

13
+ 2a

15
+ a

17

+a
19
+ 3c

12
w + 3c

14
w + 4c

16
w + 4c

18
w + 3c

20
w)(x − 1)8 + (2a

21
+ 4c

16
w)

(x − 1)9 + (a
17
+ 4a

21
+ 4c

12
w + c

16
w + 3c

22
w)(x − 1)10;

b
0
(x) = 2a

13
+ (2a

13
+ 3c

14
w)(x − 1) + (a

13
+ 2a

15
+ 4c

14
w)(x − 1)2

+3c
16
w(x − 1)3 + (2a

17
+ c

16
w)(x − 1)4 + (2a

13
+ 3a

17
+ 4c

16
w + 3c

18
w)

(x − 1)5 + (4a
13
+ 3a

17
+ 2a

19
+ 3c

14
w + c

16
w + 3c

18
w)(x − 1)6 + (2a

13

+2a
15
+ a

17
+ a

19
+ 3c

14
w + 4c

16
w + 4c

18
w + 3c

20
w)(x − 1)7 + (2a

21

+4c
16
w)(x − 1)8 + (a

17
+ 4a

21
+ c

16
w + 3c

22
w)(x − 1)9 + (a

13
+ 3a

17
+ a

21

+2a
23
+ 4c

16
w + 4c

18
w + 2c

22
w)(x − 1)10 + (2a

13
+ 3a

17
+ a

19
+ 4a

21
+ 2a

23

+4c
14
w + c

16
w + 3c

18
w + 2c

22
w + 3c

24
w)(x − 1)11,

and a2j−1, c2t ∈ �
5
m
2
 , for all integers j and t: 2 ≤ j ≤ 12 and 1 ≤ t ≤ 12.

Remark 2  Let m = 2 . Then z2 + z + 1 is irreducible in �5[z] . We set 
�25 = {a + b� ∣ a, b ∈ �5} in which �2 + � + 1 = 0 . Let w = 1 + 2� . Then w5 = −w 
in �25 . Therefore, we have 5

13−1

5−1
= 305175781 Hermitian self-dual cyclic codes of 
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length 25 over �25 + u�25 . All these codes can be obtained precisely from the above 
expressions, by setting:

Remark 3  The correctness of the results in this section has been verified by 
computer.

5 � Conclusion and further work

For any odd prime p, even positive integer m and positive integer s, using bino-
mial coefficients, we have provided an explicit expression to present precisely all 
distinct Hermitian self-dual cyclic codes of length ps over �pm + u�pm ( u2 = 0 ). 
For concrete odd prime p, even positive integer m and positive integer s, one can 
obtain these Hermitian self-dual cyclic codes easily, using the expression pro-
vided and computer.

A natural extension of this work is to construct and express all distinct Euclid-
ean self-dual cyclic codes of length pkn over �pm + u�pm explicitly, for any odd 
prime p and arbitrary positive integers m, s, n satisfying gcd(p, n) = 1 and n > 1 . 
Another interesting question is to study the self-dual 2-quasi-cyclic codes over �pm 
which are derived from self-dual cyclic codes codes over �pm + u�pm.
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