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Abstract. We extend a generalized version of Marsaglia’s lattice test for se-
quences over finite fields to segments of sequences over an arbitrary field and
show that linear complexity profile and this lattice test provide essentially equiv-
alent quality measures for randomness.
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1 Introduction

Nonlinear methods for pseudorandom number generation provide an attrac-
tive alternative to linear methods (see the surveys in [5], [14, Chapter 8], [15],
and [18]). Initially, nonlinear pseudorandom numbers were defined as periodic
sequences over finite prime fields I ,,. More recently, nonlinear methods over ar-
bitrary finite fields IF, were introduced (see e. g. [6], [10], and [19]). The present
paper deals with not necessarily periodic sequences (1,,) over an arbitrary field
K. However, finite fields are a natural area of applications.

There is no formal definition for a good pseudorandom number generator,
but there are certain characteristic features that we have in mind when we talk
about such a generator. In particular, we do not want to have an imbedded
low dimensional lattice structure, we require good equidistribution properties
and statistical independence of successive pseudorandom numbers. The present
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paper deals with criteria for a desirable lattice structure. For earlier work on
lattice tests we refer to the surveys [15] and [3].

For given s > 1 and N > 2 we say that (n,) passes the s-dimensional
N-lattice test if the vectors {En -1, | 1 <n < N — s} span K*, where

Qn:(nn’nn+l’---:nn+s—l)a 0<n<N-—s.

If (,) passes the s-dimensional N-lattice test then it passes all s’-dimensional
N-lattice tests for s’ < s and if (7,,) fails the s-dimensional N-lattice test then
it fails all s’-dimensional N-lattice tests for s’ > s. The greatest s such that (7,,)
satisfies the s-dimensional N-lattice test is denoted by S((#,), N). Moreover,
we put

S("]n) = sup S((Un), N)
N>2

The s-dimensional lattice test investigated in [21] is passed if and only if 5 <
S(nn). A slightly different lattice test for K = IF, has been introduced in [20].
For congruential generators modulo a prime p, both lattice tests coincide and
this test was proposed by Marsaglia [11].

For N > 2 the linear complexity profile L((#,), N) is the least order L of
a linear recurrence relation over K

Matl = 00Ny + U N1 + .o+ A 1Mpyr—1, 0<n=<N-L-1, (1)

which is satisfied by the first N terms of (n,) (with the additional convention
that L((n,,), N) = 0 if the first N terms of (1,,) are all 0 and L((n,), N) = N
if the first N — 1 terms are 0 and the Nth term of (7,) is nonzero). The linear
complexity L(n,) is defined as

L) = sup L((1), N).
N>2

The linear complexity and the linear complexity profile are important crypto-
graphic characteristics of sequences (see the surveys in [2], [7], [9], [13], [16],
and [23]). A low linear complexity of a generator has turned out to be unde-
sirable for more traditional applications in Monte Carlo methods as well (see
the surveys in [5], [14], [15], [17], and [18]). The main result of [21] proposes
the following relation between linear complexity and lattice test. If K = [, is
a finite field and (7,,) is periodic with period ¢ then

S(n) = L(ny) — 1.

For finite prime fields this result is a combination of [4] and [1, Theorem 8].
For the general case

S(T/n) = L(Tln) -1 or S(nn) = L(T/n)

holds true.
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In the following when investigating the relationship between L((n,), N)
and S((n,), N) the considered sequence is arbitrary and it is not necessary
to stress (1),) in the notation. Therefore henceforth we write L(N) and S(N)
instead of L((n,), N) and S((n,), N) respectively.

As the main result of this paper we prove the following sharp relation be-
tween lattice test and linear complexity profile for arbitrary sequences.

Theorem 1 We have either
S(N) =min(L(N), N +1— L(N))

or
S(N) =min(L(N), N+1—-L(N)) — 1.

After some preliminary results in Section 2 we prove Theorem 1 in Section 3
and give an example which shows that all four possibilities in Theorem 1 can
occur.

2 Basic Results

The following proposition (cf. [8,Theorem 6.7.4], [12], or [22]) describes the
step-growth of the linear complexity profile.
Proposition 2 (i) If L(N) > N /2 then
L(N + 1) = L(N).
(i) If L(N) < N/2, then
L(N +1) =L(N)

or
L(N+1)=N+1-L(N).

We add a result which will play an important role in our considerations.

Lemma 3 In case L(N) < N/2 there is a unique linear recurrence relation
of least order satisfied by the first N terms of (n,), i.e., for L = L(N) the
coefficients o, . .., a1 on the right hand side of (1) are uniquely defined.

Even though this fact is well known we give a short proof. The method used
here will be applied in several other instances.

Proof. Put L := L(N). Assume there are two different recurrence relations of
the form (1) satisfied by the first N terms of (7,) with coefficients o, . .., oy 1
and By, ..., BrL—1, respectively, and put

k :=max{i | a; # Bi},
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so that 0 < k < L — 1. Comparing the right hand sides in (1) we obtain
(@ = Bo)mn + ...+ (% = Bk =0, 0<n<N-L-1

Since o — Br # O this is a linear recurrence relation of order k for the first
N — (L — k) terms of (n,) and hence

L(N —(L—k)) <k. (2)
As aconsequence L(N — (L —k)) < L(N) and thus there is a smallest positive

index j < L —kwith L(N — (L —k)+ j) > L(N — (L — k)). Applying (ii)
of Proposition 2 we get

LIN—(L—k)+j)=N—(L—k) +j—L(N — (L —k)).

Using (2) and the condition L < N /2 we arrive at
. ._N
L(N-(L—-ky+j)=N—-L+j =5+

However, since N — (L — k) + j < N, weobtain L(N) = L > N/2+j
contradicting L < N /2. O

Next we list some properties of the N-lattice test which will be useful in the
following.

Proposition 4 (i) S(N) < S(N + 1) < S(N) + 1.
(i) S(N) < N/2.

Proof. (1) If for some positive integer s the s-dimensional vectorsn —n o=
1,..., N —s, span K*, then this remains true if we add the vector Nyiros o
Thus the first relation of the assertion is clear.

To prove the second inequality put S := S(N + 1). The rank of the matrix

n—no - NN+1-5 — Mo

nNs —Ns—1--+ NN —Ns—1

equals S, so the S rows of this matrix are linearly independent. Consequently
also the first S — 1 rows are linearly independent which shows S(N) > S—1 =
S(N 4+ 1) — 1 and we are done.

(i) If N — s vectors span K* then N — s > s. Thus S(N) < N/2. O
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3 N-Lattice Test and Linear Complexity Profile

We start out to compare S(N) with L(N). Firstly, some upper bounds for the
N-lattice test in terms of the linear complexity profile are given.

Proposition 5 We have

S(N) < L(N).
Proof. Put L = L(N). We may assume L < N /2 since otherwise the assertion
is trivial. Let «g, ..., oy 1 € K such that
Mntl = 00Nn + Ailpt1 + oo+ XLy L1, (3)

0 <n < N —L—1.Weshow that (»,) fails the (L + 1)-dimensional N-lattice
test. Forn = (nu, ..., Mpqr),n = 0,..., N — L — 1, by (3) we have that
o= (aojrf o, —1) L n, with respect to the standard inner product in
KX+ and hence o L (n —n).n=1..,N—L~-1Sincea # 0 we
infer that the linear hull of {y —n |1 <n <N — L — 1}is not KE+!, This
completes the proof. O

The following provides a simple characterization when equality holds in Prop-
osition 5.

Proposition 6 IfL := L(N) < N/2 and

Matl = 00Ny + 0 Npg1 + ...+ A 1Mpyr—1, 0<n<N-L-1, (4

is the linear recurrence relation of least order satisfied by the first N terms of

(), then
S(N) < L(N)

if and only if
apt+or+...+toa,_ =1.

Proof. We show the sufficiency of the condition g + o + ...+ a1 = 1. By
adding

AoNnt1 + (o Fo)Mua+ oo+ (o + ...+ L)t r—1
on both sides of (4) we obtain

AoNps1 + (o + )N + ...+ (@0 + ...+ o _DNnsL
=aon, + (o + a1 +...+ (@ + ...+ DNugr—1-

This means that

0# (@, a0+ar,...,a0+...+ar) L ,—n) O0=n<N-L-1,
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and (n,) fails the L-dimensional N-lattice test, i.e., S(N) < L, since

(tn, =11 =n=N=si)=(n,—n,_ 11=n=N=s),

where (M) denotes the linear span of M.
Now we prove the converse. Since S(N) < L there exists an L-dimensional
vector (Bo, ..., Br_1) with

0# (Bo»---s 1) L (n

_n+1_ﬂn)’ O<n<N-L-1.

Firstly we assume 8; _; # 0. From the above orthogonality relation we infer a
recurrence relation of order L:

Marr = Bl (Botma + (Br = BoYast + -« + (Bt — Br-2)lsr1):
0 <n < N—L+ 1. Since for L(N) < N/2 the corresponding (normed)
recurrence relation of minimal order is uniquely defined (Lemma 3) we get
o+ o+ ..o =B (Bo+ (B — Bo) + ...+ (Brot — Br-2) = L.

Finally we prove that 8, 1 = Ocontradicts L(N) < N/2.Let k := max{i | §; #
0} < L — 1. Then, as before, from the orthogonality relation we deduce a re-
currence relation of order k£ + 1 for the first N — (L — 1 — k) terms of (n,) and
hence

L(IN—-(L-1-k)<k+1<L.

Now we proceed as in the proof of Lemma 3 in the part following (2) and finally
arrive at L(N) = L > N/2 + j with a positive integer j which contradicts
L <N/2. O

As a by-product of the second part of the proof of Proposition 6 we achieved a
result we state here for later reference.

Corollary 7 Put L := L(N). If S(N) < L < N/2 then
dim<{Qn—Qo|1§n§N—L}>=L—1
and (np — Np—1, ..., NN—1 — NL—1) IS a linear combination of the vectors
Mit1 = Nis ooy IN—L4i — M)y 1=0,..., L —=2.

Proof. The assertion follows immediately fronl the fact B;_; # O for all
Bo, ... B € ({gn —n | l<n<N- L}> \ {0} obtained in the proof
of Proposition 6. O

We continue with another upper bound for S(N) which is effective if the linear
complexity is large.
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Proposition 8 We have

S(Ny<N+1—L(N+1).

Proof. PutS = S(N). Then the S-dimensional vectors N, =g My g~

span KS. Thus there are «, . .., ay_s € K such that

ar(ny =ng) +- o Fav-sy ¢ =n) =ny s
Rearranging the left hand side of this equation as

— (o +...+aN_S)QO ton +otonasn, =00

we obtain that L(N +1) < N + 1 — S, or equivalently, S(N) < N +1 —
L(N +1). O

Remark 9. Since L(N) < L(N + 1) Proposition 8 implies
S(N) <N +1—L(N).

Now we are going to produce lower bounds for S(N). The next result supple-
ments Proposition 5.

Proposition 10 I[f L(N + 1) < (N + 1)/2 then

S(N) > L(N+1)— 1.

Proof. Put L = L(N + 1). Firstly, if (n,) passes the L-dimensional (N + 1)-
lattice test, i.e., S(N + 1) > L(N + 1), then by Proposition 4 we have S(N) >
L(N+1)—-1.

In case (7,) fails the L-dimensional (N + 1)-lattice test, the assumption
L(N +1) < (N + 1)/2 by Corollary 7 implies that the rank of

n—no - NN+1-L — N0

nL —Ne—1 - NN —1NL-1

is L — 1 and the last row of A is a linear combination of the first L — 1 rows.
Consequently the rank of the matrix consisting of the first L — 1 rows of A is
L — 1 which means that (n,) passes the (L — 1)-dimensional N-lattice test,
e, S(N)>L(N+1)—1. O
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Remark 11. (i) The assumption L(N + 1) < (N + 1)/2 in the last proposition
implies L(N) = L(N + 1) (cf. Proposition 2), thus the resulting inequality can
also be written as
S(N) > L(N)—1.
(i1) Assuming L(N) < N /2, Proposition 10 implies S(N —1) > L(N) — 1
and hence we also obtain S(N) > L(N) — 1.

Corresponding to the upper bound in Proposition 8 we derive the following
lower bound.

Proposition 12 I[f L(N + 1) > (N + 1)/2 then
S(N) >N —L(N +1).

Proof. Let L(N +1) = (N +k +1)/2 with k > 1. By Proposition 2
N+k+1
> .

Due to Proposition 4 we have S(N) > S(N +k) —k,and since L(N +k+1) =
(N +k+1)/2 we may apply Proposition 10to get S(N+k) > L(N+k+1)—1.
Putting together these inequalities we arrive at

N4+k+1
S(N)ZL(N+k+1)—k—1:%_k_1

LIN+1)=L(N+2)=...=L(N+k+1)=

N+k+1
=N—<%

):N—L(N+1).

Now we are in position to prove the main result.

Proof of Theorem 1. We show that min(L(N), N + 1 — L(N)) is an upper
bound and min(L(N), N +1 — L(N)) — 1 is a lower bound for S(N).

The upper bound is an immediate consequence of Proposition 5, Proposi-
tion 8 and Remark 9.

To verify the lower bound we consider two cases.

1. L(N) < (N + 1)/2: If L(N) < N/2 then by (ii) of Remark 11 we have
S(N) > L(N) — 1.
IfL(N)=(N+1)/2then L(N+1) = (N +1)/2 and our assertion follows
from Proposition 10.

2. L(N) > (N + 1)/2: This implies L(N) = L(N +1) > (N + 1)/2
and Proposition 12 provides the lower bound N — L(N) for S(N) as
desired. O

Incase LIN) =N+ 1— L(N),i.e., L(N) = (N + 1)/2, there is a definite
value for S(N).

Corollary 13 IfL(N) = (N + 1)/2 then S(N) = (N — 1)/2.
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Proof. The assumption implies L(N + 1) = (N 4+ 1)/2 and by Proposition 10
and Proposition 5 we infer

L(N)—1<S(N)<L(N)=(N+1))2.

Since the upper bound is greater than N/2 due to Proposition 4 we have
S(N)=L(N)—1=(N-1)/2. O

The following example shows that all the cases appearing in Theorem 1

L(N) D
L(N) —1 (1)
N +1— L(N) (IIT)
N—-L(N) 1V)

S(N) =

can occur.

Example. We consider the following sequence (1,):
111 0—-1-1 010.

The first three terms of (1,,) satisfy the relation 1,4, = n,,thus L(2) = L(3) =
1 and Proposition 6 yields S(2) = S(3) = 0.

Then L increases to L(4) = ... = L(8) = 3 and the recurrence relation of
least order for the first eight terms of (1,,) 1S 9,43 = —Np+1 + Nuro. Again by
Proposition 6 we get S(6) = S(7) = S(8) = 3. Since S(N) < S(N + 1) <
S(N) + 1 (Proposition 4), this implies S(4) = 1 and S(5) = 2.

Finally, the whole sequence does not satisfy the recurrence relation of order
3, thus L(9) = 6 and a simple computation shows S(9) = 4.

N ||2]3]4|5]|6]7]|8]9
L(N)|[1|1]3]3]3]3|3]6
S(N)||o[o|1]2]3|3]3|4
To sum up, for N = 2 we have case (II), for N = 4 case (IV), for N = 7 case
(I) and for N = 9 case (III).
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