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One of the major developments of modern macroeconomics has been the use
of dynamic competitive general equilibrium models to analyze both short
and long-run macroeconomic phenomena. However, it was recognized quite
early ± as is clear from Lucas' (1972) work ± that to understand many
macroeconomic issues it is necessary to depart from several of the assump-
tions of Arrow and Debreu that allow the abstraction from various frictions.
And, indeed, it is now standard in analyses of unemployment or asset pricing
to impose various kinds of nonconvexities or to impose a structure of mar-
kets that is, exogenously, incomplete.

Of course, simply imposing a structure where markets are incomplete is
uncomfortable along several dimensions. Most obviously, it is ad hoc. The
very spirit of the original introduction of general equilibrium theory into
macroeconomics was to avoid arbitrariness in the speci®cation of an eco-
nomic environment by a modeller. And, in addition, it now seems well-
established that institutional structures ``matter'' in the determination of
both short and long-run macroeconomic performance. Why institutions
di�er across economies, or within a given economy over time, cannot be
understood by exogenously imposing a structure of incomplete markets.

Let me give two examples of institutional structures that seem to matter
very much from a macroeconomic perspective, and that are not readily un-
derstood either within the context of the basic Arrow-Debreu paradigm, or
within the structure of exogenous market incompleteness. The ®rst is an
example drawn from long-run growth experience. Gurley and Shaw (1955,
1960, 1967) observed some time ago that there is a typical co-evolution of the
real and the ®nancial sectors of an economy during the growth process.
In particular, in very primitive economies investment in either human or
physical capital is typically ®nanced either by the individual investor, or
within a small group of individuals who borrow and lend among themselves.
Intermediation is not observed. As economies become somewhat more de-
veloped banks emerge and intermediate borrowing and lending. However, at
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®rst the claims created in this process are rarely traded. Only at relatively
advanced stages of development do debt, equity, and other markets in
®nancial claims become important.

In the Gurley-Shaw account, real development promotes ®nancial de-
velopment and the ®nancial development that occurs is a further stimulus to
real development. No direction of causation is attributed. Moreover, it ap-
pears to be empirically well-documented that ®nancial development is im-
portant in the growth process. For example, King and Levine (1993 a, b) and
Levine and Zervos (1995) establish that measures of banking and equity
market activity are essentially the only robustly signi®cant predictors of
future growth performance.

The second example is drawn from historical experience with business
cycles. Friedman and Schwartz (1963) found that every U.S. recession be-
tween the Civil War and World War II but one was associated with a large
scale withdrawal of resources from the banking system. Particularly severe
recessions were associated with banking panics. And, since World War II,
several recessions have involved similar phenomena termed ``disintermedia-
tion'' or ``credit crunches''. While it is logically possible to construct business
cycle models where these events in the ®nancial sector are purely passive
responses to events elsewhere in the economy, such models are greatly at
odds with the interpretation of events given by astute observers such as
Friedman and Schwartz. And, worlds where monetary policy ``worked'' by
a�ecting credit market conditions and, through that channel, real activity,
were central to the thinking of Keynes and many others in works like
``A Tract on Monetary Reform.''

In the basic framework of Arrow and Debreu intermediaries or ®nancial
market institutions play no real role; there are no frictions for intermediaries
to address. Thus the signi®cance of ®nancial market institutions for either
growth performance or business cycle phenomena cannot be understood in
that context. And, the evolution of ®nancial market institutions in the
growth process cannot be understood by exogenously imposing market
structures on economies.

In economies with informational asymmetries, however, the structure of
contracts and institutions will generally matter for allocations. Moreover, as
authors like Diamond (1984), Boyd and Prescott (1986), and Williamson
(1986) have shown, banks and other ®nancial market institutions can emerge
in such economies as an optimal mechanism for allocating resources in the
presence of private information. Thus, models of private information hold
out the hope of understanding the structure of markets and institutions as an
endogenous economic outcome, of understanding how this structure might
respond to other changes in the economic environment, and of under-
standing what role these institutions play in the growth process, or in gen-
erating or propagating business cycles. And, in fact, earlier work by
Williamson (1987b), Bernanke and Gertler (1989), and Smith (1989) has
already demonstrated that the presence of private information can provide
propagation mechanisms for shocks that would be irrelevant in Arrow-
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Debreu economies. In addition, Azariadis and Smith (1998) have shown how
®nancial markets that operate under informational asymmetries can be a
source of shocks that could not occur in Arrow-Debreu economies.

The articles in this symposium constitute an attempt to further under-
stand the role of informational frictions ± and of the institutions and con-
tractual arrangements that arise in response to them ± in the growth process,
and in the mechanics of business cycles. And, at least some of the papers
treat these as integrated issues.

Growth and development

As Gurley and Shaw noted, economic development in market economies is
typically accompanied by an increasing ``sophistication'' of the ®nancial
system. A particularly oft-noted fact is that equity markets typically are
larger (in trading volume) and more active in developed than in developing
economies. And, for ®rms, equity issues become a more signi®cant source
of funds as the development process becomes more advanced. Moreover,
as Levine and Zervos (1995) demonstrate, this ®nancial market evolution
represents a further stimulus to growth.

The article by Boyd and Smith employs a costly state veri®cation (CSV)
model to try to understand these observations. The most obvious reason to
do so is that ± under well-known circumstances (Gale and Hellwig, 1985) ±
the fact that it is costly for external investors to observe investment returns
implies that it is optimal for external ®nance to be obtained by issuing debt.
And, under other well-known circumstances (Diamond, 1984; Williamson,
1986) it is optimal for debt issues to be intermediated.

Boyd and Smith utilize these facts in a model where there are two tech-
nologies for creating capital. One of these is subject to a CSV problem, and
one is not. Investments employing the technology with the CSV problem
attached should optimally be ®nanced with debt, whereas investments with
observable returns can be ®nanced with equity. Under certain assumptions
that they describe, state veri®cation becomes more costly with development ±
in practice perhaps because production processes become more complex.
Thus, as an economy grows, ®rms optimally reduce their reliance on in-
vestment technologies subject to the CSV problem ± and on debt ± and
increase their use of equity.

As is central to the Gurley ± Shaw account of ®nance and development,
often equity markets become active only once an economy reaches a crucial
stage. After this stage is reached, equity markets might evolve slowly. Or, as
in Korea ± where the ratio of stock market trading to GDP increased by
a factor of 12 from 1986 to 1989 ± equity market development might be ex-
tremely rapid. The Boyd-Smith article indicates how either outcome
can occur.

The paper by Antino® and Huybens pursues another aspect of economic
development ± one particularly relevant to small open economies. In such
economies, development agencies and policy-makers often argue that the real
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exchange rate (typically taken to be a relative price between traded and
nontraded goods) can and should be manipulated as a means of stimulating
economic development. However, despite the existence of strong priors,
formal theories of the relationship between real exchange rates and real
activity are largely lacking. Antino® and Huybens take a step towards rec-
tifying this. In their model capital investment is again subject to a CSV
problem. In addition, investors can provide some internal ®nance for their
projects. As noted by Bernanke and Gertler (1989) and many others, in the
presence of a CSV problem internal ®nance acts to mitigate the severity of
the informational asymmetry. Antino® and Huybens show that the level of
the real exchange rate will typically a�ect the incomes of domestic investors
and, consequently, their ability to contribute internal ®nance to their
projects.

In this context Antino® and Huybens demonstrate the potential for
multiple steady states to be observed: there is one steady state with a rela-
tively high real exchange rate in which borrowers provide little internal
®nance, and a second with a lower real exchange rate in which investors
contribute more internal ®nance for their projects. Antino® and Huybens
also show that there is no necessary connection between movements in the
real exchange rate and real activity; a declining real exchange rate can be
associated either with a rising or a falling capital stock. This paper thus
provides a theoretical foundation for the notion that real exchange rates and
economic activity are linked. At the same time it provides a caution to policy-
makers that the nature of comovements in production and the real exchange
rate may di�er dramatically across economies, or over time within a given
economy.

Betts and Bhattacharya also consider an economy in which capital in-
vestment is subject to a CSV problem. However, the focus of their article is
on how this credit market friction interacts with an adverse selection problem
in labor markets. The latter friction creates scope for labor to be unem-
ployed, just as the presence of a CSV problem in capital markets creates
scope for credit to be rationed.

When adverse selection problems lead to the existence of unemployment,
several things happen. As capital is accumulated the real wage paid to more
skilled labor rises relative to that of less skilled labor. When skill levels are
privately observed, this exacerbates the adverse selection problem in labor
markets. Since unemployment is used as a sorting device, the consequence is
that the equilibrium level of unemployment rises. In addition, since capital-
labor ratios depend on the quantity of unemployed labor, next period's
capital-labor ratio may be nonmonotonically related to today's capital-labor
ratio. This makes it possible to observe multiple asymptotically stable steady
state equilibria, oscillatory equilibria en route to a steady state and, poten-
tially, equilibrium trajectories that converge to limit cycles. Thus frictions
that arise due to informational asymmetries in labor markets have implica-
tions both for long-run outcomes, and for the possibility of shorter-run
¯uctuations.
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Betts and Bhattacharya also establish that the potential for development
traps and for oscillation ± damped or otherwise ± depends on the severity of
the CSV problem in capital markets. The more severe the CSV problem, the
greater the likelihood that these phenomena can be observed. This is the
sense in which credit and labor market frictions interact.

Business cycles

Three of the papers in the symposium are further explorations of the notion
that informational asymmetries can amplify the e�ects of exogenous shocks,
thereby increasing the severity of business cycles. Cooley and Nam do this
taking as their starting point a conventional monetary real business cycle
model. Money is introduced via a cash-in-advance constraint and, to gen-
erate a liquidity e�ect, there is limited participation as in Lucas (1990),
Fuerst (1992), and Christiano and Eichenbaum (1992a, b). The implication
of limited participation is that ®rms and ®nancial intermediaries ± the latter
stand between ®rms and households ± adjust their portfolios more often than
the agents who supply funds (households) can. This is what permits a
liquidity e�ect to occur.

The innovation of the Cooley-Nam paper is that ®rms require ``credit in
advance'' in order to ®nance their current operating expenses, and that this
credit extension is subject to a CSV problem.1 The intermediaries who
provide this credit operate subject to a reserve requirement. And, the ®rms
they lend to are subject to individual speci®c ± as well as aggregate ± shocks.
These idiosyncratic shocks can be observed by outsiders only at a cost,
introducing a conventional CSV problem.

In this context, Cooley and Nam ®nd that the response of the economy to
a technology shock is quite similar to what one would observe in an economy
where all idiosyncratic shocks are freely observed.2 However, the presence of
the CSV problem magni®es the e�ects on the capital stock of a shock to the
money growth rate, although most other variables respond in essentially the
same way to a monetary shock whether or not the CSV problem is present.

Cooley and Nam also consider the possibility that monetary policy
shocks take the form of innovations to reserve requirements (and, indeed,
e�ective reserve requirements on banks have varied substantially over time).
They ®nd that such shocks have very strong real e�ects on the economy in
the presence of a CSV problem: in e�ect, the existence of a CSV problem
seems to provide a strong propagation mechanism for shocks to bank
regulation.

1 In contrast to several other papers in the symposium, intermediaries ®nance ®rms' current

operating expenditures. But, they do not ®nance capital investment. And, Cooley and Nam

abstract from any internal ®nancing of activities by ®rms. This was the source of propagation in

Bernanke and Gertler (1989), and of endogenously arising volatility in Boyd and Smith (1997,

1998).
2 This is somewhat di�erent from the ®nding of Carlstrom and Fuerst, as discussed below.
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Carlstrom and Fuerst also take as their starting point a conventional real
business cycle model.3 As was already noted, if one wants to introduce credit
market considerations into such a model, there is an issue about (a) what
activities require credit, and (b) what activities involve a CSV problem. In the
Antino®-Huybens, Betts-Bhattacharya, or Boyd-Smith contributions to this
volume, the CSV problem is attached to the activity of physical capital in-
vestment. In Cooley-Nam, it attaches to the production of ®nal goods and
services. Carlstrom and Fuerst investigate, in a business cycle context, the
extent to which it ``matters'' where the CSV problem lies.

In earlier work (Carlstrom and Fuerst, 1997) the same authors developed
a real business cycle model where physical capital investment required credit
extension, and where the CSV problem applied to this investment. Here they
allow the CSV problem to attach to the production of ®nal goods and ser-
vices (as do Cooley and Nam). By comparing the results, Carlstrom and
Fuerst conclude that having the CSV problem associated with physical
capital investment allows greater scope for the informational asymmetry to
amplify the e�ects of a technology shock.

As is implicit in some other work where capital investment is credit-
®nanced ± and subject to a CSV problem ± Carlstrom and Fuerst note that
the presence of the CSV problem has some consequences similar to the
introduction of adjustment costs. Moreover, existing capital cannot be a
perfect substitute for newly-created capital, introducing considerations
analogous to ``Tobin's Q.'' In the speci®cation of their economy where the
CSV problem is associated with capital investment, these adjustment-cost
style aspects actually dampen the initial impact of a technology shock.4

In contrast, when there is a CSV problem that attaches to ®nal goods
production, the implied ``agency costs'' lead to a mark-up in goods prices.
This mark-up distorts allocations in factor markets, and it is this mechanism
by which informational frictions a�ect the propagation of shocks.

Carlstrom and Fuerst conclude that the ``output model'' generates less
ampli®cation and propagation of shocks than the ``investment model.'' This
is due to the fact that distortions of investment decisions have a larger
economic impact than output and factor market distortions in their econo-
my. This is an important conclusion from the standpoint of ``optimal''
strategies for introducing informational asymmetries into real business cycle
models.

As do Cooley and Nam or Carlstrom and Fuerst, the contribution by
Labadie incorporates a CSV problem into a dynamic general equilibrium

3Unlike Cooley and Nam, Carlstrom and Fuerst do not consider any issues related to money or

monetary policy.
4 This observation is quite di�erent from the illustrations by Williamson (1987b), Bernanke and

Gertler (1989) and Labadie that the presence of a CSV problem can create real consequences

from shocks that would be irrelevant under perfect information. It is also distinct from the point

made by Azariadis and Smith (1996, 1998) or Boyd and Smith (1997, 1998) that informational

asymmetries can create a role for ¯uctuations due to self-ful®lling prophecies that would be

absent under perfect information.
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model that is subject to random shocks. Unlike the other articles, however,
her paper considers an overlapping generations economy, and it focuses on
shocks that would be economically irrelevant under full information.

Speci®cally, Labadie examines an economy where symmetrically in-
formed agents can shed risk completely, and where this complete risk sharing
precludes aggregate ¯uctuations from ``mattering.'' However, the presence of
the CSV problem attenuates (but does not eliminate, as in many models of
exogenous market incompleteness) opportunities for risk sharing. When risk
sharing is incomplete a propagation mechanism for shocks appears and
shocks that would be irrelevant under full information can become causes of
business cycles. They also have distributional e�ects that may be of concern
from an aggregate perspective.

The papers by Cooley and Nam or Carlstrom and Fuerst take on the
issue of how to incorporate informational asymmetries into one kind of
dynamic stochastic general equilibrium model ± the real business cycle model
± and to analyze their consequences. Labadie tackles the same issue in
the context of another dynamic stochastic general equilibrium model: the
overlapping generations model with production. All three of these papers
consider models with aggregate shocks, and they take no key variables
as exogenous.5 These contributions represent important methodological
advances along this dimension.

Finance

Azariadis and Chakraborty attack the issue of asset price volatility in a
model that also has relevance to business cycle phenomenon. Indeed, the
volatility of asset prices in their economy is a re¯ection of volatility in real
activity and in¯ation as well.

The ¯uctuations that can arise in the Azariadis-Chakraborty economy are
the consequence of the economy transiting between two regimes: a regime of
high real activity, substantial lending by the ®nancial system, and relatively
e�cient intermediation (due here to a low cost of state veri®cation incurred
by lenders), and a regime of low real activity, limited credit extension, and
relatively ine�cient intermediation (high costs of state veri®cation). These
transitions between regimes are driven purely by beliefs; beliefs that are
con®rmed in equilibrium.

The two regimes arise because of the Azariadis-Chakraborty assumption
that there are increasing returns to scale in ®nancial intermediation.6 When
aggregate lending activity is low (high), intermediation (state veri®cation) is
relatively costly (cheap). The result is that, for a given current state of the
economy, there is more than one possible value for next period's capital

5 Bernanke and Gertler (1989) and the Boyd-Smith contribution to this issue construct their

models so that the real rate of interest on savings is exogenously determined.
6 The same assumption underlies recent Federal Reserve System support for consolidation in

banking, although here the increasing returns are of a somewhat di�erent nature.
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stock (and everything else). If lenders are ``optimistic,'' there is extensive
lending and a large volume of investment. Moreover, the implied decreasing
costs of intermediation imply that this optimism will be justi®ed, in equi-
librium. Similarly, ``pessimism'' by lenders leads to a small volume of credit
extension, and a low level of investment. The pessimistic attitude of lenders is
validated, in equilibrium, by high costs of intermediation.

This mechanism ± whereby there are many possible regimes that can be
entered from any given current state ± was originally developed by Azariadis
and Smith (1998). There, it was made possible by an endogenously severe
adverse selection problem in credit markets. In Azariadis and Chakraborty,
multiple regimes arise due to the speci®cation that the more lending there is,
in the aggregate, the cheaper state veri®cation is for any lender. And the costs
of state veri®cation must decrease su�ciently rapidly with aggregate lending
over some range.

Other authors (for example Boyd and Smith; 1997, 1998) have shown
how endogenous volatility ± but not multiple regimes ± may arise in related
models where the cost of state veri®cation is ®xed. However, those models, as
do many in the CSV literature (Williamson, 1986, 1987a; Bernanke and
Gertler, 1989) introduce another kind of (microeconomic) nonconvexity: an
upper bound on the amount that can be invested by any single borrower. In
practice it is possible that both kinds of nonconvexities have some relevance,
suggesting the possibility that not only might multiple equilibrium regimes
exist, but that endogenous volatility can be observed within some or all of
these regimes.

All of the papers discussed thus far are about the aggregate consequences
of private information. But, in order for informational asymmetries to have
signi®cant macroeconomic consequences, they must have microeconomic
consequences as well. And it is perhaps easier to verify (or to falsify) the
importance of private information at the microeconomic level.

One testing ground that has emerged concerning the empirical signi®-
cance of agency problems is in the realm of executive compensation.
Haubrich and Popova reexamine this topic. Using data on CEO compen-
sation, Jensen and Murphy (1990) found what they interpreted as quite a
weak empirical relationship between CEO compensation and ®rm perfor-
mance. They further argued that models of principle-agent relationships were
inconsistent with these apparently small performance incentives. If taken at
face value, this conclusion would cast considerable doubt on the empirical
signi®cance of one likely source of agency problems.

In subsequent work, Haubrich (1994) wrote down a simple parameter-
ization of the principal-agent model developed by Grossman and Hart
(1983), and showed that it was not necessarily inconsistent with the Jensen-
Murphy ®ndings. Wang (1997) reached a similar conclusion using a model of
repeated interactions between a principal and an agent (Green, 1987; Spear
and Srivastava, 1987).

Haubrich and Popova take the next logical step, and ``calibrate'' a model
of a principal-agent relationship between shareholders and a CEO. They

458 B. D. Smith



allow for a relatively large number of potential actions by a ®rm manager,
and they also allow for nonlinear incentive schemes. Indeed, Haubrich and
Popova ®nd that the optimal managerial incentive scheme involves signi®-
cant nonlinearites; managers should receive greater rewards for increasing
production in bad states than they do in good states.

The Haubrich-Popova model is calibrated using information about
shareholder values for 350 ®rms from the Jensen-Murphy data set. They ®nd
that the calibrated model matches quite closely the average performance/pay
ratio found in the data. The Haubrich-Popova results suggest that observed
CEO compensation is, in fact, very much in line with the predictions of a
basic principal-agent model. Their ®ndings allow increased con®dence that
informational asymmetries are important at a microeconomic level.

To conclude, the 1980s saw major contributions to the theory of ®nancial
markets and ®nancial intermediation. Many of these were based on the ex-
istence of informational asymmetries. In the 1990s these insights have been
applied to growth theory and to the theory of business cycles ± two areas in
which ®nancial factors have long been held to be of central importance.
Moreover, we know that there are major evolutionary changes in the
®nancial system as an economy develops, and that the ®nancial system
experiences strong changes over the business cycles. Models of private
information hold out the potential of explaining these changes in a fully
endogenous way.
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