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Abstract
Rational and self-interested players are motivated to free-ride on an efficient agree-
ment in economies with externalities. To provide a non-cooperative foundation of the
Coase theorem, we consider a dynamic bargaining game for side-payment contracts.
Players voluntarily participate in negotiations. If all players do not, then any contract
is renegotiated. When the probability of negotiations stopping is sufficiently small,
there exists an efficient Markov perfect equilibrium where all players immediately
participate in the grand coalition. The agreement converges to the Nash bargaining
solution as the stopping probability goes to zero. We further show that for any proba-
bility of stopping, all players form the grand coalition in finitely many rounds in every
pure strategy Markov perfect equilibrium unless the game stops on the way.

Keywords Coase theorem · Efficiency · Externality · Nash bargaining solution ·
Side-payment contract · Participation

JEL Classification C72 · C78 · H41

1 Introduction

The Coase theorem (1960) embodies a widely shared view on efficiency among
economists. The theorem states that if property rights are well defined and there are
no transaction costs, rational and fully informed agents achieve an efficient outcome.1

Voluntary bargaining is considered to be a decentralized solution to inefficiency in
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economies with externalities. A simple and powerful idea supporting the theorem
is that if an agreement is inefficient, rational agents will renegotiate it to achieve a
Pareto-improving outcome. However, the theorem implicitly assumes that all agents
participate in bargaining. This assumption needs be justified. For example, in the pres-
ence of externalities, economic agents have an incentive to free-ride on an efficient
agreement between other agents, and thus not to participate in bargaining. Despite its
popularity, the literature has yet to provide a non-cooperative bargaining foundation
for the Coase theorem. In order to do this, we need to build a non-cooperative bargain-
ing model that explicitly includes both voluntary participation and renegotiation. This
study aims to provide such a model and to show how and when the Coase theorem
holds in a dynamic process of multilateral bargaining.

To illustrate the problem, we begin with an example of a public good game.

Example 1 There are three players, each endowed with one money unit. They choose
independently how much to contribute to a public good. Let ai ∈ [0, 1] be a contribu-
tion of player i = 1, 2, 3. Player i’s payoff is given by 0.6

∑3
j=1 a j + 1 − ai . Each

player’s dominant action is no contribution. If all three players participate in nego-
tiations for the joint provision of the public good, the efficient provision is attained
by the full contribution profile (1, 1, 1), with payoffs (1.8, 1.8, 1.8). Suppose that one
player, say 1, does not participate and thus does not contribute. Then, the payoff of
the remaining players (i = 2, 3) is given by 0.6

∑
j �=1 a j + 1 − ai . The total payoff

is 0.2
∑

j �=1 a j + 2, which is maximized by the full contribution profile (1, 1). This

generates payoffs of 1.2 to players 2 and 3, and a payoff of 2.2 to player 1.2 Thus,
player 1 has an incentive not to participate in negotiations, resulting in free-riding on
the public good provided by the other players. Inefficiency is caused by player 1’s
non-participation, and thus the Coase theorem seems to fail. This, however, is not the
end of a story. Because the total payoff for two participants and one free-rider (4.6) is
smaller than the efficient outcome 5.4, there exists a Pareto improvement. Thus, the
three players have an incentive to renegotiate their contributions, as the payoff profile
(2.2, 1.2, 1.2) will prevail if the renegotiation fails. For example, they might all agree
to split the surplus 0.8 equally, which would result in an efficient outcome with payoff
profile (2 7

15 , 1
7
15 , 1

7
15 ). However, by anticipating this renegotiation, players 2 and 3

should recognize that once player 1 opts not to participate, they would be better off dis-
agreeing and, if the bargaining friction is small, could instead renegotiate with player
1 from a symmetric position in order to obtain 1.8. As a result, player 1 would be
worse off, and non-participation would turn out to be not beneficial. Efficiency would
be attained through voluntary bargaining even under the existence of an incentive to
non-participation.

In this paper, we formalize the logic of the efficient bargaining illustrated in the
example by presenting a non-cooperative bargaining model with renegotiations.

The Nash bargaining solution is the most widely accepted bargaining solution,
applied to many economic, political and environmental problems. As we have seen in

2 The example is described in a partition function form with transferable utility such that v({1, 2, 3}) =
5.4, v({1}|[{1}, {2, 3}]) = 2.2, v({2, 3}|[{1}, {2, 3}]) = 2.4, v({i}|[{1}, {2}, {3}]) = 1 for i = 1, 2, 3. The
values for other coalition structures are symmetrically given.
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the example, players may be motivated to free-ride on the Nash bargaining solution,
and as a result, efficient bargainingmay be deteriorated. The issue of free-riding is par-
ticularly relevant to the context of global public goods (Buchholz and Sandler 2021).
A prominent example is climate change. Countries are motivated to free-ride on a pro-
posed mechanism to solve climate change. Caparrós (2016) surveys game theoretic
papers that apply non-cooperative bargaining models to international environmental
agreements.

Our model is briefly described as follows. Negotiations of side-payment contracts
take place over (possibly) infinitely many rounds before n players play an underly-
ing strategic-form game. A side-payment contract is contingent on the participants’
actions. Each round k = 1, 2, · · · is characterized by a state variable (Sk, tk), where
Sk denotes the set of players who formed a coalition in previous rounds, and tk is
an “on-going” contract of side payments in Sk . At the beginning of round k, all non-
participants decide independently whether to participate in negotiations. Thereafter,
negotiations take place between the set Sk+1 of all incumbent and new participants.
The bargaining procedure is of a Rubinstein-type with random proposers. Specifically,
one player is selected as a proposer according to a predetermined probability distri-
bution θ over the set of participants. The proposer chooses a side-payment contract
tk+1 for Sk+1, which all other players in Sk+1 either accept or reject sequentially. If
all players accept tk+1, it becomes an “on-going” contract, replacing tk . If not, the
contract tk remains effective. Thereafter, the negotiations stop with probability ε, after
which the underlying game is played under the final contract tk+1 (and tk in case of
no agreement). Non-participants respond to the final contract optimally. The negoti-
ations continue in the next round k + 1 with probability 1 − ε and with a new state
(Sk+1, tk+1), following the same procedure as in round k.

The model has several features. A final contract is binding and can be enforced
effectively. Non-participants respond optimally to the contract. Participants negotiate
for a contract, anticipating the responses by non-participants. The model captures the
strategic interdependence between participants and non-participants. A side-payment
contract plays two roles. First, it improves efficiency, defined as surplus maximization.
Second, it serves as a device to enforce any action profile by giving players an incentive
to play it (see Lemma 1).When participation ismandatory, themodel can be reduced to
the standard bargaining problemof splitting a cake of fixed sizewhere the size of a cake
is given by the maximum total welfare. The model has two restrictive assumptions. A
coalition does not shrink butmay expand in the process of renegotiation. The formation
of multiple coalitions is ruled out. We shall discuss in Section 4 how we can relax
these assumptions. The assumption of a single coalition seems reasonable in a context
of global public goods where there exists a single kind of public goods such as climate
change.

We consider the existence and efficiency of a Markov perfect equilibrium in the
bargaining game. We first prove that for every sufficiently small ε > 0, there exists an
efficientMarkov perfect equilibriumwhere all players participate in negotiations in the
first round (Theorem 1). When ε vanishes, the agreement converges to an asymmetric
Nash bargaining solution, regardless of a proposer. The disagreement point of theNash
bargaining solution is given by a Nash equilibrium of the underlying game. If any
round with a state (Sk, tk) is reached in off-equilibrium play, then all non-participants
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participate in the negotiations, and the on-going contract tk is renegotiated to the Nash
bargaining solution where the disagreement point is a Nash equilibrium under tk .

The reason that every player participates in the agreement of the Nash bargaining
solution can be intuitively explained as follows. A player ismotivated not to participate
in the negotiations, provided that all remaining participants make an agreement and
that non-participation is better off. It, however, is impossible that the two conditions
hold simultaneously. If the remaining players form the coalition, then an agreed-upon
allocation is renegotiated to an efficient one involving the non-participant, which has
the same total welfare as the Nash bargaining solution. Thus, there exists a trade-off of
payoffs between participants and the non-participant. If the non-participant is better
off, then the remaining players are worse off than in the Nash bargaining solution, and
thus it is optimal for them to break down the negotiations without the non-participant,
and to restart the bargaining game from a symmetric position.

We further show the dynamic efficiency of every Markov perfect equilibrium (The-
orem 2). Specifically, we prove for any probability ε > 0 of stopping that, starting
from an inefficient state with non-participants, a coalition expands in every pure strat-
egy Markov perfect equilibrium, under a super-additivity condition of the underlying
game. A coalition gradually expands to the largest one unless the game stops on the
way. When the bargaining friction vanishes, all players participate in negotiations and
form the grand coalition in at most n rounds with probability approaching one.

Finally, we review three strands in the literature closely related to this paper. First,
our result contributes to a large body of the literature on the Nash Program which
obtains a suitable bargaining solution as an equilibrium for a non-cooperative bar-
gaining game (Nash 1953 and Binmore et al. 1992). Serrano (2021) provides a recent
survey of the literature. Since the seminal paper of Rubinstein (1982), a number of
non-cooperative sequential bargaining models for the Nash bargaining solution have
been proposed not only for bilateral bargaining but also for multilateral bargaining
without subcoalitions (Laruelle and Valenciano 2008 and Britz et al. 2010 among
others) and with subcoalitions (Okada 2010). To our knowledge, most existing works
assume that all players participate in negotiations, and show that the Nash bargaining
solution is agreed on in a decentralized bargaining process, given the full participa-
tion. Our result extends a non-cooperative support of the Nash bargaining solution to
multilateral bargaining situationswhere players voluntarily participate in negotiations.

Second, this paper shares several features with the literature of non-cooperative
coalitional bargaining. It is well-known that an efficient allocation is not always
achieved in a super-additive characteristic-function game (Chatterjee et al. 1993 and
Okada 1996). Ray and Vohra (1999) extend the analysis to partition-function games
with externality. Seidmann and Winter (1998) and Okada (2000) incorporate a phase
of renegotiations into their sequential bargaining models, and show that everyMarkov
perfect equilibrium under renegotiations dynamically attains an efficient allocation
when the grand coalition is efficient. The result is extended to a history-dependent
equilibrium (Hyndman and Ray 2007) and to partition-function games (Gomes 2005,
and Gomes and Jehiel 2005). The model in the paper has the feature that a coalition
does not break up, as in earlier works (Seidmann and Winter 1998; Okada 2000 and
Gomes 2005). Gomes and Jehiel (2005) show asymptotic efficiency in a general coali-
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tional transition process3 under the condition that there exists an efficient “negative
externality-free” state. Their condition does not hold in the public goods game, which
is the main example of our model.

Our model and the existing ones mentioned above consider the same problem, that
is, efficiency in coalition formation, in differentways. In our view, they are complemen-
tary.4 Most bargaining models in the literature employ proposal-response protocols
where a selected player proposes to other players a coalition, which is formed by unan-
imous consent. Players can join coalitions by invitation only. Speakingmetaphorically,
these models presume that all players have already come together in a meeting room,
and analyze whether and how they can voluntarily reach an efficient agreement. How-
ever, if any efficient agreement is expected in the room, some players may not show
up, hoping to free-ride. Our model of voluntary participation considers such a possi-
bility of non-participation. Dixit and Olson (2000) forcefully argue the “voluntary”
nature of Coasian bargaining in that individuals should have the right to decide freely
whether to participate. In many international treaty negotiations, there exists a pre-
negotiation stage where countries decide whether to participate in negotiations. Our
model is suitable for the analysis of such bargaining situations.

Third, voluntary participationmodels have been extensively studied in the literature
of stable coalitions (D’Aspremont et al. 1983; Barrett 1994; Dixit and Olson 2000;
Carraro et al. 2006; Karp and Simon 2013 among others). Most works in the literature
consider a two-stage gamewhere all players decidewhether to participate in a coalition
in the first stage, and they choose their actions non-cooperatively in the second stage.5

A Nash equilibrium in the first stage of participation corresponds to a stable coalition
where no single participant is better-off by opting out (internal stability), and no single
outsider is better-off by opting in (external stability). While an equilibrium coalition
size can be any integer below the population size, depending on specific forms of payoff
functions, it is typically inefficient and, in some cases very small. This inefficiency
result is caused by the static nature of the standard model in that participation is
only once. Our model provides a dynamic version of it where players have multiple
opportunities to participate. We show the efficiency in dynamic coalitional bargaining
with participation.

The remainder of the paper is organized as follows. Section 2 presents the model.
Section 3 provides the theorems. Section 4 discusses some extensions and concludes.
All proofs are provided in the Appendix.

3 Gomes and Jehiel (2005) allow a coalition to be broken into sub-coalitions, provided that the transition
is approved by all affected players. Hyndman and Ray (2007) also employ a similar transition rule.
4 In another modeling aspect, the primitive of our model is a strategic form game, whereas most existing
models are built on games in characteristic function form and in partition function form.
5 Usually, a group of participants are assumed to act as a single player who maximizes the group welfare
under a fixed allocation rule.
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2 TheModel

We first introduce our notation. Let G = (N , {Ai }i∈N , {ui }i∈N ) be an n-person game
in strategic form. Here, N = {1, · · · , n} is the set of players, and Ai is a finite set
of player i’s pure actions ai . For a non-empty subset S of N (possibly S = N ), let
AS = �i∈S Ai . The product AS is the set of pure action profiles aS = (ai )i∈S for
players in S. We denote A = AN . For an action profile a = (ai )i∈N in A, we often
use the notation a = (aS, aN−S), where aS ∈ AS and aN−S ∈ AN−S . When S = {i},
we also employ the notation a = (ai , a−i ), where a−i denotes the action profile other
than ai in a. Player i’s payoff function ui is a real-valued function on A. A probability
distribution on Ai is called a mixed action for player i . For a mixed action profile of
players, the expected payoff for each player is defined in the usual way. An action
profile a is efficient if it maximizes the payoff sum

∑
i∈N ui (a) over A. Let M be the

maximum payoff sum. Let θ be a function which assigns to every subset S of N a
probability distribution θ(S) over S. The cardinality of a set S is denoted by s. Lastly,
Rs denotes the s-dimensional Euclidean space.

For a subset S of N , a side-payment contract t S = (t Si )i∈S for S is a vector of
functions, t Si : AS → R, which satisfies the feasibility condition

∑

i∈S
t Si (aS) ≤ 0, (1)

for all action profiles aS in AS . Under t S , player i ∈ S receives a side payment of
t Si (aS) when the members of S choose an action profile aS . In what follows, we refer
to a side-payment contract simply as a contract.

We now describe a dynamic bargaining game. For each k = 1, 2, · · · , let ωk =
(Sk, tk) be a state variable in round k, where Sk ⊂ N and tk = (tki )i∈Sk is a contract
for Sk . We interpret ωk = (Sk, tk) to mean that Sk is the set of all players who have
participated and formed a coalition before round k and that tk is an “on-going” contract
agreed upon by Sk . Let the initial state ω1 = (S1, t1) satisfy S1 = ∅ and t1 = 0 (null
contract). Each round k consists of the following three stages.

Round k.

Stage 1 (participation)
All non-participants i /∈ Sk independently decide whether to participate in negoti-

ations. Let Pk be the set of new participants. Here, Pk may be the empty set.

Stage 2 (negotiation)
Negotiations take place between the incumbent participants Sk and the new partic-

ipants Pk (if any). Let Sk+1 = Sk ∪ Pk . Each player i ∈ Sk+1 is selected as a proposer
according to the probability distribution θ(Sk+1). Proposer i chooses a contract tk+1

for Sk+1, which all other participants in Sk+1 either accept or reject sequentially,
according to a predetermined order. If all participants accept tk+1, then it becomes an
on-going contract, replacing tk . In this case, we say that coalition Sk+1 is formed. If
tk+1 is rejected by any responder, tk remains as the on-going contract. At the end of
stage 2, there is a random choice that determines whether or not the game stops. The
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negotiations continue in the next round k + 1 with probability 1 − ε, and the process
is repeated for the new state ωk+1, determined by

ωk+1 =
{

(Sk+1, tk+1) if tk+1 is agreed on by Sk+1,

ωk otherwise.

The negotiations stop with probability ε > 0, in which case the on-going contract
becomes the final one.

Stage 3 (action)
When the negotiations stop, all players independently choose their (pure or mixed)

actions under the final contract t = (ti )i∈N . For a pure-action profile a ∈ A, the payoff
of each player i is given by

ui (a, t) = ui (a) + ti (a), (2)

where ti (a) = ti (aS) for each participant i and ti (a) = 0 for each non-participant i .
We denote the bargaining game defined above by �ε . The stopping probability ε

is considered to be bargaining friction. All players perfectly know a history of play
whenever they make choices.

A (pure) strategy profile σ for �ε is defined in the standard manner. It prescribes
a choice to each player, depending on a history of play.6 For a strategy profile σ , we
denote the expected payoff for player i in �ε by Eui (σ ).

We consider a Markov perfect equilibrium in the game �ε . A strategy profile for
�ε is a Markov perfect equilibrium if it is a subgame perfect equilibrium where every
player’s choice for each round k depends only on a state ωk and on a payoff-relevant
history of play within round k. Formally, it is defined as follows.

Definition 1 A strategy profile σ for �ε is a Markov perfect equilibrium (MPE) if
it is a subgame perfect equilibrium of �ε satisfying the following three properties
for every round k with a state ωk = (Sk, tk): (i) the participation choices of all non-
participants i /∈ Sk depend only onωk , (ii) a proposer’s choice depends only onωk and
on Sk+1 = Sk ∪ Pk where Pk is the set of new participants, and all responders’ choices
depend only on ωk and a contract t proposed for Sk+1, and (iii) if a new contract t is
agreed on, then the participants’ actions depend only onωk and t , the non-participants’
actions depend only on ωk and on the participants’ actions under t , and otherwise, all
players’ actions depend only on ωk .

The definition of an MPE is standard in a repeated game with observable states.
It requires that every player’s equilibrium strategy depends only on a payoff-relevant
history summarized as a state variable. The only difference here is that each round
game in�ε is modeled as a sequential gamewith three stages. Accordingly, we require
that every player’s equilibrium strategy for each round k depends only on a state ωk

and on a payoff-relevant history of play within round k.

6 We allow players to choose mixed actions in stage 3 when negotiations stop.
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A few remarks on condition (iii) for the final stage may be useful. A side-payment
among the participants does not affect non-participants’ payoffs. The participants’
actions only are payoff-relevant to non-participants. Owing to Lemma 1 applied to a
group of participants, any action profile of the participants can become their dominant
actions under an appropriate contract, and they can attain any feasible payoff profile
by contracting. In the public good game where every player has the dominant action of
zero contribution, all non-participants’ equilibriumactions are simplynot to contribute.

In the game, there exists a trivial MPE where, in each round, no players participate
in negotiations, and all players play a Nash equilibrium of the underlying game G.
Every player is indifferent as to whether or not to participate, given that any other
player does not participate. We eliminate this trivial equilibrium from our analysis,
focusing instead on an MPE where at least one player participates in the initial round.
Note that this does not rule out the possibility that no players may participate when
there exist incumbent participants.

We next provide the following result, which is useful for us to construct an MPE.7

Lemma 1 For any pure action profile a ∈ A and any payoff profile x ∈ Rn satisfying∑
i∈N xi ≤ ∑

i∈N ui (a), there exists a contract t for N that satisfies the following:
(i) xi = ui (a, t), for all i ∈ N; and (ii) a is a unique (dominant) Nash equilibrium of
G, given t.

The intuition for the lemma is as follows. When an action profile a is played, a
contract t can be designed such that players receive a feasible payoff profile x through
payoff transfer, because

∑
i∈N xi ≤ ∑

i∈N ui (a). When any action profile a′ �= a is
played, the contract t prescribes that each player i who deviates from a must pay a
sufficiently large penalty to all other players so that ai becomes the dominant action
for player i under t . Thus, condition (ii) is satisfied. We denote the contract given in
Lemma 1 as t(x, a).

Traditionally, cooperative game theory analyzes coalitional bargaining in a strate-
gic form game with transferable utility by formulating the characteristic function of
the game. The classic approach uses the maxmin value under the assumption that a
coalition S expects that the complementary coalition N − S acts against them in the
worst way. For other approaches, see Myerson (1991), for example. In this paper,
we analyze coalitional bargaining in the framework of non-cooperative game theory
without relying on the characteristic function.8

When the bargaining game �ε stops with a final contract t , all players, participants
and non-participants, play a Nash equilibrium of the underlying game G under t
in a subgame perfect equilibrium. In what follows, we arbitrarily fix such a Nash
equilibrium for each contract t . In particular, we call a Nash equilibrium played when
the game stops without any contract a disagreement action, and call its payoff profile
a disagreement payoff.

7 Jackson and Wilkie (2005, p.563) show a similar result.
8 Our approach using Lemma 1 is related to a “defensive-equilibrium representation” of the characteristic
function in the Myerson’s (1991) terminology where a pair of coalitions choose an equilibrium between
them. The way of constructing the worth of a coalition based on a Nash equilibrium is frequently used in
the literature of partition function form games.
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Let w = (wi )i∈N ∈ Rn be a weight vector satisfying
∑

i∈N wi = 1 and wi > 0
for all i . A payoff vector x∗ = (x∗

1 , · · · , x∗
n ) is an (asymmetric) Nash-bargaining

solution of G with a weight vector w and a disagreement payoff d = (di )i∈N ∈ Rn ,
with

∑
i∈N di ≤ M , denoted by N B(w, d), if it is a solution to the following problem:

max
∏

i∈N
(xi − di )

wi

subject to (i)
∑

i∈N
xi = M

(ii) xi ≥ di for all i = 1, · · · , n.

Recall that M is the maximum payoff sum for n players. It is straightforward to see
that, for all i ∈ N ,

x∗
i = di + wi

⎛

⎝M −
∑

j∈N
d j

⎞

⎠ . (3)

The asymmetric Nash bargaining solution N B(w, d) allocates the net surplus M −∑
j∈N d j to players in proportion to w, in addition to their disagreement payoffs. The

weight vector w reflects players’ bargaining power.
Before we analyze the bargaining game �ε in the next section, we consider a

benchmark case that participation is mandatory. In this case, �ε is essentially reduced
to the standard model of a Rubinstein-type sequential multilateral bargaining game
with random proposers where all n players divide the total welfare M . A difference
is that, at the end of the game, the non-cooperative game G is played either with or
without a contract. Let at be a Nash equilibrium of G under a contract t for N .

The following result is well known in the literature on non-cooperative multilateral
bargaining games. With a slight abuse of notation, we denote θ(N ) by θ . When the set
of participants is N , every player is selected as a proposer according to the probability
distribution θ on N .

Proposition 0. Assume that participation ismandatory and that a (pure ormixed) Nash
equilibrium a0 of G is fixed. Then, for every ε > 0, there exists a unique MPE of
�ε , where each player makes an accepted proposal in the first round, and a0 is chosen
in off-equilibrium play when negotiations stop without any contract. The equilibrium
payoff profile generated by each player’s proposal converges to the Nash bargaining
solution N B(θ, u(a0)) in the limit that ε goes to zero.

Since the proof is standard, we omit it (see Laruelle and Valenciano 2008 and
Britz et al. 2010, for example). For the sake of analysis, we provide only the MPE
strategies for players. Let x∗ = N B(θ, u(a0)) be the Nash bargaining solution with
the disagreement payoff u(a0). Define the payoff vector yi,ε ∈ Rn for every ε > 0
and every i ∈ N , such that

yi,εj = (1 − ε)x∗
j + ε · u j (a

0) for all j �= i,
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yi,εi = M −
∑

j �=i

yi,εj .

Note that yi,εj is the continuation payoff that player j receives after rejection, and that it
is independent of proposer i . Let eN ∈ A be the efficient action profile attaining M . In
equilibrium, every player i proposes the contract t(yi,ε, eN ) constructed in Lemma 1,
and accepts any contract t if ui (at , t) ≥ y j,ε

i , where at is the Nash equilibrium of G
chosen under t .

To conclude this section, we suggest another interpretation of bargaining friction
ε in the game �ε . We have introduced the probability of negotiations stopping, ε,
as bargaining friction. When the negotiations stop, the game G is played only once.
Alternatively, we can reformulate �ε as a repeated game where G is played infinitely
many times in the following way.

A pure strategy profile for �ε induces an infinite sequence of states {ωk}∞k=1, where
ωk = (Sk, tk) for each k, ignoring the random selection of proposers. The expected
payoff of player i for this sequence is calculated as

εui (t
1) + ε(1 − ε)ui (t

2) + · · · + ε(1 − ε)k−1ui (t
k) + · · · ,

where ui (tk) is the payoff for player i in the Nash equilibrium of G under the contract
tk . Setting δ = 1 − ε, the expected payoff is equal to the average discounted payoff
sum

(1 − δ)
{
ui (t

1) + δui (t
2) + · · · + δk−1ui (t

k) + · · ·
}

for the infinite sequence {ui (tk)}∞k=1 of payoffs. This observation leads us to the follow-
ing repeated game reformulation of �ε . Each round has the same stages of voluntary
participation and of negotiations as those in �ε . When a new agreement tk+1 is made,
the players play the game G under tk+1 (or under the default contract tk in case of no
agreement). The next round k+1 is played in the new stateωk+1 = (Sk+1, tk+1). Note
that a Markov perfect equilibrium of this repeated game with state variables implies
that the players play a Nash equilibrium of G under the contract tk+1 in each round
k. Thus, our analysis of �ε can be applied to the repeated game model above with
discounted payoffs.

3 Theorems

We first prove the existence of an efficient MPE in the bargaining game �ε when
the stopping probability ε is sufficiently small. The equilibrium implements the Nash
bargaining solution.

Theorem 1 For every sufficiently small ε > 0 and a (pure or mixed) Nash equilib-
rium a0 of G, there exists an efficient MPE of �ε , where all players participate in
negotiations in the first round. Regardless of a proposer, the players agree to the Nash
bargaining solution x∗ = N B(θ, u(a0)) in the limit that ε goes to zero.
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Even in the case that participation is voluntary, the theorem shows that if the bar-
gaining friction ε is sufficiently small, there exists an efficient MPE of �ε where the
Nash bargaining solution N B(θ, u(a0)) is immediately agreed on.

The equilibrium is constructed as follows. All players participate in negotiations
in the first round, and behave according to the MPE σ ∗ given in Proposition 0. For
every ε > 0, the expected payoff profile of players is equal to N B(θ, u(a0)). When ε

vanishes, the agreement converges to N B(θ, u(a0)), regardless of a proposer.
The players behave in off-equilibrium play in the following way. For an on-going

contract z, let x∗(z) be the Nash bargaining solution N B(θ, u(z)) where u(z) is the
payoff profile generated under z. Suppose that the game reaches any round k(> 1)
with a state ωk = (Sk, tk) where Sk �= N . All players outside Sk participate in
negotiations in the first stage. In the negotiation stage, all players behave in the same
way as σ ∗ and their expected payoff profile is equal to the Nash bargaining solution
x∗(tk). The only difference is that the disagreement point is u(tk) instead of u(a0).
The continuation payoff ci of each player i after rejection is (1− ε)x∗

i (tk) + εui (tk).
Because M ≥ ∑

i∈N ui (tk), it holds that M ≥ ∑
i∈N ci . Thus, each player’s proposal

is accepted.
To obtain the intuition for the theorem, we now ask why all players are willing to

participate in negotiations, despite their free-riding incentive in G. We can answer the
question by examining what would happen if any single player opts out. Suppose that
a player h does not participate in the first round. Then, the negotiations take place
between the remaining participants in S = N − {h}. If they choose an action profile
aS , then non-participant h chooses the best response f (aS) to aS . Thus, the maximum
payoff sum that participants S can attain is given by

MS = max
aS

∑

i∈S
ui (aS, f (aS)).

The continuation payoff of each player i ∈ S after rejection is (1− ε)x∗
i + εui (a0).

Note that the Nash bargaining solution x∗ = N B(θ, u(a0)) is agreed on in the fol-
lowing round if the negotiations continue (with probability 1 − ε). On the other
hand, if any contract z is agreed on, each player j ∈ S receives the expected pay-
off (1 − ε)x∗

j (z) + εu j (z) because z will be renegotiated to the Nash bargaining
solution x∗(z) with the disagreement point u(z) in the following round. Thus, each
proposer i’s (possibly) optimal contract t is such that all responders j receive payoffs
u j (t) satisfying (1 − ε)x∗

j (t) + εu j (t) = (1 − ε)x∗
j + εu j (a0), which they accept in

equilibrium. If the optimal contract t is agreed upon, then proposer i receives payoff
(1−ε)x∗

i (t)+ε(MS −∑
j∈S, j �=i u j (t)) and non-participant h receives the free-riding

payoff (1 − ε)x∗
h (t) + εuh(eS, f (eS)), where eS is the action profile attaining MS .

A critical point is whether or not it is actually optimal for proposer i to propose the
contract t defined above. It is optimal if

(1 − ε)x∗
i (t) + ε(MS −

∑

j∈S, j �=i

u j (t)) ≥ (1 − ε)x∗
i + εui (a

0).
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438 A. Okada

Because
∑

j∈N x∗
j (t) = ∑

j∈N x∗
j = M , where M is the maximum payoff sum

for all players in the game G, there exists a trade-off of payoffs for the participants
and for non-participant h between x∗(t) and x∗. Roughly, if x∗

i (t) > x∗
i , such that

proposer i makes the optimal proposal t for sufficiently small ε > 0, then it holds that
x∗
h (t) < x∗

h ,
9 which means that non-participant h is worse off by the optimal contract

t for S. Conversely, if non-participant h is better off by the optimal contract t , then it
should be actually optimal for proposer i to make an unacceptable proposal, in which
case, non-participant h becomes worse off. Whichever happens, h is worse off by not
participating.

The next example illustrates the result of Theorem 1.

Example 2 Consider again the public good game in Example 1. There are three players,
eachwith an endowment of onemoney unit. For a contribution vector a = (a1, a2, a3),
player i’s payoff is given by ui (a) = 0.6

∑3
j=1 a j + 1 − ai . The game has a unique

equilibrium a0 = (0, 0, 0). We consider the bargaining game �ε , where each player
is selected as a proposer with equal probability. The Nash bargaining solution x∗ =
N B(u(a0)) is given by x∗ = (1.8, 1.8, 1.8). In the efficient MPE constructed in
Theorem 1, all players participate in negotiations and receive the expected payoff 1.8.
Suppose that player 1 does not participate, and thus contributes nothing. Then, players
2 and 3 negotiate for their contributions. As shown in Example 1, the payoff sum for 2
and 3 is maximized by the full contribution (1, 1), and is equal to 2.4. Non-participant
1 enjoys the free-riding payoff 2.2 if players 2 and 3 fully contribute. The payoff sum
of the three players is 4.6 and, thus, any contract between 2 and 3 will be renegotiated
in round 2 such that the surplus 0.8 is divided equally between the three players. In the
negotiations between 2 and 3, the continuation payoff of each i = 2, 3 after rejection
is given by ci = 1.8(1−ε)+ε = 1.8−0.8ε. Because c2+c3 exceeds 2.4+2× 0.8

3 for
sufficiently small ε, the negotiations between 2 and 3 fail. As a result, non-participant
1 receives the expected payoff 1.8 − 0.8ε smaller than the Nash bargaining solution
payoff 1.8. Thus, player 1 is motivated to participate in negotiations, as long as the
other two players do so. The same argument is applied to players 2 and 3.

The example can be also analyzed as a cooperative game in partition function form
in the following way (see Ray 2007, for example). See footnote 1 for the partition
function of the game. If player 1 commits not to participate, players 2 and 3 may want
to form a two-person coalition because their paypff sum 2.4 is larger than that of 2 in
the no-coalition case. Player 1 can free-ride. However, if renegotiation is possible and
players are farsighted, players 2 and 3 do not want to form their coalition allowing
player 1 to free-ride, because otherwise their payoff sum will be 2.4 plus 0.8

2 , dividing
the surplus 0.8 equally with player 1 in the renegotiation, which is smaller than 5.4

3× 2 in the equal allocation in the grand coalition. Anticipating this, three players
immediately agree to form the grand coalition. The MPE constructed in Theorem 1
provides a non-cooperative formulation for this argument.

We next strengthen the efficiency result of Theorem 1. Here, we show that for any
bargaining friction ε, all players participate in negotiations in at most n rounds in every
MPE of �ε , provided that the game does not stop on the way to the grand coalition N .

9 More precisely, we show that the payoff differences x∗
j (t) − x∗

j have the same signs for all participants.
See the proof in Appendix.
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Dynamic bargaining with voluntary participation… 439

We introduce some notation. For every subset S of N and action profile aS ∈ AS ,
let G(N − S, aS) be the (n − s)-person game with player set N − S, obtained from
the game G under the assumption that all players in S choose aS . We denote the set
of Nash equilibria in the game G(N − S, aS) by NE(aS).

Assumption 1 For every subset S of N with S �= ∅, N , and every h /∈ S, it holds that

max
aT ∈AT

min
x∈NE(aT )

∑

i∈T
ui (aT , x) >

∑

i∈S
ui (aS, y) + uh(aS, y), (4)

for every aS ∈ AS and every y ∈ NE(aS), where T = S ∪ {h}.
The LHS of (4) is the maxmin value of the payoff sum of group T , including a

new participant h, anticipating the worst response by non-participants who choose
a Nash equilibrium given an action profile of T . The assumption means that the
maxmin value of T is strictly greater than the payoff sum of the incumbent participants
S, including the payoff of non-participant h, for every action profile aS of S and
every Nash equilibrium y for non-participants given aS . Roughly, the payoff sum of
participants is increasing if they are joined by a single non-participant.

The next example shows that Assumption 1 holds in the standard model of a linear
public good game.

Example 3 Consider the following linear public goodgame that generalizesExample 1.
Let N = {1, · · · , n} be the set of players, each with an endowment of one money unit.
Letai ∈ [0, 1]be a contributionof player i . For a contributionvectora = (a1, · · · , an),
player i’s payoff is given by ui (a) = k

∑n
i=1 ai + 1 − ai where 1/n < k < 1. Since

k < 1, each player i has the dominant action a∗
i = 0. Let S be a subset of N

with S �= ∅, N and let h /∈ S. For every action profile aS of S, the set NE(aS) in
Assumption 1 consists of the single element y where all players outside S play the
dominant actions to contribute nothing. Thus,

∑

i∈S
ui (aS, y) + uh(aS, y) =

∑

i∈S

⎧
⎨

⎩
k

∑

j∈S
a j + 1 − ai

⎫
⎬

⎭
+ k

∑

i∈S
ai + 1

= (ks − 1 + k)
∑

i∈S
ai + s + 1

where s is the cardinality of S. Let T = S ∪ {h}, t = s + 1 and AT be the set of action
profiles for T . Then,

max
aT ∈AT

min
x∈NE(aT )

∑

i∈T
ui (aT , x) = max

aT ∈AT

∑

i∈T

⎛

⎝k
∑

j∈T
a j + 1 − ai

⎞

⎠

= (ks − 1 + k) max
aT ∈AT

∑

i∈T
ai + s + 1.
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440 A. Okada

Taking aT = (aS, 1) where all players of S choose aS and player h chooses ah = 1,
it holds that

∑
i∈T ai = ∑

i∈S ai + 1 >
∑

i∈S ai . Thus, by the two equations above,
(4) holds.

Theorem 2 Under Assumption 1, it holds that for any bargaining friction ε > 0, all
players participate in negotiations in at most n rounds in every pure strategy MPE of
�ε , provided that the game does not stop before the grand coalition N forms.

The theorem shows that the set of participants gradually expands and reaches the
grand coalition N in at most n rounds in everyMPE. On the way to the grand coalition,
the game may stop with an inefficient coalition due to bargaining friction. As the
friction vanishes, the welfare loss of the inefficient coalition becomes negligible. Thus,
the outcome of �ε is efficient in the limit that ε goes to zero. We obtained a similar
result in Okada (2000) for a super-additive characteristic function form game, in
a coalitional bargaining game where a proposer chooses a coalition. The theorem
extends it to a strategic form game with participation, and shows that the dynamic
efficiency of coalition formation holds through voluntary bargaining in a wide class
of economic situations with externalities. A key result in the theorem is that whenever
the grand coalition has not formed, there exists at least one non-participant who joins
the negotiations in every MPE. The intuition behind the result is as follows.

Let tk be an on-going contract between participants Sk( �= ∅) in some round k. By
way of contradiction, suppose that no players outside Sk participate. The game ends
with probability ε, and tk becomes the final contract. In this case, players receive the
payoff profile u(tk), where all players choose a Nash equilibrium of the gameG under
the contract tk . With probability 1−ε, the game continues in the next round k+1 with
the same state as that in round k. Because the equilibrium satisfies theMarkov property
in Definition 1, it induces the same play in round k + 1 as that in round k. Thus, each
player i receives the payoff ui (tk) in round k + 1, and thereafter. If any player i /∈ Sk
deviates from the equilibrium and joins the group Sk , then the maxmin payoff sum of
the extended group S = Sk ∪ {i} is greater than ∑

j∈S u j (tk), by Assumption 1. This

means that some beneficial contract can be agreed upon by negotiations10 and, thus,
each player j in S obtains an expected payoff greater than u j (tk). Specifically, the
new participant i can be better off than in the equilibrium. This is a contradiction.

Because of the result above, all n players participate in negotiations by round n
at least with probability p(ε) = (1 − ε)n−1. As ε reduces to zero, this probability
converges to one.

The last example shows that Theorem 2 does not hold without Assumption 1.

Example 4 Consider a three-person prisoner’s dilemma game, where every player i =
1, 2, 3 has two actions, namely, C and D. The payoff matrix is given in Table 1. In
Table 1, player 1 chooses a row, player 2 chooses a column, and player 3 chooses a
matrix. In each cell, the three numbers showpayoffs for players 1, 2, and 3, respectively,
from top to bottom. Here, D is the dominant action for every player. The game has a
unique Nash equilibrium with payoff (3, 3, 3).

10 More precisely, we should consider players’ continuation payoffs after a contract is agreed on. See the
formal proof given in Appendix.
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Table 1 Three-person prisoner’s
dilemma

Let S = {1, 2}, h = 3, and T = {1, 2, 3} in Assumption 1. The maximum total
payoffs of T and of S with non-participant 3 are equal to 12. Thus, Assumption 1
is violated. We remark that the payoffs are only inefficient in Table 1 if all three
players defect. If inefficiency arises when even one player defects, then Assumption 1
is satisfied, and thus Theorem 2 holds.

Assume that each participant is selected as a proposer with equal probability in �ε .
We construct an MPE of �ε as follows. In round 1, only players 1 and 2 participate in
negotiations. When non-participant 3 chooses D, the maximum payoff sum for 1 and
2 is 7, which is given by (C, D, D) and (D,C, D). Their Nash bargaining solution is
the payoff profile ( 72 ,

7
2 ), where 1 and 2 split the surplus of 7 equally. Non-participant 3

enjoys the free-riding payoff of 5. In round 2, and thereafter, 3 does not participate.We
now claim that the outcome that 1 and 2 participate constitutes a Nash equilibrium of
the participation stage in round 1. Suppose that 3 joins S = {1, 2}. In the negotiations
between T = {1, 2, 3}, the continuation payoffs ci after rejection for player i = 1, 2, 3
are c1 = c2 = 7

2 (1− ε)+3ε = 3.5−0.5ε and c3 = 5(1− ε)+3ε = 5−2ε. Because
c1+c2+c3 = 12−3ε < 12 for any ε > 0, the negotiation is successful. The expected
payoff for 3 is given by 1

3 (12 − c1 − c2) + 2
3c3 = 5 − ε, which is smaller than the

free-riding payoff of 5. Thus, 3 is worse off by participating in the negotiation. Players
1 and 2 receive the continuation payoffs 3.5− 0.5ε if they do not participate. Thus, 1
and 2 are motivated to participate, as long as the other player does so.

4 Discussion and Conclusion

In this paper, we have considered the free-riding problem that is relevant to the Coase
theorem. Rational and self-interested players are motivated not to participate in nego-
tiations and to free-ride on an agreement that other players could voluntarily achieve.
To solve the problem, we have presented a dynamic bargaining game for an n-person
strategic form game where players decide whether to participate in the negotiations.
Players are allowed to renegotiate an inefficient agreement to a Pareto-improving one.

We have proved two results on the efficiency of coalitional bargaining. We have
first shown that for every sufficiently small friction in the bargaining, there exists an
efficient MPE where all players participate in the grand coalition in the first round
(Theorem 1). The agreement converges to the Nash bargaining solution as the friction
vanishes. The theoremdoes not hold if the friction is large. In particular, when the game
stops in the first round with probability one, only a small group of players participate
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in a typical case, due to the free-riding incentive. This result is in contrast to that of
a proposal-based model in the literature. In the ultimatum bargaining game where a
proposer chooses a coalition, the proposer exploits the surplus of the grand coalition.

We have further shown that for every probability of negotiation stopping, a coalition
of players gradually expands and reaches the grand coalition in finitely many rounds in
every pure strategyMPE, provided that the game does not stop on theway (Theorem2).

The main results are proved under the two restrictive assumptions. First, partici-
pation is binding in that once players participate in a coalition, they cannot leave it.
Second, only one coalition forms.We here discuss whether we can relax these assump-
tions. For simplicity of discussion, we treat them separately. The bargaining game �ε

can be extended to two models, model 1 and model 2, each of which corresponds to
one of the assumptions.

Model 1 relaxes the first assumption. It has the same rule as �ε except that par-
ticipants can decide whether to leave a coalition. Theorem 1 holds for the extended
model as well. The MPE constructed in the proof can be applied, and it remains to be
anMPEwhere the grand coalition forms in all rounds. If any participant leaves it, then
the player is not better off for the same reason as any non-participant is not so in �ε .
However, Theorem 2 does not hold for the following reason. Even after a coalition
forms, all players decide again whether to participate in it. Thus, the model is sub-
stantially equivalent to the repeated game version of �ε without any contractual state.
Then, it holds that the repetition of a subgame perfect equilibrium of the component
game is an MPE of the repeated game. Thus, the repetition of an inefficient coalition
can be the outcome of an MPE when participants can leave a coalition.

Model 2 relaxes the second assumption. It allows more than one coalition. In the
model, there are some “meeting” places for negotiations. Players can choose one of
them, or decide not to participate. In each place, the participants negotiate according to
the same rule as in�ε . A state describes a coalitional partition on the player set and the
contracts for coalitions. A contract for a coalition specifies an allocation of its surplus,
given the contracting decisions of other coalitions. Given a coalitional partition, the
members of each coalition decide whether to merge with other coalitions and with
which ones. Theorem 1 also holds in the extended model. The MPE constructed in
the proof can be applied so that all players choose the identical meeting place. By the
same proof as in Theorem 1, it can be shown that the strategy is an MPE where the
grand coalition immediately forms. Further, it seems that the proof of Theorem 2 can
be applied to the model, although it may depend on a merging process of coalitions.
We conjecture that the theorem holds under the super-additivity condition that the
merger of two coalitions can increase their surplus, no matter how other coalitions
react. A detailed analysis of the model is left to future works.

In conclusion, we comment on the applicability of the Coase theorem. First, to
achieve an efficient allocation, players need to have a sufficient number of opportunities
to renegotiate inefficient agreements. Second, the possibility of an efficient agreement
holds in a general situationwhere players decidewhether to participate in a coalition or
leave it, and one and more coalitions form. Third, the strong statement of the theorem
that rational players will necessarily achieve an efficient allocation through voluntary
bargaining is not guaranteed in some bargaining situations, for example, when the
members of a coalition are free to leave it. For the statement to hold, the commitment
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to participate should be binding. In the context of international treaties, signatories
need to be constrained not towithdraw from the treaties bymorals, political conditions,
and public opinion.

Appendix

Proof of Lemma 1 Let L = 1+maxi,a′,a′′ {|ui (a′)−ui (a′′)|, |xi−ui (a′)|}.Weconstruct
a contract t = (ti )i∈N for N as follows. For any action profile a′ and any i , let ki (a′)
be the number of players j �= i who choose a′

j �= a j . Define

ti (a
′) =

⎧
⎪⎨

⎪⎩

xi − ui (a) if a′ = a,

ki (a′)L if a′
i = ai and ki (a′) > 0

ki (a′)L − (n − 1)L otherwise.

The contract t above is defined according to the rule that any player i who deviates
from ai pays the amount L to every other player. It holds that

∑
i∈N ti (a) ≤ 0 since∑

i∈N xi ≤ ∑
i∈N ui (a), and that

∑
i∈N ti (a′) = 0 for every other a′ ∈ A by con-

struction. Thus, t satisfies the feasibility condition (1). Since xi = ui (a) + ti (a) for
all i ∈ N , (i) in the lemma holds by (2). To prove (ii), it suffices to see that under t ,
ai is the dominant action for each player i . For this, consider the following two cases.
Let a′

i be any action of player i other than ai , and let a′−i be any action profile for all
players except i .

Case 1. a′−i = a−i :Wehave ui (a, t)−ui ((a′
i , a−i ), t) = xi−ui (a′

i , a−i )+(n−1)L ,
which is positive by the definition of L .

Case 2. a′−i �= a−i : We have ui ((ai , a′−i ), t) − ui ((a′
i , a

′−i ), t) = ui (ai , a′−i ) −
ui (a′

i , a
′−i ) + (n − 1)L , which is also positive by the definition of L . �

Proof of Theorem 1 We first introduce additional notation. Let eN ∈ A be the efficient
action profile in the game G, and let x∗ = N B(θ, u(a0)). For every ε > 0 and every
i ∈ N , define the payoff vector yi,ε ∈ Rn , such that

yi,εj = (1 − ε)x∗
j + ε · u j (a

0) for all j �= i (A.1)

yi,εi = M −
∑

j �=i

yi,εj , (A.2)

where M is the maximum payoff sum for all n players.
Fix any subset S of N . For every contract t of S, choose a Nash equilibrium at =

(atS, a
t
N−S) ∈ A in the game G under t . If there exists no pure Nash equilibrium,

choose a mixed Nash equilibrium. The following proof is not affected in any critical
way.11 We define a payoff vector u(t) ∈ Rn , such that ui (t) = ui (at ) + ti (atS) for
every i ∈ S and u j (t) = u j (at ) for every j /∈ S.

For every aS ∈ AS , let G(N − S, aS) be the (n − s)-person game with player set
N − S obtained from the game G, under the assumption that all players in S choose

11 In what follows, whenever we choose a Nash equilibrium in the game G, the same remark applies.
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aS . Choose a Nash equilibrium f (aS) ∈ AN−S of G(N − S, aS). Define

MS = max
aS∈AS

∑

i∈S
ui (aS, f (aS)), (A.3)

and let eS ∈ AS be the action profile that attains MS . Here, MS is the maximum
payoff sum that all participants of S can attain, anticipating the equilibrium responses
of non-participants.

For a payoff vector x ∈ Rs satisfying
∑

i∈S xi = ∑
i∈S ui (aS, f (aS)), let t(x, aS)

be the contract given by Lemma 1 with respect to the game G(S, f (aS)). For t =
t(x, aS), we define the payoff u(t) to satisfy ui (t) = xi for every i ∈ S and u j (t) =
u j (aS, f (aS)) for every j /∈ S. By Lemma 1.(ii), it holds that (aS, f (aS)) is a Nash
equilibrium of G under t . Also, let x∗(t) = N B(θ, u(t)). Note that

∑
i∈N ui (t) ≤ M .

We now construct an equilibrium strategy profile σ ∗ of �ε as follows. For every
k = 1, 2, · · · , let ωk = (Sk, tk) be a state in round k.

Case 1 Sk = ∅.
• All players in N participate in the negotiations.
• Let S be a set of participants in either on- or off-equilibrium play. When S = N ,
each player i ∈ N employs the MPE given by Proposition 0. When S �= N , each
player i ∈ S proposes t = t(zi,ε, eS), such that the payoff vector zi,ε ∈ Rs is
given by

zi,εj = yi,εj − (1 − ε)x∗
j (t)

ε
for all j ∈ S, j �= i (A.4)

zi,εi = MS −
∑

j∈S, j �=i

zi,εj , (A.5)

where yi,εj is defined by (A.1), if (1 − ε)x∗
i (t) + εzi,εi ≥ y j,ε

i , and otherwise

makes an unacceptable proposal. Note that y j,ε
i is independent of j( �= i). When

a contract w for S is proposed, every responder j ∈ S accepts it if and only if
(1 − ε)x∗

j (w) + εu j (w) ≥ yi,εj . When negotiations stop with the contract w, the
Nash equilibrium aw of G under w is played.

Case 2 Sk �= ∅.
Let tk be an on-going contract between participants in Sk .

• All players in N − Sk participate in the negotiations.
• Let S be a set of participants, in either on- or off-equilibrium play. When S = N ,
each player i ∈ N proposes t(zi,ε, eN ), where the payoff vector zi,ε ∈ Rn is given
by

zi,εj = (1 − ε)x∗
j (t

k) + εu j (t
k) for all j ∈ S, j �= i (A.6)

zi,εi = M −
∑

j∈N , j �=i

zi,εj . (A.7)
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When a contract w for N is proposed, every responder j ∈ N accepts it if and
only if (1− ε)x∗

j (w) + εu j (w) ≥ zi,εj . When S �= N , each player i ∈ S proposes

t = t(zi,ε, eS), where the payoff vector zi,ε ∈ Rs is given by

zi,εj = εu j (tk) + (1 − ε)(x∗
j (t

k) − x∗
j (t))

ε
for all j ∈ S, j �= i (A.8)

zi,εi = MS −
∑

j∈S, j �=i

zi,εj , (A.9)

if (1 − ε)x∗
i (t) + εzi,εi ≥ (1 − ε)x∗

i (tk) + εui (tk), and otherwise makes an
unacceptable proposal. When a contract w for S is proposed, every responder
j ∈ S accepts it if and only if (1− ε)x∗

j (w)+ εu j (w) ≥ (1− ε)x∗
j (t

k)+ εu j (tk).
When negotiations stop with the contract w, the Nash equilibrium aw of G under
w is played.

When σ ∗ is played, all players participate in the negotiations in the first round
and behave according to the MPE given by Proposition 0. Each player’s proposal is
efficient and is accepted. The agreement will not be renegotiated in any future round.
Thus, the expected payoff profile of players for σ ∗ is equal to the Nash bargaining
solution x∗ = N B(θ, u(a0)) with the disagreement payoff u(a0). The payoff profile
attained by every player’s proposal converges to x∗ in the limit that ε goes to zero.

When the game starts with state ωk = (Sk, tk) in round k(> 1) off the play of
σ ∗, all players participate in the negotiations and each player’s efficient proposal is
accepted. The agreement will not be renegotiated. Thus, the expected payoff of every
player i ∈ N , evaluated at the beginning of round k, is given by

Eui (σ
∗) =

∑

j∈N
θ j · z j,εi

= θi {M −
∑

j∈N , j �=i

((1 − ε)x∗
j (t

k) + εu j (t
k))} + (1 − θi )((1 − ε)x∗

i (tk) + εui (t
k))

= θi {M −
∑

j∈N
((1 − ε)x∗

j (t
k) + εu j (t

k))} + (1 − ε)x∗
i (tk) + εui (t

k)

= εθi (M −
∑

j∈N
u j (t

k)) + (1 − ε)x∗
i (tk) + εui (t

k) (by
∑

j∈N
x∗
j (t

k) = M)

= ε(x∗
i (tk) − ui (t

k)) + (1 − ε)x∗
i (tk) + εui (t

k) (by (3))

= x∗
i (tk).

The expected payoff profile of the players is equal to the Nash bargaining solution
x∗(tk) = N B(θ, u(tk)) with the disagreement payoff u(tk).

It is clear that σ ∗ satisfies the Markov property in Definition 1. When the nego-
tiations stop with a contract w for a set S of participants, σ ∗ prescribes the Nash
equilibrium aw of G(S) under w.

To prove that σ ∗ is a subgame perfect equilibrium of �ε , it remains to show that σ ∗
prescribes the optimal choices for all players and for each of their moves in the two
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stages of participation and negotiation in each round, given that σ ∗ will be played in
all future moves.

Let ωk = (Sk, tk) be a state in every round k.

Case 1 Sk = ∅.
When the set of participants is N , σ ∗ prescribes theMPE in Proposition 0 and, thus,

it satisfies the optimality of every player’s choice in the negotiation stage. Suppose that
the set of participants is S �= N . When each player i ∈ S proposes a contract w for S,
all responders j receive the payoffs (1−ε)x∗

j (w)+εu j (w) ifw is accepted, and receive

the payoffs yi,εj otherwise. Thus, σ ∗ prescribes the optimal response rule for j . Given
the optimal response rules for all other participants, the optimal proposal for i must be
the contract t = t(zi,ε, eS) defined by (A.4) and (A.5) if its acceptance makes i better
off than rejection. If t is accepted, proposer i receives the payoff (1− ε)x∗

i (t)+ εzi,εi ,

but receives payoff y j,ε
i in the event of rejection. Thus, it is optimal for i to propose

t = t(zi,ε, eS) if (1 − ε)x∗
i (t) + εzi,εi ≥ y j,ε

i . Otherwise, it is optimal for i to make
an unacceptable proposal.

Finally, consider the participation stage. Suppose that a player h ∈ N does not
participate in the negotiations. Then, the set of participants is S = N − {h}. Now,
we examine what happens in the negotiations between S. Each player i ∈ S proposes
the equilibrium contract t = t(zi,ε, eS) defined by (A.4) and (A.5) if its acceptance
makes i better off than rejection. When t is implemented, the payoff profile u(t) =
(zi,ε, uh(eS, f (eS)) is attained. By the definition of f , f (eS) is the best response of
player h to eS . For every j ∈ S, with j �= i , (A.4) implies that

yi,εj = εzi,εj + (1 − ε)x∗
j (t)

= εzi,εj + (1 − ε)

{

zi,εj + θ j (M −
∑

m∈S
zi,εm − uh(eS, f (eS)))

}

= εzi,εj + (1 − ε)
{
zi,εj + θ j (M − MS − uh(eS, f (eS)))

}
. (A.10)

The last equality holds by (A.5). By the definitions of yi,εj in (A.1) and x∗
j , it holds

that

yi,εj = εu j (a
0) + (1 − ε)

{

u j (a
0) + θ j (M −

∑

m∈N
um(a0)

}

. (A.11)

Thus, it follows from (A.10) and (A.11) that

zi,εj − u j (a
0) = (1 − ε)θ j

{

MS + uh(eS, f (eS)) −
∑

m∈N
um(a0)

}

. (A.12)

Because

εu j (a
0) + (1 − ε)x∗

j = yi,εj = εzi,εj + (1 − ε)x∗
j (t), (A.13)
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(A.12) implies that

x∗
j − x∗

j (t) = εθ j {MS + uh(eS, f (eS)) −
∑

m∈N
um(a0)}.

Because j can be any element of S = N − {h}, the three cases are possible: (i)
x∗
j > x∗

j (t), for every j ∈ S; (ii) x∗
j < x∗

j (t), for every j ∈ S; and (iii) x∗
j = x∗

j (t),
for every j ∈ S. In case (i), x∗

i > x∗
i (t) for proposer i ∈ S. Then, for any sufficiently

small ε > 0, it holds that

(1 − ε)x∗
i (t) + εzi,εi < (1 − ε)x∗

i + εui (a
0) = yi,εi .

Thus, it is not optimal for i to propose t , and the negotiations fail. Non-participant h
receives payoff (1 − ε)x∗

h + εuh(a0), which is less than or equal to x∗
h . In case (ii), it

is optimal for i to propose t for any sufficiently small ε > 0, and it is accepted in σ ∗.
Because x∗(t) = N B(θ, u(t)) and x∗ = N B(θ, u(a0)), it holds that

∑
m∈N x∗

m(t) =∑
m∈N x∗

m = M . Because x∗
j < x∗

j (t) for every j ∈ N with j �= h, it must be that
x∗
h > x∗

h (t). Therefore, non-participant h receives the payoff (1 − ε)x∗
h (t) + εuh(t),

which is less than x∗
h for sufficiently small ε > 0. In case (iii), it holds that x∗

j = x∗
j (t)

for all j ∈ N because
∑

m∈N x∗
m(t) = ∑

m∈N x∗
m = M . In addition, it follows from

(A.13) that zi,εj = u j (a0) for every j ∈ N with j �= h. Because x∗ and x∗(t)
are the Nash bargaining solutions with the disagreement points u(a0) and u(t) =
(zi,ε, uh(eS, f (eS))), respectively, it must be that uh(a0) = uh(eS, f (eS)). Thus,
regardless of the outcome of the negotiations in S, non-participant h receives the
payoff (1 − ε)x∗

h + εuh(a0), which is less than or equal to x∗
h . In all the three cases,

non-participant h is not better off by deviating from σ ∗. This means that σ ∗ prescribes
a Nash equilibrium in the participation stage.

Case 2. Sk �= ∅.
Suppose that the set of participants is N . When each player i ∈ N proposes a

contract w for N , all responders j receive the payoffs (1− ε)x∗
j (w) + εu j (w) if w is

accepted,12 and receive the payoffs zi,εj = (1 − ε)x∗
j (t

k) + εu j (tk) otherwise. Thus,
σ ∗ prescribes the optimal response rule for j . It is optimal for i to propose the contract
t(zi,ε, eN ), defined by (A.6) and (A.7), because

zi,εi = M −
∑

j∈N , j �=i

zi,εj

= M −
∑

j∈N , j �=i

{(1 − ε)x∗
j (t

k) + εu j (t
k)}

= M −
∑

j∈N

{
(1 − ε)x∗

j (t
k) + εu j (t

k)
}

+ (1 − ε)x∗
i (tk) + εui (t

k)

12 If w is inefficient, then it will be renegotiated to x∗(w) in the following round.
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= ε

⎛

⎝M −
∑

j∈N
u j (t

k)

⎞

⎠ + (1 − ε)x∗
i (tk) + εui (t

k)

⎛

⎝by
∑

j∈N
x∗
j (t

k) = M

⎞

⎠

≥ (1 − ε)x∗
i (tk) + εui (t

k) = z j,εi .

Next, suppose that the set of participants is S �= N .Wheneachplayer i ∈ S proposes
a contract w for S, all responders j receive the payoffs (1 − ε)x∗

j (w) + εu j (w) if

w is accepted, and receive the payoffs (1 − ε)x∗
j (t

k) + εu j (tk) otherwise. Thus, σ ∗
prescribes the optimal response rule for j . Given the optimal response rules for all
other participants, the optimal proposal for i must be the contract t = t(zi,ε, eS),
defined by (A.8) and (A.9), if its acceptance makes i better off than rejection. If w is
accepted, proposer i receives the payoff (1− ε)x∗

i (w)+ εzi,εi , and receives the payoff
(1 − ε)x∗

i (tk) + εui (tk) in the event of rejection. Thus, it is optimal for i to propose

t = t(zi,ε, eS) if (1 − ε)x∗
i (t) + εzi,εi ≥ (1 − ε)x∗

i (tk) + εui (tk). Otherwise, it is
optimal for i to make an unacceptable proposal.

Finally, consider the participation stage. By the same arguments as those used in
case 1, we show that σ ∗ prescribes a Nash equilibrium in the participation stage.
Suppose that a player h ∈ N does not participate in the negotiations. Then, the set
of participants is S = N − {h}. Each player i ∈ S proposes the equilibrium contract
t = t(zi,ε, eS), defined by (A.8) and (A.9), if its acceptance makes i better off than
rejection. For every j ∈ S with j �= i , (A.8) implies

εzi,εj + (1 − ε)x∗
j (t) = εu j (t

k) + (1 − ε)x∗
j (t

k). (A.14)

By the definitions of x∗
j (t) and x∗

j (t
k), it thus holds that

εzi,εj + (1 − ε){zi,εj + θ j (M − MS − uh(eS, f (eS)))}

= εu j (t
k) + (1 − ε)

{

u j (t
k) + θ j

(

M −
∑

m∈N
um(tk)

)}

.

Rearranging the above equation, we obtain

zi,εj − u j (t
k) = (1 − ε)θ j

{

MS + uh(eS, f (eS)) −
∑

m∈N
um(tk)

}

. (A.15)

Thus, it follows from (A.14) and (A.15) that

x∗
j (t

k) − x∗
j (t) = εθ j

{

MS + uh(eS, f (eS)) −
∑

m∈N
um(tk)

}

.

Similarly to case 1, the three cases are possible: (i) x∗
j (t

k) > x∗
j (t), for every j ∈ S;

(ii) x∗
j (t

k) < x∗
j (t), for every j ∈ S; and (iii) x∗

j (t
k) = x∗

j (t), for every j ∈ S. In case
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(i), x∗
i (tk) > x∗

i (t) for proposer i ∈ S. Then, for any sufficiently small ε > 0, it holds
that

(1 − ε)x∗
i (t) + εzi,εi < (1 − ε)x∗

i (tk) + εui (t
k).

Thus, it is not optimal for i to propose t , and the negotiations fail. Non-participant
h receives the payoff (1 − ε)x∗

h (t
k) + εuh(tk), which is less than or equal to x∗

h (t
k).

In case (ii), it is optimal for i to propose t for any sufficiently small ε > 0, and
it is accepted in σ ∗. Because x∗(t) = N B(θ, u(t)) and x∗(tk) = N B(θ, u(tk)), it
holds that

∑
m∈N x∗

m(t) = ∑
m∈N x∗

m(tk). Because x∗
j (t

k) < x∗
j (t) for every j ∈ N

with j �= h, it must be that x∗
h (t

k) > x∗
h (t). Non-participant h receives the payoff

(1 − ε)x∗
h (t) + εuh(t), which is less than x∗

h (t
k) for sufficiently small ε > 0. In case

(iii), it holds that x∗
j (t

k) = x∗
j (t) for all j ∈ N because

∑
m∈N x∗

m(t) = ∑
m∈N x∗

m(tk).

In addition, it follows from (A.14) that zi,εj = u j (tk) for every j ∈ N with j �= h.

Because x∗(tk) and x∗(t) are the Nash bargaining solutions with the disagreement
points u(tk) and u(t) = (zi,ε, uh(eS, f (eS))), respectively, it must be that uh(tk) =
uh(eS, f (eS)). Thus, regardless of the outcomeof the negotiations in S, non-participant
h receives the payoff (1 − ε)x∗

h (t
k) + εuh(tk), which is less than or equal to x∗

h (t
k).

In all the three cases, non-participant h is not better off by deviating from σ ∗. �

Proof of Theorem 2 Let σ be any MPE of �ε . We use the same notation as that in the
proof of Theorem 1. For a subset S of N and a contract t for S, u(t) ∈ Rn is the payoff
vector for n players, where they choose the Nash equilibrium at of the game G under
t assigned by σ .

Consider any round k with a state ωk = (Sk, tk) where Sk �= ∅, N . We show that
at least one player outside Sk participates in Sk on the play of σ , given that σ will
be played in the following subgame of �ε . By way of contradiction, suppose that no
players outside Sk participate on the play of σ . Then, negotiations take place between
Sk . Because the on-going contract tk already attains the maximum payoff sum of
Sk on the equilibrium play, no new contract is agreed. Thus, if the game stops with
probability ε, tk becomes the final contract and all players receive payoffs u(tk). With
probability 1− ε, the negotiations continue in the next round k+1 with the same state
ωk+1 = (Sk, tk) as ωk in round k. Because σ has the Markov property in Definition 1,
it induces the same play in round k + 1 as in round k. This means that the expected
payoff profile for the players in σ from round k + 1 (and also from round k) is equal
to u(tk).

Suppose now that some player h /∈ Sk deviates from σ and joins Sk . Then, the
negotiations take place between S = Sk ∪ {h}. By Assumption 1, we have

max
aS∈AS

min
x∈NE(aS)

∑

i∈S
ui (aS, x) >

∑

i∈Sk
ui (aSk , y) + uh(aSk , y) (A.16)
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for every aSk ∈ ASk and every y ∈ NE(aSk ). Let eS ∈ AS be the action profile of S
that attains the maxmin value on the LHS. Then, (A.16) implies that

min
x∈NE(eS)

∑

i∈S
ui (eS, x) >

∑

i∈Sk
ui (t

k) + uh(t
k). (A.17)

Letting

r ≡ min
x∈NE(eS)

∑

i∈S
ui (eS, x) −

∑

i∈Sk
ui (t

k) − uh(t
k),

we define the payoff vector zh ∈ Rs for S by

zhj = u j (t
k) + r

s
for all j ∈ S,

where s is the cardinality of S. It holds from (A.17) that zhj > u j (tk) for all j ∈ S.
By the same proof as for Lemma 1, we can prove the following claim. For every

action profile a = (aS, aN−S) of N and every payoff profile x S ∈ RS satisfying∑
i∈S x Si ≤ ∑

i∈S ui (a), there exists a contract t for S that satisfies the following: for
every i ∈ S, (i) x Si = ui (a, t) and (ii) ai is the dominant action of player i in G, given
t . We denote the contract t by t(x S, a).

Suppose further that player h, if selected as a proposer, proposes the contract t =
t(zh, a) under which the participants of S choose their dominant actions aS = eS ,
and attain zh when the non-participants choose the actions aN−S assigned by σ after
t is agreed. Note that the action profile aN−S is a Nash equilibrium in NE(eS). Since
σ is an MPE, Definition 1.(iii) implies that aN−S depends only on the state ωk and
the participants’ actions eS , not on the payoff allocation zh among them. We denote
it by aN−S(ωk, eS). For the existence of such a contract t , it suffices by the claim
above to prove the feasibility of the payoff vector zh for S when the action profile
a = (eS, aN−S(ωk, eS)) is played. In fact, since

∑

i∈S
ui (eS, aN−S(ωk, eS)) ≥ min

x∈NE(eS)

∑

i∈S
ui (eS, x) =

∑

i∈S
zhi ,

the payoff vector zh for S is feasible for the action profile a. When t becomes the final
contract, the action profile a is played in σ , and each participant i of S receives the
payoff zhi .

If t is accepted, each responder j receives the payoff (1 − ε)u j (σ |(S, t)) + εzhj ,
where u j (σ |(S, t)) is the continuation payoff that j will receive in σ from round
k + 1 with the state (S, t). Because u j (σ |(S, t)) ≥ u j (t) = zhj > u j (tk), it holds that

(1 − ε)u j (σ |(S, t)) + εzhj > u j (tk). Thus, every j accepts t because j receives the

payoff u j (tk) by rejection. Then, proposer h receives the expected payoff

(1 − ε)uh(σ |(S, t)) + εuh(t) ≥ uh(t) = uh(t
k) + r

s
.

123



Dynamic bargaining with voluntary participation… 451

The inequality holds because uh(σ |(S, t)) ≥ uh(t). Therefore, proposer h optimally
makes an acceptable proposal (which may be different from t) and receives at least
the payoff uh(tk) + r/s.

We have shown that if non-participant h joins the negotiations, then h can receive an
expected payoff greater than or equal to uh(tk) + θh(r/s) where θh is the probability
that h becomes a proposer. Note that as a responder, h receives at least the payoff
uh(tk). Thus, non-participant h /∈ Sk is better off by participating in the negotiations
in σ . This contradicts that σ prescribes a Nash equilibrium in the participation stage.

By the proof above, it holds that for every ε > 0, there exists some player i /∈ Sk ,
in every round k with a state ωk = (Sk, tk), where Sk �= N , who participates in the
negotiations on the play of σ . Since the number of players is n, this proves the theorem.

�
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