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Abstract
We revisit, within Harsanyi’s impartial observer setting, the question of foundations 
underlying procedural fairness concerns in welfare judgments. In our setup—that of 
allocating an indivisible good using a lottery—such concerns, presumably, matter. 
We draw from the social preferences literature and relax a typical assumption made 
while addressing this question, namely that individuals in society do not care about 
procedural fairness and such concerns arise exclusively at a societal level, which 
are captured by nonlinear social welfare functions (SWFs). In our model, individual 
attitudes toward procedural fairness are identified and factored into welfare judg-
ments. Specifically, we provide an axiomatic basis within Harsanyi’s (J Polit Econ 
63:309–321, 1955) framework to represent procedural fairness sensitive individual 
preferences by the representation in Karni and Safra (Econometrica 70:263–284, 
2002). We then show, in terms of underlying axioms, how such individual assess-
ments incorporating both risk and procedural fairness attitudes can be aggregated by 
means of utilitarian and generalized utilitarian SWFs.

Keywords  Procedural fairness · Harsanyi’s impartial observer · Karni–Safra 
(“individual sense of justice”) preferences · Social preferences under risk · 
Utilitarianism · Generalized utilitarianism

JEL Classification  D63 · D71 · D81

1  Introduction

Consider the classic distributional problem of deciding who among a set of poten-
tial claimants should be allocated an indivisible good. In this setting, the ex-post 
allocation is necessarily unfair as only one person can receive the good. As a way of 
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compensating for this, an emphasis is often placed on allocating the good in a way 
that is procedurally fair. One simple and popular way of achieving such procedural 
fairness is by using a lottery to allocate the good. For instance, consider the prob-
lem of allocating one available kidney among two equally deserving patients, Tom 
and Bob, who are both in need of a kidney transplant. In a situation like this, it is 
not uncommon to use a fair lottery to determine the allocation on the ground that 
it equalizes the ex ante opportunities of the two individuals and, hence, is proce-
durally fair.1 This paper revisits, within Harsanyi’s impartial observer setting (Har-
sanyi 1955, 1953), the question of the foundations underlying such procedural fair-
ness sensitive welfare judgments in a setup where an indivisible good is allocated 
by means of a lottery. Specifically, we relate this question to the literature on social 
preferences under risk and explore the possibility of drawing on individual subjec-
tive attitudes toward procedural fairness in forming such judgments.

Harsanyi’s impartial observer setting is premised on the observation that one way 
of arriving at normatively acceptable welfare judgments is to take the perspective of 
an impartial observer who is behind a hypothetical “veil of ignorance” and faces risk 
about his identity in society. Such risk, goes the argument, would force him to weigh 
the well-being of all members of society under alternative social states (e.g., alloca-
tions, as in our case) and make ethically acceptable interpersonal comparisons while 
forming welfare judgments. To that end, Harsanyi assumed that each individual is 
characterized by two sets of preferences. First, he has his standard subjective pref-
erences that capture what he actually prefers or chooses. Second, he has his ethi-
cal preferences that capture his welfare judgments made from the perspective of an 
impartial observer. Harsanyi showed that if both subjective as well as ethical prefer-
ences satisfy the independence axiom and the acceptance principle holds,2 then any 
impartial observer’s ethical preferences (welfare judgments) have to conform to the 
logic of a utilitarian social welfare function (SWF). That is, while comparing lot-
teries over social states, it is as if, his assessments of these lotteries are based on a 
weighted average of individual expected utilities under them.

A utilitarian SWF is sensitive only to the sum total of individual utilities and not 
to the distribution of these utilities. Hence, it fails to discriminate between allocation 
procedures on the basis of the fairness of this distribution and, consequently, on the 
basis of whether the ex ante opportunities that different individuals have are fair or 
not. Because of this, it cannot accommodate welfare judgments like that of using a 
lottery to allocate an indivisible good as in the kidney allocation example above.3 

1  Examples of lotteries being used to distribute scarce resources can be found in the allocation of public 
housing, admission to educational institutions, athletic drafts (e.g., the National Basketball Association), 
US green cards, (avoiding) military drafts and, indeed, medical resources such as kidney transplants.
2  The acceptance principle requires that when an impartial observer imagines himself to be a particular 
individual, he should adopt that individual’s preferences.
3  This is an observation that dates back to Diamond (1967). To see this, let (1, 0) and (0, 1), respec-
tively, denote the allocations under which Tom and Bob receive the kidney. Let ui(1, 0) and 
ui(0, 1) , respectively, denote the utility of individual i = Tom (T), Bob (B) under these two allo-
cations. It seems reasonable to assume that uT (1, 0) > uT (0, 1) and uB(1, 0) < uB(0, 1) . Further, 
from the perspective of an impartial observer’s interpersonal comparisons, he is presumably indif-
ferent between being Tom under the allocation (1,  0) and being Bob under the allocation (0,  1); and 
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Given that such welfare judgments accommodating procedural fairness concerns 
are both intuitively appealing and find resonance in how many real-world allocation 
problems are resolved, the literature has looked at ways to overcome this implication 
of Harsanyi’s utilitarianism. A leading research question in this area, therefore, has 
been about proposing foundations underlying such welfare judgments that are sensi-
tive to procedural fairness concerns.

The popular approach that the literature appears to have converged to in terms 
of addressing this issue is to employ nonlinear or non-utilitarian SWFs, e.g., SWFs 
that are concave in individual expected utilities. Such SWFs are sensitive to the ex 
ante distribution of individual expected utilities and therefore can accommodate 
procedural fairness concerns.4 In terms of Harsanyi’s impartial observer setup, this 
alternative approach of using nonlinear SWFs to accommodate procedural fairness 
concerns translates to the following. In Harsanyi, both subjective preferences and 
ethical impartial observer preferences are of the expected utility type. Under this 
alternative approach, whereas subjective preferences are still of the expected util-
ity type, preferences of an impartial observer need not be. It is this relaxation of 
expected utility at the level of an impartial observer’s preferences that provides the 
flexibility to make welfare judgments on the basis of a nonlinear SWF. What this 
means is that, under this approach, the actual subjective preferences of individuals in 
society do not show any concern for procedural fairness as they are of the expected 
utility type. Rather, the exclusive source of such concerns in welfare judgments is 
restricted to impartial observer preferences. In other words, the possibility that this 
important consideration in impartial observer preferences and welfare may have a 
basis in the subjective preferences of individuals in society is a priori ruled out. This 
observation is our point of departure in this paper.

We draw on the findings of an emerging literature on social preferences under 
risk and consider the possibility that subjective preferences of individuals may 

4  Refer to Epstein and Segal (1992) and Grant et  al. (2010), among others. For instance, in the gen-
eralized utilitarian formulation of Grant et  al. (2010), in order to accommodate procedural fairness 
concerns, an impartial observer transforms the individual expected utilities using a strictly concave 
function. Continuing with the kidney example and the notation from Footnote 3, under generalized 
utilitarianism, such an impartial observer’s assessment of the lottery [(1,  0), .5; (0,  1), .5] is given by 
.5�(.5uT (1, 0) + .5uT (0, 1)) + .5�(.5uB(1, 0) + .5uB(0, 1)) = .5�(.5u + .5u) + .5�(.5u + .5u) = �(.5u + .5u) , 
where � ∶ ℝ → ℝ is a strictly increasing and strictly concave function. On the other hand, 
his assessment of the degenerate lottery under which Tom receives the kidney for sure is 
given by .5�(uT (1, 0)) + .5�(uB(1, 0)) = .5�(u) + .5�(u) . Clearly, for a strictly concave � , 
𝜙(.5u + .5u) > .5𝜙(u) + .5𝜙(u) . That is, under generalized utilitarianism, an impartial observer strictly 
prefers the coin toss to determine who receives the kidney.

between being Tom under the allocation (0,  1) and Bob under the allocation (1,  0). This implies 
that uT (1, 0) = uB(0, 1) =∶ u > u ∶= uT (0, 1) = uB(1, 0) . Assume that an impartial observer faces 
an equal chance of being Tom or Bob. Then, under Harsanyi’s utilitarianism, his assessment 
of the lottery [(1,  0), .5; (0,  1), .5], which gives Tom and Bob an equal chance of receiving the kid-
ney, is given by a simple average of Tom’s and Bob’s expected utilities under this lottery, i.e., 
.5(.5uT (1, 0) + .5uT (0, 1)) + .5(.5uB(1, 0) + .5uB(0, 1)) = .5(.5u + .5u) + .5(.5u + .5u) = .5u + .5u . At the 
same time, his assessment of the degenerate lottery under which, say, Tom receives the kidney for sure is 
given by .5uT (1, 0) + .5uB(1, 0) = .5u + .5u . Given that these assessments are the same, he is indifferent 
between the two lotteries.

Footnote 3 (continued)
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indeed exhibit a concern for procedural fairness, especially in  situations where 
unfair ex-post allocations are inevitable. If that is the case, then two observations are 
worth noting. First, at a descriptive level, the aforementioned modeling approach is 
inadequate to accommodate such individuals as their subjective preferences will not 
be of the expected utility type. For instance, in the context of the kidney allocation 
example mentioned above, suppose Tom strictly prefers the allocation in which he 
gets the kidney to the allocation in which Bob gets it. At the same time, suppose he 
also strictly prefers the lottery that gives Bob a 10% chance of getting the kidney and 
him a 90% chance to the degenerate lottery under which he gets the kidney for sure.5 
Such preferences can be directly attributed to the fact that sharing ex ante chances 
or opportunities with Bob is a way for Tom to ensure a degree of procedural fairness 
in a situation where outcome fairness is impossible. However, note that these pref-
erences violate the independence axiom and, hence, cannot have an expected util-
ity representation. Second, when it comes to the question of providing foundations 
for procedural fairness concerns in welfare judgments, one ought to account for and 
draw on the information contained in individual subjective preferences regarding 
sensitivity toward such concerns. That is, if individuals in society themselves care 
about procedural fairness, then it seems only reasonable that these attitudes be iden-
tified and factored into welfare judgments. Impartial observer preferences need not 
necessarily be the exclusive source of such concerns in welfare judgments, inde-
pendent of what individual attitudes with respect to such concerns are. That is the 
task that we formally undertake in this paper.

Our starting point, like in Harsanyi’s original formulation, is to consider indi-
viduals who have two sets of preferences: subjective preferences and ethical (impar-
tial observer) preferences. The economic problem at hand is that of allocating an 
indivisible good by means of a lottery. The key innovation in our model as com-
pared to the existing literature in this area is that subjective preferences of individu-
als in this context may show a concern for procedural fairness, e.g., like that of Tom 
above. If this is the case, then these preferences are not of the expected utility type. 
So, the first main task of the paper is to suggest a non-expected utility representa-
tion for such preferences that can accommodate concerns for procedural fairness. 
Here, we draw inspiration from Karni and Safra’s influential paper, “Individual 
Sense of Justice: A Utility Representation” (Karni and Safra 2002). Their paper pro-
poses and provides an axiomatic foundation for a representation of procedural fair-
ness sensitive individual preferences in an economic environment identical to ours, 
i.e., of using a lottery to allocate an indivisible good. Their concern in that paper is 
exclusively with individual preferences and not welfare. Their primitive preference 

5  Experimental evidence suggests that such preferences are plausible. For instance, consider the two 
player probabilistic dictator game. In such a game, a decision maker (the “dictator”) is endowed with a 
fixed amount of money. He is not allowed to share the money with the other individual, but he is given 
the option, if he so chooses, to share chances of getting the money with him, i.e., he can assign the other 
individual any probability of getting the entire amount while retaining the amount himself with comple-
mentary probability. Experimental evidence (e.g., Krawczyk and LeLec 2010; Brock et  al. 2013) sug-
gests that a significant portion of decision makers do give the other individual a positive probability (on 
average of about 0.1 in the experiments) of getting the money.



171

1 3

Individual sense of justice and Harsanyi’s impartial observer﻿	

relations are different from ours and their axiomatization is not directly applicable to 
our setup. The first key result of this paper shows though that it is possible, within 
Harsanyi’s framework, to accommodate individual subjective preferences that are 
sensitive to procedural fairness concerns in the Karni–Safra sense. Specifically, we 
provide an axiomatic foundation within this framework for such preferences to have 
a Karni–Safra representation. This representation of subjective preferences allows 
us, within the Harsanyi setup, to identify and provide a sharp separation between an 
individual’s attitudes toward risk and procedural fairness in assessing lotteries deter-
mining the allocation of the indivisible good.

Thereafter, we extend the axiomatic framework to show how the Karni–Safra 
assessments of individuals who do care about procedural fairness and the expected 
utility assessments of individuals with “standard” preferences who don’t can 
together be faithfully incorporated into a SWF. In keeping with the Harsanyi tradi-
tion, our view of any such SWF is a subjectivist one and we view it as a represen-
tation of an impartial observer’s ethical preferences. We show that we can do this 
exercise for both utilitarian as well as generalized utilitarian SWFs and we identify 
axiomatic bases for both. As such, by demonstrating how individual attitudes toward 
procedural fairness may be identified and incorporated in welfare judgments, our 
results provide a foundation for procedural fairness concerns in such judgments in 
terms of actual preference attitudes of individuals in society. This means that in our 
analysis, procedural fairness sensitive welfare judgments need not be exclusively 
based on a paternalistic concern but rather can be based on individual values as well. 
Therefore, it is closer in spirit to how economists view the philosophical underpin-
nings of welfare economics.

We are not the first to suggest that concerns for procedural fairness be accom-
modated in social welfare judgments based on an “all-inclusive” notion of indi-
vidual utilities that can capture such concerns. Such a suggestion finds resonance 
in Broome (1984, 1991), Karni (1996) and Trautmann (2010), among others. We 
add to this literature by offering an axiomatization that clarifies the exact manner in 
which, starting from individual preferences, we can derive all-inclusive, procedure-
sensitive individual utilities and accommodate them in both utilitarian and general-
ized utilitarian SWFs. In other words, the claim that social welfare judgments can 
draw on all-inclusive, procedure-sensitive individual utilities is not an assumption in 
our model, but rather, it follows from our axioms.

In this paper, we also draw on the literature on social preferences. The first gen-
eration of social preference models (e.g., Fehr and Schmidt 1999; Bolton and Ock-
enfels 2000; Charness and Rabin 2002) were proposed for risk-free environments. 
The literature soon discovered that that these models cannot be readily extended to 
environments of risk using standard approaches like expected utility or the available 
non-expected utility theories. In simple terms, this is because these theories of deci-
sion making under risk cannot accommodate a “preference for randomization” that 
may arise, as we have seen, owing to procedural fairness concerns.6 Hence, the more 

6  In slightly more technical terms, all standard models of decision making under risk satisfy the property 
of stochastic dominance. On the other hand, social preferences under risk may often violate this property. 
For instance, Tom’s suggested behavior above, which essentially replicates the choices of many decision 
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recent attempts in the literature have been to develop models of social preferences 
under risk that can accommodate procedural fairness concerns. Such attempts have 
been made by Fudenberg and Levine (2012) and Saito (2013), among others. The 
paper we draw on most here, Karni and Safra (2002), is an early precursor to this 
line of research.

Finally, when it comes to the issue of aggregating individual assessments using 
utilitarian and generalized utilitarian SWFs and the axiomatic foundations for such 
an exercise, we have drawn from Grant et al. (2010) and Karni and Safra (2000).

The rest of the paper is organized as follows. Section 2 sets up the framework. 
Section 3 shows how, for individuals who care about procedural fairness, attitudes 
toward it can be separated from attitudes toward risk. In this section, we formally 
define and axiomatize a Karni–Safra representation of subjective preferences. 
Finally, in Sect. 4, we show, based on underlying axioms, how individual attitudes 
toward both risk and procedural fairness can be aggregated and accommodated 
within both utilitarian and generalized utilitarian SWFs. Proofs of results are pro-
vided in “Appendix 1.”

2 � Framework

2.1 � Preliminaries

We consider a society comprising of a finite number of individuals, with 
I = {1,… , I} denoting the set of individuals, I ≥ 2 , and i, j its typical elements. 
There is one unit of an indivisible good that must be allocated to one of the I indi-
viduals. Accordingly, the set of allocations for this society is given by:

with x(i) denoting the number of units of the good that individual i ∈ I receives 
under the allocation x ∈ X . We denote the set of simple lotteries on the sets I and 
X by Δ(I) and Δ(X) , respectively. We refer to elements of Δ(I) as identity lotteries 
and denote a typical element from this set by z, with z(i) denoting the probability 
assigned by z to individual i ∈ I . On the other hand, we refer to elements of Δ(X) as 
outcome lotteries and denote a typical element from this set by l, with l(x) denoting 
the probability assigned by l to the allocation x ∈ X.

Besides the standard interpretation of an outcome lottery as specifying the risk 
pertaining to the final allocation (allocation risk, for short), in our analysis, it has 
the additional interpretation of being an allocation procedure through which society 
solves its distributional problem of allocating the one unit of the indivisible good 

X = {x = (x(1),… , x(I)) ∈ ℝ
I ∶ x(i) ∈ {0, 1} and

I
∑

i=1

x(i) = 1},

Footnote 6 (continued)
makers in the probabilistic dictator game, violates stochastic dominance and, hence, cannot be accommo-
dated by these standard models.
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among the I individuals. When viewed from the perspective of being an alloca-
tion procedure, among other things, an outcome lottery can be identified with the 
opportunity that different individuals in society have of receiving the good and the 
fairness of these opportunities, i.e., it can be identified with a notion of procedural 
fairness. In general, we should expect individual attitudes toward the allocation risk 
and that toward the allocation procedure to be distinct considerations influencing the 
assessment of outcome lotteries, and our goal here is to incorporate this distinction 
into social welfare judgments.

We assume that Δ(I) and Δ(X) are endowed with the Euclidean topology. Fur-
ther, we refer to elements of the set Δ(I) × Δ(X) as identity-outcome lotteries. We 
assume that Δ(I) × Δ(X) is endowed with the product topology. When considering 
an identity-outcome lottery (z, l) ∈ Δ(I) × Δ(X) , we assume that the identity lottery 
z and the outcome lottery l are independently distributed. Given this independence 
assumption and denoting the set of simple lotteries on the set I × X by Δ(I × X) , 
we can equivalently view any identity-outcome lottery (z,  l) in terms of the prod-
uct measure in Δ(I × X) derived from z and l, which we denote by (z, l)∗ . That is, 
(z, l)∗ ∈ Δ(I × X) is the lottery that assigns the identity-allocation pair (i, x) ∈ I × X 
the probability z(i) × l(x) . We define a convex combination of lotteries in the set 
Δ(X) or Δ(I) , say, �l + (1 − �)l� or �z + (1 − �)z� , � ∈ [0, 1] , in the standard way. We 
denote any degenerate lottery by placing the outcome to which the lottery assigns 
unit probability within [.]-brackets. For instance, [i] ∈ Δ(I) and [x] ∈ Δ(X) denote 
degenerate lotteries that assign unit probability to i ∈ I and x ∈ X , respectively. 
Non-degenerate lotteries are often denoted by explicitly listing out the possible real-
izations along with their respective probabilities in the standard way. For instance, 
[x1, �1;… ;xM , �M] denotes the outcome lottery under which the allocation xm is real-
ized with probability �m , m = 1,… ,M.

2.2 � Preferences

We follow Harsanyi (1955) and assume that each individual i ∈ I has two sets of 
preferences. First, he has a subjective preference relation ≽i⊆ Δ(X) × Δ(X) over 
the set of outcome lotteries that expresses what he “actually prefers, whether on the 
basis of his personal interests or any other basis.”7 That is, ≽i has the standard inter-
pretation of a revealed preference relation over outcome lotteries. In contrast to Har-
sanyi’s original formulation though, in our setting, preference judgments under ≽i 
may reflect not just attitudes toward the allocation risk but also toward the allocation 
procedure, specifically concerns about procedural fairness. Second, he has an ethi-
cal preference relation ≽∗

i
⊆ (Δ(I) × Δ(X)) × (Δ(I) × Δ(X)) over the set of identity-

outcome lotteries that expresses what he “prefers (or, rather, would prefer) on the 
basis of impersonal social considerations alone.”8 That is, this preference relation 
expresses his assessment of outcome lotteries when, instead of looking at them from 

7  Harsanyi (1955, p. 315).
8  Op. cit.
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his personal viewpoint, he does so from the perspective of an impartial observer in 
society whose assessment incorporates the well-being of all members of society in 
an impersonal way. The way impartiality and impersonality is incorporated in ≽∗

i
 is 

by maintaining that when individual i imagines himself as an impartial observer and 
faces an identity-outcome lottery (z, l), he is uncertain not only about which alloca-
tion will result but also about which person’s identity he will assume in the given 
society, with the former uncertainty resolved according to the outcome lottery l, the 
latter according to the identity lottery z, and the two lotteries being independently 
distributed. It is worth pointing out that whereas outcome lotteries represent real 
risks, identity lotteries represent only hypothetical ones. In the process of ranking 
identity-outcome lotteries, by being required to “face” such hypothetical risks per-
taining to his identity, he is forced to weigh the well-being of different individu-
als under alternative outcome lotteries, i.e., make interpersonal comparisons in an 
impartial and impersonal way. Accordingly, the preference relation ≽∗

i
 may be inter-

preted as capturing i’s social welfare judgments made from the perspective of an 
impartial observer.

We assume that, for each i ∈ I , ≽i is complete and transitive. We denote the sym-
metric and asymmetric components of ≽i by ∼i and ≻i , respectively. In addition, to 
keep the problem meaningful, we assume that there exists at least some i ∈ I for 
whom ≻i≠ ∅ . Similarly, for each i ∈ I , ≽∗

i
 is also assumed to be complete and tran-

sitive. We denote the symmetric and asymmetric components of ≽∗
i
 by ∼∗

i
 and ≻∗

i
 , 

respectively. We further assume that this preference relation is continuous. That is, 
for any (z�, l�) ∈ Δ(I) × Δ(X) , the sets {(z, l) ∈ Δ(I) × Δ(X) ∶ (z, l) ≻∗

i
(z�, l�)} and 

{(z, l) ∈ Δ(I) × Δ(X) ∶ (z�, l�) ≻∗
i
(z, l)} are open in Δ(I) × Δ(X).

Remark 2.1  There are two approaches that one may take when thinking about the 
identity of an impartial observer. The first is to think of an impartial observer as 
someone different from the members of society. The second, which is in line with 
Harsanyi’s own interpretation, is to think of an impartial observer as a member of 
this society. We take the second approach here and assume that each individual, in 
addition to his subjective personal preferences, is able to make impersonal ethical 
judgments from the perspective of an impartial observer.

Remark 2.2  It should be pointed out that in Harsanyi’s original formulation, ethical 
preferences of an impartial observer are defined over the set Δ(I × X) . Our modeling 
strategy of defining it over the set Δ(I) × Δ(X) follows Grant et al. (2010).

3 � A representation of subjective preferences

Our first task is to theorize how individuals whose subjective preferences are sen-
sitive to procedural fairness concerns are accommodated within our framework. 
To that end, let us divide the set of individuals in set I into ones whose subjective 
preferences are of the standard von Neumann and Morgenstern (vNM) type with 
an expected utility representation and the ones whose are not. Let I0 = {i ∈ I : 
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≽i is vNM }9 and I1 = I⧵I0 . Note that, if ≽i such that ≻i= � , then ≽i is a vNM 
preference and i ∈ I0 . Therefore, if i ∈ I1 , then ≻i≠ ∅ . As clarified in the Introduc-
tion, individuals in I0 have no concerns for procedural fairness. On the other hand, 
the key question that we need to answer for the individuals in I1 is the following: 
How can we ascertain that procedural fairness concerns is the reason why their 
subjective preferences depart from expected utility? The way we answer this ques-
tion is by providing an axiomatic foundation in terms of our primitive preference 
relations that allows us to represent the subjective preferences of these individuals 
by a Karni–Safra representation (Karni and Safra 2002). This representation spe-
cifically models preferences of individuals who care about procedural fairness in an 
economic environment that is identical to ours—i.e., one of allocating an indivisible 
good among contesting claimants. In the analysis below, we propose a way of using 
our primitive preference information to identify and separate out concerns for proce-
dural fairness from concerns for the allocation risk when it comes to these individu-
als’ assessments of outcome lotteries. Specifically, we show using the Karni–Safra 
representation how these two concerns are distinct dimensions driving preference 
judgments under their subjective preferences.

Essentially this theorizing involves three key ideas that our axioms will formally 
clarify. First, when attention is restricted to identity-outcome lotteries for which the 
identity lottery is a degenerate one with the individual in his position as an impar-
tial observer assuming his own identity for sure, there is a congruence between his 
ranking of outcome lotteries under his subjective and ethical preferences. As such, 
attitudes toward risk and procedural fairness embedded in his subjective preferences 
naturally project on to his ethical preferences over this restricted domain in which 
no interpersonal comparisons are involved. Second, we maintain that under an indi-
vidual’s ethical preferences, when it comes to assessing the identity risks that he 
faces under identity-outcome lotteries, he very much behaves like an expected utility 
maximizer. We use this fact along with the assumption that the source of risk does 
not influence an individual’s attitude toward it to elicit a vNM preference ranking 
that captures his risk assessments of outcome lotteries. Third, from the information 
about an individual’s overall assessment of an outcome lottery and his risk assess-
ment of it, both measured along his ethical preference scale, we back out as a “resid-
ual” another preference ranking that captures his procedural assessment of outcome 
lotteries. We then introduce an axiom that clarifies precisely when we can think of 
this residual as reflecting concerns for procedural fairness. Once we have teased 
out, thus, these two concerns for risk and procedural fairness as distinct considera-
tions, we show that we can represent such an individual’s subjective preferences as a 
monotone function of the two, à la Karni and Safra (2002).

We now introduce a set of axioms that lay the groundwork for this exercise. 
Although our goal in this section is to provide an axiomatic basis to represent the 
subjective preferences of individuals in I1 , the three axioms in the next subsec-
tion applies to all individuals in I as these axioms play a key role when it comes 

9  When we say ≽i is vNM, we, of course, mean that ≽i satisfies the three axioms of (i) completeness and 
transitivity, (ii) continuity and (iii) independence.
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to representing the ethical preferences of individuals via utilitarian or generalized 
utilitarian SWFs.

3.1 � Independence, self‑acceptance and interpersonal conflict

Our first axiom introduces a version of the vN-M independence condition on an 
individual’s ethical preferences. Specifically, it requires these preferences to adhere 
to the logic of independence when it comes to assessing identity risks from the per-
spective of as impartial observer. This version of independence that we impose on 
the ethical preferences of an impartial observer follows Grant et al. (2010).

Axiom 3.1  (Independence over identity lotteries) For i ∈ I , if (z,  l), 
(z�, l�) ∈ Δ(I) × Δ(X) are such that (z, l) ∼∗

i
(z�, l�) , then for any z̃, z̃� ∈ Δ(I) and 

� ∈ [0, 1],

To understand the content of this axiom, recall our earlier observation that any 
identity-outcome lottery in Δ(I) × Δ(X) can be equivalently viewed in terms of 
the product measure in Δ(I × X) corresponding to it. Let (z, l)∗ , (z�, l�)∗ , (̃z, l)∗ and 
(̃z�, l�)∗ denote the product measures in Δ(I × X) corresponding to (z, l), (z�, l�) , (̃z, l) 
and (̃z�, l�) , respectively. Further, since the outcome lottery is the same under (z,  l) 
and (̃z, l) , it follows that the lottery �(̃z, l)∗ + (1 − �)(z, l)∗ in Δ(I × X) is the product 
measure corresponding to (�z̃ + (1 − �)z, l) . Similarly, �(̃z�, l�)∗ + (1 − �)(z�, l�)∗ is 
the product measure corresponding to (�z̃� + (1 − �)z�, l�) . Accordingly, for the type 
of identity-outcome lotteries under consideration, this axiom has the usual interpre-
tation of vN-M independence. That is, in his position as an impartial observer, if 
i is indifferent between (z, l)∗ and (z�, l�)∗ , then he should prefer (̃z, l)∗ to (̃z�, l�)∗ if 
and only if he prefers �(̃z, l)∗ + (1 − �)(z, l)∗ to �(̃z�,l�)∗ + (1 − �)(z� , l�)∗ ; i.e., if he 
is indifferent between (z,  l) and (z�, l�) , then he should prefer (̃z, l) to (̃z�, l�) if and 
only if he prefers (�z̃ + (1 − �)z , l) to (�z̃� + (1 − �)z� , l�) . In other words, this axiom 
requires an impartial observer’s preferences to satisfy vN-M independence when it 
comes to facing identity risk.

Our second axiom says that an individual’s ethical preferences agree with his 
subjective preferences when he considers identity-outcome lotteries in which he 
faces no identity-risk and is guaranteed to be himself with probability one.

Axiom 3.2  (Self-acceptance) For i ∈ I , and any l, l� ∈ Δ(X) , l ≽i l
′ if and only if 

([i], l) ≽∗
i
([i], l�).

This axiom is a special case of Harsanyi’s well-known acceptance princi-
ple which states that: For i ∈ I , and any l, l� ∈ Δ(X) , j ∈ I , l ≽j l

′ if and only if 
([j], l) ≽∗

i
([j], l�) . Therefore, the normative appeal of this axiom is best understood 

in the context of the acceptance principle. In essence, the acceptance principle cap-
tures a key sense in which an individual is expected to force a sense of impartiality 
and impersonality on himself when he assesses prospects from the perspective of an 

(�z, l) ≽∗

i
(�z�, l�) if and only if (𝛼�z + (1 − 𝛼)z, l) ≽∗

i
(𝛼�z� + (1 − 𝛼)z�, l�).
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impartial observer. Specifically, when individual i, as an impartial observer, consid-
ers scenarios in which he knows for sure that he will assume the identity of some 
individual j in society, this principle requires that i’s ethical preferences respect 
the subjective preferences of j. Not doing so would be tantamount to introducing 
a strong form of paternalism in ethical preferences that would run counter to the 
impartiality and impersonality that the impartial observer is assumed to imbibe. The 
self-acceptance axiom is the special case of this principle when the given individual 
j is i himself. Therefore, it emphasizes that, as an impartial observer, i should respect 
his own subjective preferences in totality in situations where no interpersonal con-
flicts are present.

Our next axiom conveys the idea that as an impartial observer, any individu-
al’s ethical preferences acknowledge the fact that contesting claims on the scarce 
resource (the indivisible good) make interpersonal conflicts inevitable. It says that 
if by his ethical preferences, i maintains that individual j is strictly better off under 
some outcome lottery l than under some other outcome lottery l′ , then he has to 
acknowledge that there exists some individual k who is worse off under l than under 
l′ . Further, when such interpersonal conflicts exist, the axiom also brings out a sense 
in which these conflicts are sufficiently non-trivial for him to adjudicate upon from 
his perspective as an impartial observer.

Axiom 3.3  (Interpersonal conflict) For i ∈ I , if l, l� ∈ Δ(X) are such 
that ([j], l) ≻∗

i
([j], l�) , for some j ∈ I , then there exists k ∈ I satisfying 

(a) ([k], l�) ≻∗
i
([k], l) and (b) either ([k], l�) ≽∗

i
([j], l) or ([j], l�) ≽∗

i
([k], l).

Condition (b) clarifies the non-trivial nature of interpersonal conflicts. This is 
best understood by observing what is true were this condition not to hold. In this 
case, i’s ethical assessment is given by: ([j], l) ≻∗

i
([k], l�) ≻∗

i
([k], l) ≻∗

i
([j], l�) . If 

this were so, it would mean that by his ordinal ethical preference judgments itself, i 
is able to conclude that the variation in j’s well-being, as a result of whether l or l′ is 
chosen, is clearly greater than that of k. By ruling out this possibility, condition (b) 
emphasizes that interpersonal conflicts are sufficiently non-trivial to adjudicate upon 
and requires an impartial observer to, presumably, make “cardinal” comparisons.

3.2 � Separating risk and procedural fairness concerns

Consider any individual i ∈ I1 . For any such individual, our goal now is to propose a 
way of identifying and separating out his concerns for procedural fairness from his 
risk concerns when it comes to assessing outcome lotteries. The starting point of 
this exercise is to draw on the self-acceptance axiom. Because of this axiom, when 
attention is restricted to identity-outcome lotteries under which the identity lottery 
guarantees that, in his position as an impartial observer, the individual is himself 
with probability one, the ranking of outcome lotteries implied by his ethical prefer-
ences is identical to that under his subjective preferences. Therefore, any attitudes 
toward risk and procedural fairness that are embedded in his subjective prefer-
ences naturally project on to his ethical preference scale on this restricted domain, 
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{i} × Δ(X) , in which no inter-personal comparisons are involved. In other words, 
when it comes to doing this separation of risk and procedural fairness concerns there 
is a congruence between doing the exercise from the perspective of his ethical and 
subjective preferences. We will start by doing this exercise from the perspective of 
the former. That is, for any individual i ∈ I1 , we will focus on his ethical preferences 
≽∗
i
 and back out his risk and procedural fairness attitudes over outcome lotteries. We 

will then show that these attitudes very much drive behavior under his subjective 
preferences—a statement that we will formalize by means of representing subjec-
tive preferences through a Karni–Safra representation under which subjective pref-
erences are monotone in these attitudes.

We first focus on identifying risk attitudes. With that goal, consider the follow-
ing definition.

Definition 3.1  Let i ∈ I1 , l = [x1, �1;… ;xM , �M] ∈ Δ(X) be such that there exists 
l� ∈ Δ(X) and zm ∈ Δ(I) satisfying ([i], [xm]) ∼∗

i
(zm, l

�) for each m = 1,… ,M . Then, 
we call (�1z1 +⋯ + �MzM , l

�) a risk equivalent of l for i.

Consider the outcome lottery l = [x1, �1;… ;xM , �M] ∈ Δ(X) . What is individ-
ual i’s assessment of the allocation risk under it when measured along his ethical 
preference scale? The above definition provides an answer to this question by pro-
posing a candidate identity-outcome lottery on this scale that may be identified 
with his assessment of the allocation risk under l. Specifically, since for each xm in 
the support of l, ([i], [xm]) ∼∗

i
(zm, l

�) , his assessment of the allocations x1,… , xM 
can, respectively, be identified with his assessment of the identity-outcome lotter-
ies (z1, l�),… , (zM , l

�) on his ethical preference scale. As such, given that his ethi-
cal preference relation satisfies the independence over identity lotteries axiom, 
his assessment of the allocation risk under l can be identified with his assessment, 
according to ≽∗

i
 , of the second-order identity risk under the identity-outcome lot-

tery (�1z1 +⋯ + �MzM , l
�) . That is, assuming that the source of the risk doesn’t 

influence his attitude toward similar risks, we may think of (�1z1 +⋯ + �MzM , l
�) 

as a risk equivalent of the outcome lottery l for i. Observe that for any degenerate 
outcome lottery [x], any (z, l) s.t. (z, l) ∼∗

i
([i], [x]) is a risk equivalent of [x] for i, 

including ([i], [x]).
As an example, think of a setting with two individuals, 1 and 2, and consider 

the outcome lottery l = [(1, 0), 0.5;(0, 1), 0.5] . This lottery gives the two individu-
als a 50% chance each of getting the indivisible good. Say, we want to determine 
what 1’s risk equivalent of this lottery is. Suppose, according to 1’s ethical prefer-
ences (1, (1, 0)) ∼∗

1
(2, (0, 1)) . That is, 1 is indifferent between being himself when 

he gets the good and being 2 when 2 gets it. Further, since (1, (0, 1)) ∼∗
1
(1, (0, 1)) , 

it follows that the identity-outcome lottery ([1,  0.5;  2,  0.5],  (0,  1)) is a risk 
equivalent of l for 1. Risk equivalent of a lottery need not be unique. Sup-
pose, according to 1’s ethical preferences, (1, (0, 1)) ∼∗

1
(2, (1, 0)) . Then, the 

identity-outcome lottery ([1,  0.5;  2,  0.5],  (1,  0)) is also a risk equivalent of l 
for 1. Observe that the independence over identity lotteries axiom implies that 
([1, 0.5;2, 0.5], (0, 1)) ∼∗

1
([1, 0.5;2, 0.5], (1, 0)).
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We can use the notion of a risk equivalent to define, for each i ∈ I1 , a prefer-
ence (binary) relation ≽R

i
⊆ Δ(X) × Δ(X) that captures i’s risk attitudes over outcome 

lotteries. Specifically, for any l, l� ∈ Δ(X) , l ≽R
i
l′ if (z̃, l̃) ≽∗

i
(z̃�, l̃�) , where (z̃, l̃) and 

(z̃�, l̃�) are, respectively, risk equivalents of l and l′ for i. It is straightforward to verify 
that ≽R

i
 is well defined: if (z̃, l̃) and (ẑ, l̂) are both risk equivalents of l, then by virtue 

of the independence over identity lotteries axiom, (z̃, l̃) ∼∗
i
(ẑ, l̂) . Under our axioms, 

the following result follows:

Proposition 3.1  If i ∈ I1 satisfies independence over identity lotteries and interper-
sonal conflict, then ≽R

i
 is a vNM preference relation.10

Now that we have ascertained, using the notion of a risk equivalent, what i’s 
assessment of the allocation risk under an outcome lottery is, we proceed to identify 
a procedural preference relation for him that captures his assessments of outcome 
lotteries when viewed in their role as allocation procedures. The way we do this 
is the following. Consider two outcome lotteries, l and l′ , and for the sake of the 
exposition, suppose that the overall assessment of the two identity-outcome lotteries 
([i], l) and ([i], l�) on his ethical preference scale correspond to 100 and 200 “utils,” 
respectively. Further, suppose that his assessment of the allocation risk under these 
lotteries as measured by their risk equivalents on this same scale correspond to 70 
and 130 utils, respectively. In other words, his assessment of the difference between 
these two outcome lotteries ( 200 − 100 = 100 ) cannot be explained based solely on 
the difference in his assessment of the allocation risk under them ( 130 − 70 = 60 ). 
There is a positive residual ( 100 − 60 = 40 > 0 ) that needs to be accounted for. This 
residual reveals the fact that distinct from the difference between these two outcome 
lotteries based on their risk assessments, there is an additional source of differ-
ence that has to do, presumably, with their role as allocation procedures and on this 
dimension l has an advantage over l′ . This being the case, l should rank higher than 
l′ under this procedural preference relation. How do we formalize this argument? It 
turns out that under our axioms there is a way of doing so purely in terms of pref-
erence information. Indeed, the axioms of independence over identity lotteries and 
interpersonal conflict imply that there is a representation of ethical preferences that 
is cardinal in the vNM sense.11 Hence, notions of utility difference comparisons as 
articulated above have meaning in our setting and can be formalized in terms of 
primitive preferences.

Definition 3.2  For i ∈ I1 , the procedural preference (binary) relation 
≽P
i
⊆ Δ(X) × Δ(X) is defined as: for any l, l� ∈ Δ(X) , l ≽P

i
l′ if there exists l∗ ∈ Δ(X) 

and z, z′ , z̃  , z̃� ∈ Δ(I) such that: 

1.	 (z, l∗) and (z�, l∗) are, respectively, risk equivalents of l and l′ for i;

10  That is, ≽R

i
 is complete, transitive, and satisfies continuity and independence.

11  This is established in Lemma 2 in “Appendix 1.”
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2.	 ([i], l) ∼∗
i
(̃z, l∗) and ([i], l�) ∼∗

i
(̃z�, l∗) ; and

3.	 (.5�z + .5z�, l∗) ≽∗
i
(.5�z� + .5z, l∗).

We denote the symmetric and asymmetric components of ≽P
i
 by ∼P

i
 and ≻P

i
 , 

respectively.
The reasoning behind the definition is the following. The preferences 

([i], l) ∼∗
i
(̃z, l∗) and ([i], l�) ∼∗

i
(̃z�, l∗) imply that the identity-outcome lotteries (̃z, l∗) 

and (̃z�, l∗) are, respectively, the projections on i’s ethical preference scale of his 
overall assessments of the outcome lotteries l and l′ . Additionally, (z, l∗) and (z�, l∗) 
are, respectively, the risk equivalents of l and l′ and capture the risk assessments of 
these outcome lotteries on this scale. Therefore, drawing on the independence over 
identity lotteries axiom, it follows that the identity-outcome lottery (.5̃z + .5z�, l∗) is 
akin to a 50:50 mixture of the overall assessment of l and the risk assessment of l′ . 
Similarly, (.5̃z� + .5z, l∗) is akin to a 50:50 mixture of the overall assessment of l′ 
and the risk assessment of l. If all that entered i’s overall assessments of l and l′ was 
a consideration for their risk assessments, then he ought to be indifferent between 
(.5̃z + .5z�, l∗) and (.5̃z� + .5z, l∗) as, in that case, both would simply be equivalent to 
a 50:50 mixture of his risk assessments of l and l′ . On the other hand, if he expresses 
a preference for (.5̃z + .5z�, l∗) over (.5̃z� + .5z, l∗) , then it reveals the fact that, beyond 
their risk assessments, i considers l to have an advantage over l′ on the ground that 
it is a preferable allocation procedure. Finally, note that by virtue of independence 
over identity lotteries, the binary relation ≽P

i
 is well defined.

The following proposition establishes that under our axioms ≽P
i
 is a weak order.

Proposition 3.2  If i ∈ I1 satisfies independence over identity lotteries and interper-
sonal conflict, then ≽P

i
 is complete and transitive.

The procedural preference relation captures an individual’s concerns for proce-
dural fairness in evaluating outcome lotteries, if such attitudes are present in his eth-
ical/subjective preferences. However, in principle, it could also capture other con-
cerns that may cause these preferences to deviate from expected utility. How can we 
maintain that any departure from expected utility that it identifies is solely attrib-
utable to concerns for procedural fairness? The following axiom, by identifying a 
structure on this preference relation, helps us address this question.

Axiom 3.4  (Revealed fairness) For i ∈ I1 , if l, l� ∈ Δ(X) are such that l ∼P
i
l′ , then 

for any � ∈ (0, 1) , 𝛼l + (1 − 𝛼)l� ≻P
i
l.

The axiom connects the procedural preference relation to the key rationale as to why 
it may be desirable, on grounds of procedural fairness, to allocate an indivisible good 
by means of a lottery. Specifically, it draws on the well-known insight that randomiz-
ing between outcome lotteries can play a crucial role in enhancing procedural fairness 
in the context of using such lotteries to allocate an indivisible good. Presumably, such 
a judgment is based on the observation that if we consider two lotteries, l and l′ , then 
l may provide more favorable opportunities than l′ for some individuals, whereas the 
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opposite may be true for others. Accordingly, randomizing between these lotteries may 
provide a way to balance these contesting claims and arrive at a fairer allocation pro-
cedure. The axiom requires the procedural preference relation to inherit this reasoning. 
Hence, it states that when an individual finds two outcome lotteries to be equally good 
allocation procedures, he must find their mixture to be a strictly better allocation proce-
dure. This axiom and its justification is identical to the compromise fairness axiom of 
Karni and Safra (2002).

The exercise of deriving the risk and procedural preference relations above was done 
based on assessments made along the ethical preference scale of an individual. The 
self-acceptance axiom and the discussion at the beginning of this subsection suggests 
that these preference relations should also have a close connection to the individual’s 
subjective preferences. Intuitively speaking, this axiom implies that attitudes that are 
present in an individual’s subjective preferences ought to find faithful expression in his 
ethical preferences when attention is restricted to those situations where, as an impar-
tial observer, he does not face any interpersonal conflict and can fully subscribe to his 
own subjective preferences. Therefore, it stands to reason that the risk and procedural 
preference relations that we derived does indeed capture deep features of his subjective 
preferences. We now formally establish this observation. The proposition below estab-
lishes that the risk and procedural preference relations are indeed distinct dimensions 
that drive preference judgments under his subjective preferences.

Proposition 3.3  If i ∈ I1 satisfies independence over identity lotteries, self-accept-
ance and interpersonal conflict, then for all l, l� ∈ Δ(X) , 

1.	 l ∼R
i
l� ⟹ [l ≽i l

� iff l ≽P
i
l�]

2.	 l ∼P
i
l� ⟹ [l ≽i l

� iff l ≽R
i
l�]

In addition, if i satisfies revealed fairness, then for all l, l� ∈ Δ(X) , l ≠ l′,

The final part of the proposition clarifies precisely when we will see a strict pref-
erence for randomization in subjective preferences. It tells us that the logic for such 
randomization emanates precisely from procedural preference concerns and not risk 
concerns. Note that since ≽R

i
 is vNM, l ∼R

i
l� implies that �l + (1 − �)l� ∼R

i
l . We 

now further extend the message of this proposition and show that subjective prefer-
ences have a Karni–Safra representation. In our setting, this representation expresses 
assessments of outcome lotteries as an aggregation of the two distinct considera-
tions of risk and procedural fairness captured by the preference relations ≽R

i
 and ≽P

i
 , 

respectively.

3.3 � Karni–Safra representation

In the way of notation, note that for any function ui ∶ X → ℝ , we will denote 
the expected utility functional with respect to it by 𝔼ui ∶ Δ(X) → ℝ , given by 
�ui(l) =

∑

x∈X l(x)ui(x).

[

l ∼i l
� and l ∼R

i
l�
]

⟹ 𝛼l + (1 − 𝛼)l� ≻i l.
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Definition 3.3  A Karni–Safra (KS) representation of ≽i , i ∈ I1 , consists of three 
functions 

1.	 ui ∶ X → ℝ;
2.	 gi ∶ Δ(X) → ℝ that is continuous and strictly quasi-concave with gi([x]) = 0 for 

any x ∈ X ; and
3.	 �i ∶ {(𝔼ui(l), gi(l)) ∶ l ∈ Δ(X)} → ℝ that is strictly increasing;

such that 

1.	 ui is a vNM representation of ≽R
i
 , i.e., for any l, l� ∈ Δ(X) , l ≽R

i
l′ iff �ui(l) ≥ �ui(l

�);
2.	 gi represents ≽P

i
 ; and

3.	 the function Ui ∶ Δ(X) → ℝ , given by Ui(l) = �i(�ui(l), gi(l)) represents ≽i.

Under a KS representation of ≽i , i ∈ I1 , there exists a function ui that captures i’s risk 
attitudes embodied in the preference relation ≽R

i
 . Specifically, ≽R

i
 has an expected utility 

representation with ui as the Bernoulli utility function. Further, there exists a function gi 
that captures i’s concern for the allocation procedure. For any l ∈ Δ(X) , gi(l) captures 
i’s assessment of how fair this outcome lottery is as an allocation procedure. The strict 
quasi-concavity of the gi function provides the room to accommodate a preference for 
randomization owing to concerns for procedural fairness. Finally, the overall utility 
assessment of any outcome lottery l can be expressed as an increasing function of the 
expected utility component, �ui(l) , and the procedural fairness component, gi(l).

A special kind of KS representation that plays an important role in our analysis is 
what we refer to as a basic KS representation. A KS representation (ui, gi,�i) is basic if 
for any l ∈ Δ(X),

We denote a basic KS representation as a pair (ui, gi).
The following result establishes that under our axioms, for any i ∈ I1 , every repre-

sentation of ≽i is a KS representation. Of course, given that ≽i is a continuous weak 
order, it has a utility representation. In addition, the axioms also guarantee that ≽i has a 
basic KS representation.

Theorem  3.1  If i ∈ I1 satisfies independence over identity lotteries, self-accept-
ance, interpersonal conflict and revealed fairness, then (i) every representation of ≽i 
is a KS representation, and (ii) ≽i has a basic KS representation.

4 � Representation of ethical preferences

We are now ready to accomplish the primary task of this paper, which is to provide 
a foundation for the statement that procedural fairness concerns can be elicited from 
individual subjective preferences and incorporated into social welfare judgments. 
As we have seen, for individuals in the set I1 who care about procedural fairness, a 

�i(�ui(l), gi(l)) = �ui(l) + gi(l)
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KS representation of subjective preferences allows us to identify and represent such 
concerns. On the other hand, for individuals in the set I0 who do not care about 
procedural preferences, subjective preferences have a standard expected utility rep-
resentation. Our goal here is to show how all such individual assessments can be 
faithfully incorporated within any social welfare function (SWF) representing the 
ethical preferences of an impartial observer. We show that this can be done for both 
utilitarian SWFs as well as generalized utilitarian ones. We begin with the latter 
class of SWFs.

4.1 � Generalized utilitarianism

We first formally define our notion of a generalized utilitarian SWF that incorporates 
individual attitudes toward procedural fairness. As mentioned above, our notion of 
any SWF is a subjectivist one and we view any such function as a representation 
of the ethical preferences of some individual in society. That is, it captures such an 
individual’s welfare judgments from his perspective as an impartial observer.

Definition 4.1  The collection of ethical preference relations (≽∗
i
)i∈I admit general-

ized utilitarian representations that incorporate individuals’ sense of justice if there 
exists a collection of functions, (ui)i∈I0 , (ui, gi,�i)i∈I1 , ((�ij ∶ ℝ → ℝ)j∈I)i∈I , such that 
for each i ∈ I , 

1.	 if i ∈ I0 , then ui is a vNM representation of ≽i ; and if i ∈ I1 , then (ui, gi,�i) is a 
KS representation of ≽i . That is, the function Ui ∶ Δ(X) → ℝ , given by 

 represents ≽i;
2.	 �ij is an increasing function for each j ∈ I ; and
3.	 the function Vi ∶ Δ(I) × Δ(X) → ℝ , given by Vi(z, l) =

∑

j∈I z(j)�ij(Uj(l)) , repre-
sents ≽∗

i
.

Observe that under a generalized utilitarian representation, each individual’s 
assessment of any outcome lottery is based on either a KS representation or an 
expected utility representation depending on whether the individual cares about pro-
cedural fairness or not. Further, when representing the ethical preferences of indi-
vidual i, the function �ij translates individual j’s utility scale into individual i’s. It 
is in this sense that this representation generalizes a utilitarian representation under 
which no such translation is admissible (as we will see below).

We need to introduce one additional axiom, which in conjunction to the ones 
above, provides a foundation for a generalized utilitarian representation. This axiom 
is Harsanyi’s acceptance principle, which we have already discussed in the last Sec-
tion. As noted there, the acceptance principle implies that each individual’s prefer-
ences satisfy self-acceptance.

Ui(l) =

{

�ui(l), if i ∈ I0
�i(�ui(l), gi(l)), if i ∈ I1
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Axiom 4.1  (Acceptance principle) For i ∈ I , and any l, l� ∈ Δ(X) , j ∈ I , l ≽j l
′ if 

and only if ([j], l) ≽∗
i
([j], l�).

Theorem 4.1  Suppose each i ∈ I satisfies interpersonal conflict. Then: 

1.	 The collection of ethical preferences (≽∗
i
)i∈I admit generalized utilitarian repre-

sentations that incorporate individuals’ sense of justice if and only if each i ∈ I 
satisfies independence over identity lotteries and the acceptance principle and, 
in addition, each i ∈ I1 satisfies revealed fairness.

2.	 If ((ui)i∈I0 , (ui, gi,�i)i∈I1 , ((�ij)j∈I)i∈I) and ((ũi)i∈I0 , (ũi, g̃i, �̃i)i∈I1 , ((�̃ij)j∈I)i∈I) are 
both generalized utilitarian representations of (≽∗

i
)i∈I that incorporate individu-

als’ sense of justice then, for each i ∈ I , there exist constants 𝜏i > 0 , �′
i
 such that 

�̃ij◦Ũj = �i(�ij◦Uj) + ��
i
 , for all j ∈ I where Uj, Ũj ∶ Δ(X) → ℝ are given by

4.2 � Utilitarianism

We next define what it means for individuals’ ethical preferences, reflecting welfare 
judgments, to have utilitarian SWF representations. In such a representation, when it 
comes to representing the subjective preferences of individuals who care about pro-
cedural fairness, we restrict attention to basic KS representations.

Definition 4.2  The collection of ethical preference relations (≽∗
i
)i∈I admit utilitar-

ian representations that incorporate individuals’ sense of justice if there exists a col-
lection of functions, (ui)i∈I0 , (ui, gi)i∈I1 , such that for each i ∈ I , 

1.	 if i ∈ I0 , then ui is a vNM representation of ≽i ; and if i ∈ I1 , then (ui, gi) is a basic 
KS representation of ≽i . That is, the function Ui ∶ Δ(X) → ℝ , given by 

 represents ≽i ; and
2.	 the function V ∶ Δ(I) × Δ(X) → ℝ given by V(z, l) =

∑

j∈I z(j)Uj(l) represents ≽∗
i
.

Observe one stark property of welfare judgments under such a representation. 
There must necessarily be unanimity in society about such judgments. Therefore, 
the following axiom—which says that individuals in society agree on their prefer-
ences over identity-outcome lotteries when they view things impersonally—is nec-
essary for a utilitarian representation.

Uj(l) =

{

�uj(l), if j ∈ I0
�j(�uj(l), gj(l)), if j ∈ I1

Ũj(l) =

{

�ũj(l), if j ∈ I0
�j(�ũj(l), g̃j(l)), if j ∈ I1.

Ui(l) =

{

�ui(l), if i ∈ I0
�ui(l) + gi(l), if i ∈ I1
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Axiom 4.2  (Shared ethics) For all i, j ∈ I , (z, l), (z�, l�) ∈ Δ(I) × Δ(X) , (z, l) ≽∗
i
(z�, l�) 

if and only if (z, l) ≽∗
j
(z�, l�).

In addition, a utilitarian representation imposes a certain kind of consistency on 
attitudes toward randomization of any individual whose subjective preferences are 
of the vNM type, i.e., any individual i ∈ I0 . This consistency requirement is that any 
such individual, when faced with randomization in his environment, should not dis-
tinguish between the source of the randomization and assess similar randomizations 
similarly. Specifically, under his ethical preferences, when presented with a rand-
omization over outcome lotteries and a similar randomization over identity lotteries, 
he must be indifferent between the two. The reasoning behind this is the following. 
Given that procedural fairness concerns do not enter such an individual’s subjective 
assessments, any randomization over outcome lotteries influences such assessments 
due to risk considerations alone. Further, if the welfare criterion is a utilitarian one, 
his subjective utility scale incorporating these risk assessments must be inherited 
one-to-one in his ethical assessments as an impartial observer. In turn, this means 
that his ethical assessments can no longer discriminate between similar randomiza-
tions over outcome and identity lotteries and he is forced to be indifferent between 
the two. This idea that the source of randomization should not influence attitudes 
toward it is at the core of Harsanyi’s utilitarianism and its formalization in the cur-
rent context is the following.12

Axiom 4.3  (Indifference to similar randomizations) For i ∈ I0 , l, l�, l̃ ∈ Δ(X) 
and z, z� ∈ Δ(I) , if ([i], l) ∼∗

i
(z, l̃) and ([i], l�) ∼∗

i
(z�, l̃) , then for all � ∈ [0, 1] , 

([i], 𝛼l + (1 − 𝛼)l�) ∼∗
i
(𝛼z + (1 − 𝛼)z�, l̃).

The following result establishes that these two axioms, along with ones specified 
earlier, are sufficient for a utilitarian representation.

Theorem 4.2  Suppose each i ∈ I satisfies interpersonal conflict. Then: 

1.	 The collection (≽∗
i
)i∈I admit utilitarian representations that incorporate individu-

als’ sense of justice if and only if each i ∈ I satisfies independence over identity 
lotteries and self-acceptance, each i, j ∈ I satisfies shared ethics, and, in addi-
tion, each i ∈ I1 satisfies revealed fairness and each i ∈ I0 satisfies indifference 
to similar randomizations.

2.	 If ((ui)i∈I0 , (ui, gi)i∈I1 ) and ((ũi)i∈I0 , (ũi, g̃i)i∈I1 ) are both utilitarian representations 
of (≽∗

i
)i∈I that incorporate individuals’ sense of justice, then there exist constants 

𝜏 > 0 , �′ such that ũi = �ui + �� for all i ∈ I and g̃i = �gi , for all i ∈ I1.

Before concluding, a few comments are in order.13

12  The spirit of this axiom is similar to the Indifference Between Life Chances and Accidents of Birth 
axiom in Grant et al. (2010).
13  For a more detailed discussion on the first two points, please refer to Grant et al. (2010).
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1.	 Under a utilitarian SWF representation of ethical preferences, there is no scope 
for an impartial observer to independently add an intensity for procedural fair-
ness in welfare assessments beyond what individual attitudes toward procedural 
fairness—elicited from their subjective preferences—demand. In particular, if all 
of the individual subjective preferences reveal an indifference toward procedural 
fairness concerns, then social welfare assessments cannot express a strict prefer-
ence for procedural fairness. However, this need not be the case under a general-
ized utilitarian SWF. Under generalized utilitarianism, an impartial observer’s 
preferences may be an additional source of procedural fairness concerns in wel-
fare assessments over and above what is dictated by individual subjective prefer-
ences. Specifically, it may be possible for social welfare judgments to exhibit a 
concern for procedural fairness even when all the individual subjective prefer-
ences show no concern for it. Viewing individual i as the impartial observer, this 
may be the case when all the functions �ij are strictly concave.

2.	 Another feature of a utilitarian representation of ethical preferences worth high-
lighting is that, under it, all individuals in society have to exhibit identical atti-
tudes toward risk in the sense that their tolerance toward facing similar risks is 
the same. In other words, under utilitarianism, it is not possible to accommodate 
the feature that one individual’s risk preferences may exhibit a greater level of 
comfort facing a risk than another. This is not the case under generalized utilitari-
anism where different individuals’ risk preferences may exhibit different levels 
of risk tolerance.

3.	 The axiomatization of a utilitarian SWF draws on the axiom of shared ethics 
which says that all individuals in society have identical ethical preferences over 
identity-outcome lotteries. Although it may be clear to the reader already, it is 
worth emphasizing that this axiom does not imply that the elicited risk and pro-
cedural preference relations of all individuals in society are the same, given that 
these preferences are derived from individuals’ ethical preferences. The example 
in “Appendix 2” shows this.

4.	 One may raise the objection that the two results above merely provide repre-
sentations of ethical preferences and the utilitarian and generalized utilitarian 
nomenclature attached to them is not appropriate. Indeed, such an objection in 
the context of Harsanyi’s utilitarian theorem has been raised by Sen (1976, 1977, 
1986) and is part of the celebrated Harsanyi–Sen debate on utilitarianism. The 
main point of Sen’s objection is that the individual utilities which Harsanyi’s set-
ting (like ours) considers are representations of individual preferences. They do 
not have an independent existence as measures of individual welfare which the 
notion of utilitarianism in its classical sense presupposes. We do not want to enter 
into a full-fledged discussion on the matter here, but simply state that the use of 
the utilitarian and generalized utilitarian terminology in the context of work that 
draws on Harsanyi’s impartial observer setting is fairly standard in the literature. 
The interested reader may refer to Weymark (1991) for further insights on the 
Harsanyi–Sen debate.
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Appendix 1: Proofs

Preliminary results

We begin with some preliminary results. To that end, for any i ∈ I and l ∈ Δ(X) , 
define ≽i,l⊆ Δ(I) × Δ(I) as follows: z ≽i,l z

′ if (z, l) ≽∗
i
(z�, l) . Let ≻i,l and ∼i,l denote 

the asymmetric and symmetric components of ≽i,l , respectively. Further, observe 
that since ≽∗

i
 is a continuous weak order and satisfies independence over identity lot-

teries, ≽i,l satisfies the three vNM axioms, including vNM independence.

Lemma 1  Suppose i ∈ I satisfies independence over identity lotteries and interper-
sonal conflict and let l� ∈ Δ(X) be such that ≻i,l′≠ ∅ . Then for any l ∈ Δ(X) : 

1.	 If ≻i,l= � , then there exists z̃ ∈ Δ(I) such that (̃z, l�) ∼∗
i
(z, l) , for all z ∈ Δ(I).

2.	 I f  ≻i,l≠ ∅  ,  t hen  there  ex is t s  z̃  ,  ẑ  ,  z̃′  ,  ẑ� ∈ Δ(I) such  tha t 
(�z, l) ∼∗

i
(�z�, l�) ≻∗

i
(�z, l) ∼∗

i
(�z�, l�).

Proof  Consider l ∈ Δ(X) for which ≻i,l= � , i.e., (z, l) ∼∗
i
(z�, l) for all z, z� ∈ Δ(I) . 

To establish our desired conclusion for this case, note that, since ≻i,l′≠ ∅ and 
≽∗
i
 satisfies independence over identity lotteries, there exists j�, j�� ∈ I such that 

([j�], l�) ≻∗
i
([j��], l�) . Further, since ([j�], l) ∼∗

i
([j��], l) , it follows that there exists j = 

j′ or j′′ (possibly both), such that ¬[([j], l) ∼∗
i
([j], l�)] . Suppose that ([j], l�) ≻∗

i
([j], l) 

(the other case of ([j], l) ≻∗
i
([j], l�) can he handled along similar lines). Then, 

interpersonal conflict implies that there exists k ∈ I such that ([j], l) ≽∗
i
([k], l�) , 

since it cannot be the case that ([k], l) ≽∗
i
([j], l�) , for this would violate ≻i,l= � . If 

([k], l�) ∼∗
i
([j], l) ∼∗

i
(z, l) , for all z ∈ Δ(I) , then we have our desired conclusion. 

On the other hand, if ([j], l�) ≻∗
i
([j], l) ≻∗

i
([k], l�) , it follows from the continuity 

of ≽∗
i
 and independence over identity lotteries, that there exists z̃ ∈ Δ(I) such that 

(̃z, l�) ∼∗
i
([j], l) ∼∗

i
(z, l) for all z ∈ Δ(I).

Next, consider l ∈ Δ(X) for which ≻i,l≠ ∅ , i.e., (z, l) ≻∗
i
(z�, l) for some z, 

z� ∈ Δ(I) . To establish our desired conclusion for this case, let i(l) , i(l) ∈ I be such 
that ([i(l)], l) ≽∗

i
([i�], l) ≽∗

i
([i(l)], l) for all i� ∈ I . Clearly, ([i(l)], l) ≻∗

i
([i(l)], l) , since 

≽i,l such that ≻i,l≠ ∅ and satisfies vN-M independence. Next, note that it cannot be 
that ([i�], l�) ≽∗

i
([i(l)], l) for all i� ∈ I . To see this, suppose this were true. In that 

case, since ≻i,l′≠ ∅ , there exists j ∈ I such that ([j], l�) ≻∗
i
([i(l)], l) ≽∗

i
([j], l) . But, 

then interpersonal conflict implies that there exists k ∈ I , such that ([k], l) ≻∗
i
([k], l�) . 

This, in turn, implies that ([k], l) ≻∗
i
([i(l)], l) , contradicting the definition of i(l) . 

A similar argument establishes that it cannot be the case that ([i(l)], l) ≽∗
i
([i�], l�) 

for all i� ∈ I . That is, there exists j�, j�� ∈ I , not necessarily distinct, such that 
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([i(l)], l) ≻∗
i
([j�], l�) and ([j��], l�) ≻∗

i
([i(l)], l) . Accordingly, since ≽∗

i
 is continuous 

and satisfies independence over identity lotteries, we can find z̃  , ẑ  , z̃′ , ẑ� ∈ Δ(I) sat-
isfying (�z, l) ∼∗

i
(�z�, l�) ≻∗

i
(�z, l) ∼∗

i
(�z�, l�) . � □

The following lemma draws on Grant et al. (2010) and Karni and Safra (2000).

Lemma 2  For any i ∈ I , if ≻i,l′≠ ∅ , for some l� ∈ Δ(X) , and i satisfies independ-
ence over identity lotteries and interpersonal conflict, then for each l ∈ Δ(X) , there 
exists a function vi,l ∶ I → ℝ such that the function Vi ∶ Δ(I) × Δ(X) → ℝ given by 
Vi(z, l) =

∑

j∈I z(j)vi,l(j) represents ≽∗
i
 , with the range of Vi a connected set.14 Further, 

the family of functions (vi,l)l∈Δ(X) is unique up to a common positive affine transfor-
mation. That is, if (ṽi,l)l∈Δ(X) is another family of functions that represents ≽∗

i
 in the 

above sense, then there exists constants 𝜏i > 0 and �′
i
 such that ṽi,l = 𝜏ivi,l + 𝜏�

i
 , for 

all l ∈ Δ(X).

Proof  For any l ∈ Δ(X) , since ≽i,l satisfies the three vNM axioms, there 
exists a function vi,l ∶ I → ℝ such that the function Vi,l ∶ Δ(I) → ℝ , given by 
Vi,l(z) =

∑

j∈I z(j)vi,l(j) , represents ≽i,l . Further, the function vi,l is unique up to a pos-
itive affine transformation. We will now piece together the family of Vi,l functions to 
define a function Vi ∶ Δ(I) × Δ(X) → ℝ that satisfies the requirements of the lemma. 
Consider l� ∈ Δ(X) for which ≻i,l′≠ ∅ and begin by defining the function Vi on the 
set Δ(I)×{l′ } by setting Vi(z, l

�) = Vi,l� (z) , for all (z, l�) ∈ Δ(I)×{l′ }. Next, we define 
the function Vi on the sets Δ(I) × {l} for l ≠ l′ . To do so, we consider the two cases 
discussed in Lemma 1.

First, consider those l ∈ Δ(X) for which ≻i,l= � . For this case, we know from 
Lemma  1 that there exists z̃ ∈ Δ(I) such that (̃z, l�) ∼∗

i
(z, l) , for all z ∈ Δ(I) . Re-

define the constant function Vi,l by setting Vi,l(z) = Vi (̃z, l
�) for all z ∈ Δ(I) , so that, in 

particular, vi,l(j) = Vi,l([j]) = Vi(̃z, l
�) for all j ∈ I . We can, then, extend the function 

Vi to Δ(I) × {l} by defining Vi(z, l) = Vi,l(z) for all (z, l) ∈ Δ(I) × {l}.
Second, consider those l ∈ Δ(X) for which ≻i,l≠ ∅ . In this case, we 

have established in Lemma 1 that there exists z̃  , ẑ  , z̃′ , ẑ� ∈ Δ(I) such that 
(�z, l) ∼∗

i
(�z�, l�) ≻∗

i
(�z, l) ∼∗

i
(�z�, l�) . Further, recall that the function Vi,l is defined 

uniquely up to a positive affine transformation; that is, we have two degrees of free-
dom in specifying it. Accordingly, we can redefine it by setting Vi,l (̃z) = Vi (̃z

�, l�) 
and Vi,l (̂z) = Vi (̂z

�, l�) , so that, in particular, we redefine the function vi,l ∶ I → ℝ by 
setting vi,l(j) equal to the ‘new’ value of Vi,l([j]) for all j ∈ I . We can, then, extend 
the function Vi to the set of lotteries in Δ(I) × {l} by defining Vi(z, l) = Vi,l(z) for 
all (z, l) ∈ Δ(I) × {l} . This gives us the function Vi ∶ Δ(I) × Δ(X) → ℝ as desired in 
the statement of the lemma. It is fairly straightforward to verify that the function Vi 
represents the preference relation ≽∗

i
 . Further, note that the range of this function is 

a connected set.

14  Note that such a function Vi is linear in “identity-probabilities.” That is, for any z1,… , zM ∈ Δ(I) and 
l ∈ Δ(X) , we have Vi(�1z1 +⋯ + �MzM , l) =

∑M

m=1
�mVi(zm, l).
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To prove the second part of the lemma, let (vi,l)l∈Δ(X) and (ṽi,l)l∈Δ(X) be two 
such representations of ≽∗

i
 . Define the functions Vi ∶ Δ(I) × Δ(X) → ℝ and 

Ṽi ∶ Δ(I) × Δ(X) → ℝ by Vi(z, l) =
∑

j∈I z(j)vi,l(j) and �Vi(z, l) =
∑

j∈I z(j)ṽi,l(j) , 
respectively. Consider l′ for which ≻i,l′≠ ∅ . Since both the functions vi,l′ and ṽi,l′ 
are vN-M representations of ≽i,l′ , it follows that there exists constants 𝜏i > 0 , �′

i
 

such that for all (z, l�) ∈ Δ(I)×{l′ }, Ṽi(z, l
�) = �iVi(z, l

�) + ��
i
 . Now, consider any l 

≠ l′ . First, consider the case where ≻i,l= � . In this case, we know from Lemma 1 
that there exists z∗ ∈ Δ(I) such that (z, l) ∼∗

i
(z∗, l�) , for all z ∈ Δ(I) . Accordingly, 

Ṽi(z, l) = Ṽi(z
∗, l�) = �iVi(z

∗, l�) + ��
i
= �iVi(z, l) + ��

i
 . Next consider l ≠ l′ such 

that ≻i,l≠ ∅ . We know from Lemma 1 that there exists z̃  , ẑ  , z̃′ , ẑ� ∈ Δ(I) such that 
(�z, l) ∼∗

i
(�z�, l�) ≻∗

i
(�z, l) ∼∗

i
(�z�, l�) . Further, we can find constants 𝜏i(l) > 0 and ��

i
(l) 

such that for all (z, l) ∈ Δ(I) × {l} , Ṽi(z, l) = �i(l)Vi(z, l) + ��
i
(l) . Accordingly, it fol-

lows that:

Given that Vi(�z, l) − Vi(�z, l) = Vi(�z
�, l�) − Vi(�z

�, l�) > 0 , it follows that �i(l) = �i . Fur-
ther, since Ṽi(̃z, l) = Ṽi(̃z

�, l�) , it follows that �iVi (̃z, l) + ��
i
(l) = �iVi(̃z

�, l�) + ��
i
 . Given 

that Vi(̃z, l) = Vi(̃z
�, l�) , it follows that ��

i
(l) = ��

i
 . Accordingly, it follows that for any 

(z, l) ∈ Δ(I) × Δ(X) , Ṽi(z, l) = �iVi(z, l) + ��
i
 . In particular, ṽi,l = 𝜏ivi,l + 𝜏�

i
 , for all 

l ∈ Δ(X) . � □

Lemma 3  If i ∈ I1 satisfies independence over identity lotteries and interpersonal 
conflict, then for any l, l� ∈ Δ(X) there exists l∗ ∈ Δ(X) and z, z′ , z̃  , z̃� ∈ Δ(I) such 
that: 

1.	 (z, l∗) and (z�, l∗) are, respectively, the risk equivalents of l and l′ for i
2.	 ([i], l) ∼∗

i
(̃z, l∗) and ([i], l�) ∼∗

i
(̃z�, l∗).

Proof  Let l = [x1, �1;… ;xM , �M] and l� = [x�
1
, ��

1
;… ;x�

N
, ��

N
] . Further, let l , l ∈ Δ(X) 

be such that ([i], l) ≽∗
i
([i], l̃) ≽∗

i
([i], l) for all l̃ ∈ {l, l�, [x1],… , [xM], [x

�
1
],… , [x�

N
]} . 

First, consider the case when ([i], l) ≻∗
i
([i], l) . Interpersonal conflict implies that 

there exists j ∈ I such that either ([j], l) ≽∗
i
([i], l) or ([i], l) ≽∗

i
([j], l) . Accordingly, 

since ≽∗
i
 is continuous and satisfies independence over identity lotteries, it follows that 

there exists l∗ = l or l and z̃ , z̃′ , zm , z�
n
∈ Δ(I) , m = 1,… ,M and n = 1 , ..., N, such 

that ([i], l) ∼∗
i
(̃z, l∗) , ([i], l�) ∼∗

i
(̃z�, l∗) , ([i], [xm]) ∼∗

i
(zm, l

∗) , for m = 1,… ,M , and 
([i], [x�

n
]) ∼∗

i
(z�

n
, l∗) , for n = 1 , ..., N. A similar conclusion, of course, follows also 

for the case when ([i], l) ∼∗
i
([i], l) . Accordingly, (z, l∗) = (�1z1+ ...+�MzM , l∗) and 

(z�, l∗) = (��
1
z�
1
+ ...+��

N
z�
N
 , l∗) are, respectively, risk equivalents of l and l′ for i. � □

Proof of Propositions

Proof of  Proposition  3.1  Let l, l� ∈ Δ(X) . From Lemma  3, we know that there 
exists (z, l∗) , (z�, l∗) ∈ Δ(I) × Δ(X) that are, respectively, the risk equivalents of 

Ṽi(̃z, l) − Ṽi (̂z, l) = Ṽi (̃z
�, l�) − Ṽi(̂z

�, l�)

⟹ �i(l)[Vi (̃z, l) − Vi (̂z, l)] = �i[Vi (̃z
�, l�) − Vi(̂z

�, l�)]
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l and l′ for i. Since, ≽∗
i
 is complete, it follows that either l ≽R

i
l′ or l′ ≽R

i
l . That 

is, ≽R
i
 is complete. To see that ≽R

i
 satisfies the Archimedean continuity condi-

tion let l ≻R
i
l′ ≻R

i
l′′ . Arguing along similar lines as in the proof of Lemma 3, we 

can show that there exists (z, l∗), (z�, l∗), (z��, l∗) ∈ Δ(I) × Δ(X) that are, respec-
tively, the risk equivalents of l, l′ and l′′ for i. That is, (z, l∗) ≻∗

i
(z�, l∗) ≻∗

i
(z��, l∗) . 

By continuity of ≽∗
i
 , it follows that there exists � and � ∈ (0, 1) such that 

(𝛼z + (1 − 𝛼)z��, l∗) ≻∗
i
(z�, l∗) ≻∗

i
(𝛼z + (1 − 𝛼)z��, l∗) . Further, it is also straight-

forward to establish that (�z + (1 − �)z��, l∗) and (�z + (1 − �)z��, l∗) are, 
respectively, the risk equivalents of �l + (1 − �)l�� and �l + (1 − �)l�� . Hence, 
𝛼l + (1 − 𝛼)l�� ≻R

i
l� ≻R

i
𝛼l + (1 − 𝛼)l�� , which establishes that ≽R

i
 satisfies the 

Archimedean continuity condition. Finally, to establish that ≽R
i
 satisfies the vNM 

independence condition, let l, l�, l�� ∈ Δ(X) be such that l ≻R
i
l′ . Like we argued 

above, there exists (z, l∗), (z�, l∗), (z��, l∗) ∈ Δ(I) × Δ(X) that are, respectively, 
the risk equivalents of l, l′ and l′′ for i. As such, (z, l∗) ≻∗

i
(z�, l∗) . Since ≽∗

i
 satis-

fies the independence over identity lotteries axiom, it follows that for any � ∈ (0, 1] , 
we have (𝛼z + (1 − 𝛼)z��, l∗) ≻∗

i
(𝛼z� + (1 − 𝛼)z��, l∗) . Further, it is also straight-

forward to establish that (�z + (1 − �)z��, l∗) and (�z� + (1 − �)z��, l∗) are, respec-
tively, the risk equivalents of �l + (1 − �)l�� and �l� + (1 − �)l�� for i. Hence, 
𝛼l + (1 − 𝛼)l�� ≻R

i
𝛼l� + (1 − 𝛼)l�� , which establishes that ≽R

i
 satisfies the vNM inde-

pendence condition. � □

Proof of Proposition 3.2  It follows immediately from Lemma 3 that ≽P
i
 is complete. 

To establish that it is transitive, consider l, l�, l�� ∈ Δ(X) such that l ≽P
i
l′ and l′ ≽P

i
l′′ . 

We can establish along similar lines as in the proof of Lemma 3 that there exists 
l∗ ∈ Δ(X) and z, z′ , z′′ , z̃  , z̃′ , z̃�� ∈ Δ(I) such that: 

1.	 (z, l∗) , (z�, l∗) and (z��, l∗) are, respectively, the risk equivalents of l, l′ and l′′ for i
2.	 ([i], l) ∼∗

i
(̃z, l∗) , ([i], l�) ∼∗

i
(̃z�, l∗) and ([i], l��) ∼∗

i
(̃z��, l∗).

Accordingly,

Since, ≽∗
i
 satisfies independence over identity lotteries, it follows that

Therefore, l ≽P
i
l′′ and ≽P

i
 is transitive.� □

Proof of Proposition 3.3  Please refer to the proof of Theorem 3.1 below. The proof of 
this proposition is established in the course of proving that Theorem.� □

l ≽P
i
l� ⇒(.5�z + .5z�, l∗) ≽∗

i
(.5�z� + .5z, l∗)

l� ≽P
i
l�� ⇒(.5�z� + .5z��, l∗) ≽∗

i
(.5�z�� + .5z�, l∗)

(.5(.5�z + .5z�) + .5(.5�z� + .5z��), l∗) ≽∗

i
(.5(.5�z� + .5z) + .5(.5�z�� + .5z�), l∗)

⇒ (.5(.5�z + .5z��) + .5(.5�z� + .5z�), l∗) ≽∗

i
(.5(.5�z�� + .5z) + .5(.5�z� + .5z�), l∗)

⇒ (.5�z + .5z��, l∗) ≽∗

i
(.5�z�� + .5z, l∗)
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Proof of Theorem 3.1

We now prove Theorem 3.1. So, consider i ∈ I1 whose preferences satisfy inde-
pendence over identity lotteries, self-acceptance, interpersonal conflict and 
revealed fairness.

We first show that ≽i has a basic KS representation. We know that for any such 
i ∈ I1 , ≻i≠ ∅ . That is, there exists l, l� ∈ Δ(X) such that l ≻i l

′ . By self-acceptance, 
we have ([i], l) ≻∗

i
([i], l�) . Interpersonal conflict, then, implies that there exists 

j ∈ I such that either ([j], l�) ≽∗
i
([i], l) or ([i], l�) ≽∗

i
([j], l) . That is, there exists 

l∗ = l or l′ such that ≻i,l∗≠ � . Then, it follows from Lemma 2 that there exists, for 
each l ∈ Δ(X) , a function vi,l ∶ I → ℝ such that the function Vi ∶ Δ(I) × Δ(X) → ℝ 
given by Vi(z, l) =

∑

j∈I z(j)vi,l(j) represents ≽∗
i
 . Define the function Ûi ∶ Δ(X) → ℝ 

by Ûi(l) = Vi([i], l) = vi,l(i) . By self-acceptance, Ûi represents ≽i , since:

Next, define the functions ui ∶ X → ℝ and gi ∶ Δ(X) → ℝ that we need to specify as 
part of a basic KS representation. First, define ui by ui(x) = Ûi([x]) = Vi([i], [x]) . To 
define gi , consider any l = [x1, �1;… ;xM , �M] ∈ Δ(X) . Based on Lemma 3, we can 
conclude that there exists l∗ ∈ Δ(X) and zm ∈ Δ(I) such that ([i], [xm]) ∼∗

i
(zm, l

∗) , for 
m = 1,… ,M . That is, (�1z1 +⋯ + �MzM , l

∗) is a risk equivalent of l for i. Define,

Accordingly,

In other words, the function Ûi ∶ Δ(X) → ℝ , given by Ûi(l) =
∑

x∈X l(x)ui(x) + gi(l) , 
represents ≽i . Observe that, clearly, gi([x]) = 0 , for all x ∈ X.

Now, to establish that (ui, gi) is indeed a basic KS representation of ≽i , we 
need to show that (i) ui is a vNM representation of ≽R

i
 ; and (ii) gi represents 

the binary relation ≽P
i
 and is a continuous, strictly quasi-concave function. To 

that end, consider any l = [x1, �1;… , xM , �M] , l� = [x�
1
, ��

1
;… , x�

N
, ��

N
] ∈ Δ(X) . 

From Lemma  3, we know that there exists l∗ ∈ Δ(X) and z = �1z1 +⋯ + �MzM , 
z� = ��

1
z�
1
+⋯ + ��

N
z�
N

 , z̃  , z̃� ∈ Δ(I) such that: 

1.	 (z, l∗) and (z�, l∗) are, respectively, the risk equivalents of l and l′ for i
2.	 ([i], l) ∼∗

i
(̃z, l∗) and ([i], l�) ∼∗

i
(̃z�, l∗).

Now, to see that ui is a vNM representation of ≽R
i
 , observe that:

l ≽i l
�
⟺ ([i], l) ≽∗

i
([i], l�) ⟺ Vi([i], l) ≥ Vi([i], l

�) ⟺ Ûi(l) ≥ Ûi(l
�)

gi(l) = Vi([i], l) − Vi(�1z1 +⋯ + �MzM , l
∗) = Vi([i], l) −

M
∑

m=1

�mVi(zm, l
∗).

gi(l) = Ûi(l) −

M
∑

m=1

𝛼mVi([i], [xm]) = Ûi(l) −

M
∑

m=1

𝛼mui(xm).
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Next, to establish that gi represents ≽P
i
 , observe that:

At this point, note that we have established parts (i) and (ii) of Proposition 3.3.15

To establish that gi is continuous, it suffices to show that Ûi is continuous. To that 
end, first, note that, since ≽∗

i
 is continuous and Δ(X) is a compact set, there exists 

l , l ∈ Δ(X) such that ([i], l) ≽∗
i
([i], l) ≽∗

i
([i], l) , for all l ∈ Δ(X) . Self-acceptance, 

in turn, implies that l ≽i l ≽i l , for all l ∈ Δ(X) . Now take any c ∈ ℝ . To establish 
that Ûi is continuous, it is sufficient to show that the sets {l ∈ Δ(X) ∶ Ûi(l) ≥ c} and 
{l ∈ Δ(X) ∶ Ûi(l) ≤ c} are closed sets. If c > Ûi(l) or c < Ûi(l) , then the conclusion 
is immediate. So, consider c such that Ûi(l) ≤ c ≤ Ûi(l) . Let (z�, l�) ∈ Δ(I) × Δ(X) be 
such that Vi(z

�, l�) = c . We know that such a (z�, l�) exists because the range of Vi is 
connected and the range of Ûi is a subset of the range of Vi . Hence,

l ≽R
i
l� ⇔(𝛼1z1 +⋯ + 𝛼MzM , l

∗) ≽∗

i
(𝛼�

1
z�
1
+⋯ + 𝛼�

N
z�
N
, l∗)

⇔Vi(𝛼1z1 +⋯ + 𝛼MzM , l
∗) ≥ Vi(𝛼

�

1
z�
1
+⋯ + 𝛼�

N
z�
N
, l∗)

⇔

M
∑

m=1

𝛼mVi(zm, l
∗) ≥

N
∑

n=1

𝛼�

n
Vi(z

�

n
, l∗)

⇔

M
∑

m=1

𝛼mVi([i], [xm]) ≥

N
∑

n=1

𝛼�

n
Vi([i], [x

�

n
])

⇔

M
∑

m=1

𝛼mui(xm) ≥

N
∑

n=1

𝛼�

n
ui(x

�

n
)

l ≽P
i
l� ⇔(.5�z + .5z�, l∗) ≽∗

i
(.5�z� + .5z, l∗)

⇔Vi(.5�z + .5z�, l∗) ≥ Vi(.5�z
� + .5z, l∗)

⇔.5Vi(�z, l
∗) + .5Vi(z

�, l∗) ≥ .5Vi(�z
�, l∗) + .5Vi(z, l

∗)

⇔Vi(�z, l
∗) +

N
∑

n=1

𝛼�

n
Vi(z

�

n
, l∗) ≥ Vi(�z

�, l∗) +

M
∑

m=1

𝛼mVi(zm, l
∗)

⇔Vi([i], l) +

N
∑

n=1

𝛼�

n
Vi([i], [x

�

n
]) ≥ Vi([i], l

�) +

M
∑

m=1

𝛼mVi([i], [xm])

⇔Ûi(l) +

N
∑

n=1

𝛼�

n
ui(x

�

n
) ≥ Ûi(l

�) +

M
∑

m=1

𝛼mui(xm)

⇔Ûi(l) + Ûi(l
�) − gi(l

�) ≥ Ûi(l
�) + Ûi(l) − gi(l)

⇔gi(l) ≥ gi(l
�)

15  Observe that thus far in the proof, we have not made any use of the assumption that i’s preferences 
satisfy revealed fairness.
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These sets are closed since ≽∗
i
 is continuous.

Finally, we establish that gi is strictly quasi-concave. So, consider l, l� ∈ Δ(X) 
with l ≠ l′ . We need to show that gi(𝛼l + (1 − 𝛼)l�) > min{gi(l) , gi(l�) }, for all 
� ∈ (0, 1) . First, suppose gi(l) = gi(l

�) . Since gi represents ≽P
i
 , it follows that l 

∼
P
i
l′ . Revealed fairness then implies that for all � ∈ (0, 1) , � l +(1 − 𝛼)l� ≻P

i
 l, 

which, in turn, implies that gi(𝛼l + (1 − 𝛼)l�) > gi(l) = min{gi(l) , gi(l�) }. Next, con-
sider the case when gi(l) ≠ gi(l

�)—w.l.o.g. suppose, gi(l) > gi(l
�) . Suppose, toward 

a contradiction, that there exists 𝛼̂ ∈ (0, 1) such that gi(l�) ≥ gi(𝛼̂l + (1 − 𝛼̂)l�) . 
First, consider the possibility that gi(l�) > gi(𝛼̂l + (1 − 𝛼̂)l�) . Define the func-
tion fi ∶ [0, 1] → ℝ by fi(𝛽) = gi(𝛽l + (1 − 𝛽)(𝛼̂l + (1 − 𝛼̂)l�)) . Given that 
gi is continuous, so is fi . It then follows from the intermediate value theo-
rem that since fi(0) = gi(𝛼̂l + (1 − 𝛼̂)l�) < gi(l

�) < gi(l) = fi(1) , there exists 
𝛽 ∈ (0, 1) such that fi(𝛽) = gi(𝛽l + (1 − 𝛽)(𝛼̂l + (1 − 𝛼̂)l�)) = gi(l

�) . That is, 
(𝛽(1 − 𝛼̂) + 𝛼̂)l + (1 − (𝛽(1 − 𝛼̂) + 𝛼̂))l� ∼P

i
l� . Revealed fairness then implies that 

𝛼̂l + (1 − 𝛼̂)l� ≻P
i
l�.16 That is, gi(𝛼̂l + (1 − 𝛼̂)l�) > gi(l

�) , which brings us to our 
desired contradiction. Next, consider the possibility that gi(l�) = gi(𝛼̂l + (1 − 𝛼̂)l�) . 
Define, l̃ = 0.5l� + 0.5(𝛼̂l + (1 − 𝛼̂)l�) . It follows from revealed fairness and the fact 
that gi represents ≽P

i
 that gi(l̃) > gi(𝛼̂l + (1 − 𝛼̂)l�) . In this case too, following a simi-

lar argument as above, we arrive at a contradiction. Therefore, gi is strictly quasi-
concave. This also helps to establish the final part of Proposition 3.3.

All of this together establishes that (ui, gi) is a basic KS representation of ≽i . 
Drawing on it, we proceed to show that every representation of ≽i is a KS repre-
sentation. So, consider any representation Ui ∶ Δ(X) → ℝ of ≽i . Define the function 
�i ∶ {(𝔼ui(l), gi(l)) ∶ l ∈ Δ(X)} → ℝ by �i(�ui(l), gi(l)) = Ui(l) , for any l ∈ Δ(X) . 
Observe that the function �i is well defined. To see this, consider l and l′ such that 
�ui(l) = �ui(l

�) and gi(l) = gi(l
�) . In this case, Ûi(l) = Ûi(l

�) and, so, l ∼i l
′ . Accord-

ingly, Ui(l) = Ui(l
�) . Finally, we establish that �i is increasing in both its argu-

ments. So, consider l and l′ such that �ui(l) > �ui(l
�) and gi(l) = gi(l

�) . In this case, 
Ûi(l) > Ûi(l

�) , i.e., l ≻i l
′ , and, so, Ui(l) = 𝜓i(�ui(l), gi(l)) > 𝜓i(�ui(l

�), gi(l
�)) = Ui(l

�) . 
This establishes that �i is increasing in its first argument. A similar argument estab-
lishes that it is also increasing in its second argument.

Proof of Theorem 4.1

We first prove the sufficiency of the axioms for the collection of ethical preferences 
(≽∗

i
)i∈I to admit generalized utilitarian representations that incorporate individu-

als’ sense of justice. So, assume that each j ∈ I satisfies independence over iden-
tity lotteries, the acceptance principle and interpersonal conflict; and, in addition, 

{l ∈ Δ(X) ∶ Ûi(l) ≥ c} = {l ∈ Δ(X) ∶ ([i], l) ≽∗

i
(z�, l�)}

{l ∈ Δ(X) ∶ Ûi(l) ≤ c} = {l ∈ Δ(X) ∶ (z�, l�) ≽∗

i
([i], l)}

16  To see this, not that by revealed fairness, 𝛼[(𝛽(1 − 𝛼̂) + 𝛼̂)l + (1 − (𝛽(1 − 𝛼̂) + 𝛼̂))l�] + (1 − 𝛼)l� ≻P

i
l� , 

for all � ∈ (0, 1) . The desired conclusion follows by taking 𝛼 =
𝛼̂

𝛽(1−𝛼̂)+𝛼̂
.
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each j ∈ I1 satisfies revealed fairness. As pointed out earlier, if any j satisfies the 
acceptance principle, then he satisfies self-acceptance. Therefore, based on Theo-
rem  3.1, we know that for each j ∈ I1 there exists a KS representation (uj, gj,�j) 
of ≽j . That is, for each j ∈ I1 , there exist functions uj ∶ X → ℝ , gj ∶ Δ(X) → ℝ 
that is continuous and strictly quasi-concave with gj([x]) = 0 for any x ∈ X , and 
�j ∶ {(𝔼uj(l), gj(l)) ∶ l ∈ Δ(X)} → ℝ that is increasing in both its arguments, such 
that the function Uj ∶ Δ(X) → ℝ given by

represents ≽j . Further, for each j ∈ I0 , there exists a vNM representation of ≽j . 
That is, for each j ∈ I0 , there exists a function uj ∶ X → ℝ , such that the function 
Uj ∶ Δ(X) → ℝ given by Uj(l) = �uj(l) represents ≽j.

Now, consider a particular i ∈ I and recall our assumption that there exists 
some j ∈ I for whom ≻j≠ ∅ . Accordingly, by the acceptance principle, it follows 
that ([j], l�) ≻∗

i
([j], l��) , for some l�, l�� ∈ Δ(X) . Interpersonal conflict then implies 

that there exists k ∈ I such that either ([k], l��) ≽∗
i
([j], l�) or ([j], l��) ≽∗

i
([k], l�) . 

That is, there exists l∗ = l� or l′′ such that ≻i,l∗≠ � . As such, Lemma  2 implies 
that for each l ∈ Δ(X) , there exists a function vi,l ∶ I → ℝ such that the function 
Vi ∶ Δ(I) × Δ(X) → ℝ given by

represents ≽∗
i
 . Further, if (ṽi,l)l∈Δ(X) is another family of functions that represents ≽∗

i
 

in this sense, then there exists constants 𝜏i > 0 and �′
i
 such that ṽi,l = 𝜏ivi,l + 𝜏�

i
 , for 

all l ∈ Δ(X).
Next, for each j ∈ I , define the function Ui,j ∶ Δ(X) → ℝ given by, Ui,j(l) = vi,l(j) . 

By the acceptance principle, it follows that the function Ui,j represents ≽j , since

Accordingly, there exists a monotone function �i,j ∶ ℝ → ℝ , such that for each 
l ∈ Δ(X) , Ui,j(l) = �i,j(Uj(l)) . Therefore,

Hence, the collection of ethical preference relations (≽∗
i
)i∈I have generalized utilitar-

ian representations ((ui)i∈I0 , (ui, gi,�i)i∈I1 , ((�ij)j∈I)i∈I) that incorporate individuals’ 
sense of justice. It is straightforward to establish that if such representations exist 
then each i ∈ I satisfies independence over identity lotteries and the acceptance prin-
ciple; and each i ∈ I1 satisfies revealed fairness. We omit the details here.

Uj(l) = �j(�uj(l), gj(l))

Vi(z, l) =
∑

j∈I

z(j)vi,l(j)

l ≽j l
�
⟺([j], l) ≽∗

i
([j], l�) ⟺ Vi([j], l) ≥ Vi([j], l

�)

⟺vi,l(j) ≥ vi,l� (j) ⟺ Ui,j(l) ≥ Ui,j(l
�)

Vi(z, l) =
∑

j∈I

z(j)vi,l(j) =
∑

j∈I

z(j)Ui,j(l)

=
∑

j∈I

z(j)�i,j(Uj(l))
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The second part of the theorem establishing the (essential) uniqueness proper-
ties of such representations follows in a straightforward way from the second part of 
Lemma 2. We omit those details as well.

Proof of Theorem 4.2

We prove the sufficiency of the axioms for the collection of ethical preferences 
(≽∗

i
)i∈I to admit utilitarian representations that incorporate individuals’ sense of jus-

tice. So, assume that each j ∈ I satisfies independence over identity lotteries, self-
acceptance and interpersonal conflict; each j, k ∈ I satisfies shared ethics; and, in 
addition, each j ∈ I1 satisfies revealed fairness and each j ∈ I0 satisfies indifference 
to similar randomizations.

Accordingly, based on Theorem 3.1, we know that for each j ∈ I1 , there exists a 
basic KS representation (uj, gj) of ≽j . That is, for each j ∈ I1 , there exist functions 
uj ∶ X → ℝ and gj ∶ Δ(X) → ℝ that is continuous and strictly quasi-concave with 
gj([x]) = 0 for any x ∈ X , such that the function Uj ∶ Δ(X) → ℝ , given by

represents ≽j . Further, for each j ∈ I0 , there exists a vNM representation of ≽j . 
That is, for each j ∈ I0 , there exists a function uj ∶ X → ℝ , such that the function 
Uj ∶ Δ(X) → ℝ given by Uj(l) = �uj(l) represents ≽j.

Next, recall that there exists j� ∈ I such that ≻j′≠ ∅ . That is, there exists l̃ , 
l̂ ∈ Δ(X) such that l̃ ≻j′ l̂ . By self acceptance, it follows that ([j�], l̃) ≻∗

j�
([j�], l̂) . As 

we have seen above, interpersonal conflict, then, implies that there exists l� = l̃ or l̂ , 
such that ≻j′,l′≠ ∅ . By shared ethics, this implies that ≻j,l′≠ ∅ for any j ∈ I . Accord-
ingly, Lemma 2 implies that for any such j, there exists, for all l ∈ Δ(X) , a function 
vj,l ∶ I → ℝ such that the function Vj ∶ Δ(I) × Δ(X) → ℝ given by:

represents ≽∗
j
 . Further, if (ṽj,l)l∈Δ(X) is another family of functions that represents ≽∗

j
 

in this sense, then there exists constants 𝜏j > 0 and �′
j
 such that ṽj,l = 𝜏jvj,l + 𝜏�

j
 , for 

all l ∈ Δ(X).
Now, fix i ∈ I and consider any j ≠ i . We next establish that for any such j we can 

re-calibrate the Vj function derived above to ensure that Vj(z, l) = Vi(z, l) for any 
(z, l) ∈ Δ(I) × Δ(X) . To that end, as shown above, note that there exists l� ∈ Δ(X) 
such that ≻i,l′≠ ∅ and ≻j,l′≠ ∅ . That is, by shared ethics, there exists z�, z�� ∈ Δ(I) 
such that (z�, l�) ≻∗

i
(z��, l�) and (z�, l�) ≻∗

j
(z��, l�) . We know from the proof of Lemma 

2 that the function Vj is defined uniquely up to a positive affine transformation, i.e., 
we have two degrees of freedom in terms of defining it. Re-normalize Vj by setting 
Vj(z

�, l�) = Vi(z
�, l�) and Vj(z

��, l�) = Vi(z
��, l�) . It is now easy to establish that for any 

z ∈ Δ(I) , Vj(z, l
�) = Vi(z, l

�) . To see this, first, consider z ∈ Δ(I) such that 
(z�, l�) ≽∗

i
(z, l�) ≽∗

i
(z��, l�) , so that, by shared ethics, (z�, l�) ≽∗

j
(z, l�) ≽∗

j
(z��, l�) . This 

Uj(l) = �uj(l) + gj(l),

Vj(z, l) =
∑

k∈I

z(k)vj,l(k) =
∑

k∈I

z(k)Vj([k], l)
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same axiom in conjunction with independence over identity lotteries and continuity 
of ethical preferences, then, implies that there exists a unique � ∈ [0, 1] such that 
(z, l�) ∼∗

i
(�z� + (1 − �)z��, l�) and (z, l�) ∼∗

j
(�z� + (1 − �)z��, l�) . Hence,

We can establish along similar lines that Vi(z, l
�) = Vj(z, l

�) for z ∈ Δ(I) such that 
(z, l�) ≻∗

i
(z�, l�) or (z��, l�) ≻∗

i
(z, l�).

We now extend the above conclusion by showing that, in fact, Vj(z, l) = Vi(z, l) , 
for any (z, l) ∈ Δ(I) × Δ(X) . To that end, first, consider those l ∈ Δ(X) for which 
≻i,l= � and, hence, by shared ethics, ≻j,l= � . We know from lemma 1 that, in this 
case, there exists z̃ ∈ Δ(I) such that (̃z, l�) ∼∗

i
(z, l) , for all z ∈ Δ(I) . By shared ethics, 

it follows that (̃z, l�) ∼∗
j
(z, l) , for all z ∈ Δ(I) . Based on our conclusion above, it fol-

lows that

Next, consider those l ∈ Δ(X) for which ≻i,l≠ ∅ and, hence, ≻j,l≠ ∅ . We know 
from lemma  1 that, in this case, there exists z̃  , ẑ  , z̃′ , ẑ� ∈ Δ(I) such that 
(�z, l) ∼∗

i
(�z�, l�) ≻∗

i
(�z, l) ∼∗

i
(�z�, l�) , and, hence, (�z, l) ∼∗

j
(�z�, l�) ≻∗

j
(�z, l) ∼∗

j
(�z�, l�) . It 

then follows that:

So, since Vi(�z, l) = Vj(�z, l) > Vi(�z, l) = Vj(�z, l) , we can establish along similar lines as 
above that Vi(z, l) = Vj(z, l) for all z ∈ Δ(I) . We have therefore reached our desired 
conclusion that Vj(z, l) = Vi(z, l) for all (z, l) ∈ Δ(I) × Δ(X).

Next, we show that for any j ∈ I we can re-calibrate the function Uj identified 
above to ensure that for all l ∈ Δ(X) , vj,l(j) = Vj([j], l) = Uj(l) . This conclusion has 
already been established for any j ∈ I1 in the course of proving Theorem 3.1. In that 
proof, we showed that the functions uj and gj can be defined in such a way that for all 
l ∈ Δ(X) , vj,l(j) = Vj([j], l) = Uj(l) . Therefore, what remains to be shown is that this 
conclusion can also be established for any j ∈ I0 . So, consider any j ∈ I0 . If ≻j= � , 
then this is straightforward to establish. Simply set the constant uj function equal to 
vj,l(j) for some l ∈ Δ(X) . This is well defined, since by self acceptance vj,l(j) = vj,l� (j) , 
for all l, l� ∈ Δ(X) . Now consider the case when ≻j≠ ∅ . Let l̄ and l be such that 
l̄ ≽j l ≽j l for all l ∈ Δ(X) . We established while proving Theorem 3.1 that such l̄ 
and l exist owing to continuity of preferences. We know that there are two degrees 
of freedom in specifying the function uj and, accordingly, Uj . Re-calibrate the func-
tion Uj (and correspondingly uj ) by setting Uj(l̄) = Vj([j], l̄) and Uj(l) = Vj([j], l) . We 
now show that Uj(l) = Vj([j], l) , for all l ∈ Δ(X) . To that end, first note that interper-
sonal conflict along with independence over identity lotteries and continuity of 

Vi(z, l
�) = Vi(�z

� + (1 − �)z��, l�)

= �Vi(z
�, l�) + (1 − �)Vi(z

��, l�) = �Vj(z
�, l�) + (1 − �)Vj(z

��, l�)

= Vj(�z
� + (1 − �)z��, l�) = Vj(z, l

�)

Vi(z, l) = Vi(̃z, l
�) = Vj (̃z, l

�) = Vj(z, l)

Vi(̃z, l) = Vi (̃z
�, l�) = Vj (̃z

�, l�) = Vj (̃z, l), and

Vi(̂z, l) = Vi (̂z
�, l�) = Vj (̂z

�, l�) = Vj (̂z, l)
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ethical preferences imply that there exists z̄, z ∈ Δ(I) and l∗ ∈ Δ(X) such that 
([j], l̄) ∼∗

j
(z̄, l∗) and ([j], l) ∼∗

j
(z, l∗) . Consider any l ∈ Δ(X) . By virtue of the fact 

that ≽j is vNM, it follows that there exists a unique � ∈ [0, 1] such that 
l ∼j 𝛽 l̄ + (1 − 𝛽)l and, hence, Uj(l) = Uj(𝛽 l̄ + (1 − 𝛽)l) . Self-acceptance implies that 
([j], l) ∼∗

j
([j], 𝛽 l̄ + (1 − 𝛽)l) . Further, indifference to similar randomizations implies 

that ([j], 𝛽 l̄ + (1 − 𝛽)l) ∼∗
j
(𝛽 z̄ + (1 − 𝛽)z, l∗) . Accordingly,

Therefore, we have established that for all j ∈ I and all l ∈ Δ(X) , 
vj,l(j) = Vj([j], l) = Uj(l).

Now, consider any i ∈ I . Putting everything together, we have that

This completes the proof of the sufficiency of the axioms for the representation. 
Necessity of the axioms is straightforward to establish, as is the uniqueness result 
in the second part of the theorem (which follows in a straightforward way from the 
uniqueness result in Lemma 2). We omit the details here.

Appendix 2: Example

Suppose there are two individuals in society and consider the outcome lot-
teries l = [(1, 0), 0.3 ; (0,  1),  0.7] and l� = [(1, 0), 0.7;(0, 1), 0.3] . Fur-
ther, suppose according to the ethical preferences of these individuals: 
([1], [(1, 0)]) ∼∗

i
([2], [(0, 1)]) ≻∗

i
([1], [(0, 1)]) ∼∗

i
([2], [(1, 0)]) , i = 1, 2 . This implies 

that the following are risk equivalents of l and l′ , respectively, for the two individuals:

•	 Ind 1: (z, l∗) = ([1, 0.7;2, 0.3], [(0, 1)]) and (z�, l∗) = ([1, 0.3;2, 0.7], [(0, 1)])

•	 Ind 2: (z�, l∗) = ([1, 0.3;2, 0.7], [(0, 1)]) and (z, l∗) = ([1, 0.7;2, 0.3], [(0, 1)])

Vj([j], l) = Vj([j], 𝛽 l̄ + (1 − 𝛽)l) = Vj(𝛽 z̄ + (1 − 𝛽)z, l∗)

= 𝛽Vj(z̄, l
∗) + (1 − 𝛽)Vj(z, l

∗) = 𝛽Vj([j], l̄) + (1 − 𝛽)Vj([j], l)

= 𝛽Uj(l̄) + (1 − 𝛽)Uj(l) = Uj(𝛽 l̄ + (1 − 𝛽)l) = Uj(l)

Vi(z, l) =
∑

j∈I

z(j)vi,l(j) = z(i)vi,l(i) +
∑

j≠i

z(j)vi,l(j)

= z(i)Vi([i], l) +
∑

j≠i

z(j)Vi([j], l) = z(i)Ui(l) +
∑

j≠i

z(j)Vj([j], l)

= z(i)Ui(l) +
∑

j≠i

z(j)Uj(l)

=
∑

j∈I

z(j)Uj(l) = Vk(z, l) = V(z, l)
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By independence over identity lotteries, it follows that (z�, l∗) ≻∗
i
(z, l∗) , i = 1, 2 . 

Hence, l′ ≻R
1
l and l ≻R

2
l′ . Next, suppose that by their respective ethical preferences, 

we have17:

•	 (z1, l
∗) = ([1, 0.6;2, 0.4], [(0, 1)]) ∼∗

1
([1], l)

•	 (z�
1
, l∗) = ([1, 0.2;2, 0.8], [(0, 1)]) ∼∗

1
([1], l�)

•	 (z2, l
∗) = ([1, 0.15;2, 0.85], [(0, 1)]) ∼∗

2
([2], l)

•	 (z�
2
, l∗) = ([1, 0.65;2, 0.35], [(0, 1)]) ∼∗

2
([2], l�)

This implies that:

•	 (0.5z1 + 0.5z�, l∗) = ([1, 0.45;2, 0.55], [(0, 1)])

•	 (0.5z�
1
+ 0.5z, l∗) = ([1, 0.45;2, 0.55], [(0, 1)])

•	 (0.5z2 + 0.5z, l∗) = ([1, 0.425;2, 0.575], [(0, 1)])

•	 (0.5z�
2
+ 0.5z�, l∗) = ([1, 0.475;2, 0.525], [(0, 1)])

Accordingly, since (0.5z1 + 0.5z�, l∗) ∼∗
1
(0.5z�

1
+ 0.5z, l∗) and (0.5z2 + 0.5z, l∗) ≻∗

2

(0.5z�
2
+ 0.5z�, l∗) , we have l ∼P

1
l� and l ≻P

2
l′ . Note that this conclusion doesn’t in 

any way depend on whether ≽∗
1
 and ≽∗

2
 are identical or not and is valid even if ≽∗

1
=≽∗

2
 

as under the shared ethics axiom.
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