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Abstract. A numerical simulation of flow interactions due to a transverse sonic jet ejected from a two-
dimensional slot into a hypersonic stream is carried out to examine the capability of Navier—Stokes solutions
in predicting a massively separated flow upstream of the jet exit. Grid sensitivity has been studied using
gradually refined meshes to address the numerical accuracy of the discretised solution of the governing
equations. Comparison has been made with published experimental data regarding the separation and
reattachment points and the pressure distribution in the separated region. Flow field visualisation provides
further insight into the interaction region and reveals a small clockwise vortex immediately ahead of the
jet exit, which is found to be responsible for the second peak in the surface pressure distribution.
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1 Introduction

Transverse jet injection into a supersonic or hypersonic
stream has attracted many investigators due to its practi-
cal importance in reaction control systems for spacecraft,
trust vector control of rocket motors and supersonic com-
bustion of scramjet engines. The interaction of the jet with
the external flow results in a complicated flow field involv-
ing shock waves, shear layers and large separated regions.
Early research in this field has been limited mainly to wind
tunnel experiments through Schlieren pictures or shadow-
graphs and surface pressure measurements, such as that
conducted by Sterrett and Barber (1966). Recently Powrie
et al. (1992, 1993) have used liquid crystal thermography
(LCT) to visualise the surface heat transfer variation due
to jet interaction in addition to surface oil flows in order
to locate more precisely the separation and reattachment
lines. Development in Navier—Stokes solutions in the re-
cent years has also provided the possibility of numerical
simulation of the complicated flow field so that further in-
sight into the interaction problem can be achieved (Shang
et al. 1989, Rizzetta 1992, Qin and Foster 1996).

Most of the experimental and computational studies
are for turbulent jet interaction problems and correspond-
ing experimental studies employed a variety of turbulence
models varying from algebraic models to two equation
models. Rizzetta (1992) carried out a numerical study of
the slot injection experiments of Aso et al. (1991) and
reported improvement of results by using compressibility
corrections to a low Reynolds number k- model. For nu-

merical simulation of turbulent jet interaction problems,
inadequate turbulence modelling has often been held re-
sponsible for disagreement between the experiments and
the computations. While higher order turbulence mod-
elling is expected to produce better physical modelling,
some investigators have recently reported that two-equa-
tion models do not offer better results than those of some
algebraic models. For example, Clark and Chan (1993) ob-
served no improvement in using the k-¢ turbulence model
as compared with using the Baldwin-Lomax algebraic mo-
del but significant change of results against streamwise
grid resolution. Dhinagaran and Bose (1995) compared
the algebraic model and the k- two-equation model used
by Rizzatta for the same flow problem and reached simi-
lar conclusion that the higher order model did not perform
better and, on the contrary, the algebraic model produced
slightly better results downstream of the jet exit.

In view of the controversial aspects in turbulence mod-
elling for this complicated flow problem, it is desirable to
investigate the numerical accuracy of the computational
simulation of such problems to exclude the influence of the
numerical dissipation on the judgement of different turbu-
lence models. To separate the numerical issues from the
modelling issues, an ideal validation of the numerical ac-
curacy for jet interaction problem is to find some reliable
laminar experimental data.

Powrie et al. (1992, 1993) noticed that there were few
experimental data available for laminar hypersonic jet in-
teraction flows, a combination that will be encountered
by re-entry and high altitude vehicles over some portion
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of the flight path. A series of experimental tests were car-
ried out to study both two-dimensional slot injection and
three-dimensional circular jet interaction problems. The
laminar jet interaction produces generally a much larger
interaction region than that for turbulent cases, which
poses a challenge to the accuracy of the numerical sim-
ulation in predicting massively separated jet interaction
flows.

This paper presents a numerical study of a transverse
sonic jet ejected normally into a laminar hypersonic main
stream. The flow conditions were chosen to match the ex-
perimental work by Powrie et al. (1992, 1993). The sep-
aration and reattachment points, the flow interactions in
the massively separated region and the surface pressure
have been compared with the experimental data. The sen-
sitivity of the solution to different grid densities has been
studied to address the numerical accuracy.

2 Methodology
2.1 Governing equations

The governing equations are the two-dimensional com-
pressible Navier—Stokes equations for perfect gas. The law
of conservation of mass, momentum and energy over a con-
trol volume V' bounded by a surface S can be expressed
in an integral form as

gt/deVJr/S(H~n)dSO (1)

which, for steady flows, reduces to
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The flux tensor H can be written in terms of the Cartesian
fluxes as

H=(E-E")i+ (F' —F")j (3)

where ¢ and j are the Cartesian unit vectors and E°, F*
and EY, F" are the corresponding convective and diffusive
Cartesian fluxes respectively. Q in Eq. (1) is the conserva-
tive variable vector. They are defined as
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where p is the density, u,v the velocity components, p
the pressure and E, the total energy, T the stress tensor
and q the heat transfer vector related to the temperature
gradient.

According to the experiment, the incoming flow bound-
ary layer is laminar before the interaction region under the
given flow conditions. However there is no guarantee that
the flow shall remain laminar in the interaction region and
downstream. Indeed, jet flows are mostly associated with
shear layer instability and flow transition. For the present
case ahead of the jet exit, no flow unsteadiness was ob-
served in the experiment and a massively separated flow
region was identified in the surface flow visualisation. As
shown in Aso et al. (1991), turbulent jet interactions tend
to produce a much smaller separated region upstream of
the jet exit as compared to that induced by a laminar
jet interaction. Due to the hugely different behaviour of
laminar and turbulent jet interactions, it is reasonable to
assume that the flow in front of the jet exit is laminar for
the present case.

One important finding from Powrie et al.’s experimen-
tal work is the three-dimensionality of the flow down-
stream of the jet exit after the reattachment region of
the downstream vortex. Spanwise quasi-periodic surface
pictures were observed in both the surface oil flow and
surface heat transfer visualisation after the reattachment
line. This highly complicated three-dimensional reattach-
ment process was attributed to the longitudinal vortices
due to the Gotler instability mechanism operating in the
curved separated shear layer. In the present numerical
study, no attempt has been made to simulate the three-
dimensionality after the interaction region and it is as-
sumed that the interaction is two-dimensional.

The working gas in the present problem is Nitrogen
and, therefore, the corresponding gas constants in the
above governing equations are R = 296.8, v = 1.4 and
Pr = 0.72. The molecular viscosity for Nitrogen is calcu-
lated using a polynomial of third order for temperature to
fit the Nitrogen data from the table of Vargarftik (1975).

2.2 Finite-volume discretisation

Equations (1) and (2) are expressions of the conservation
laws, and are valid for each local discretised finite vol-
ume cells as well as for the global control volume. In the
present finite volume discretisation, the region of inter-
est is divided into cells denoted by (4,7). Applying the
conservation laws (1) to cell (4,7) and assuming that the
tensor H remains constant across each face of the cell and
that the cell face area vectors are oriented in the positive
co-ordinate directions, Eq. (1) may be written as
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2.3 Osher’s high resolution solver

The numerical integration scheme produces volume-ave-
rage flow properties, which are assigned to the locations
of the cell centres of the cells. An algorithm is to be deter-
mined for the evaluation of the flux vectors at the inter-
faces, which combines two distinct sets of state quantities,
representing the states on both side of the interface, into
one set of fluxes normal to the interfaces. The conservation
laws in (5) can also be written as:
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To account for the inviscid interaction of the adja-
cent fluid cells at their interface, a local wave system
is solved using the approximate Riemann solver based
on Osher’s scheme (Osher and Solomon 1982, Osher and
Chacravarthy 1983). It leads to the flux formula for the
convective term as
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The superscript ‘i’ indicates inviscid or convective part
of the total flux. The integral in (7) is carried out along
a path piecewise parallel to the eigenvectors of the Jaco-
bian. The order in which the three eigenvalues are asso-
ciated with the three subpaths linking the two states Q"
and @~ can substantially vary the cost for the approx-
imate Riemann solver. The P-variant ordering has been
used in the present evaluation of the integral in (7). In
this way only one flux evaluation of (8) is actually re-
quired for each of the interface fluxes at most of the cell
interfaces (i.e. either subsonic or supersonic points except
shock points) while Osher’s original ordering of the sub-
paths in the integral requires three flux evaluations for the
subsonic points. In three-dimensional problem, there are
three such interface fluxes (even for supersonic flows, two
of these could be subsonic) to be calculated for each cell.
Thus the saving in computation is significant.

The definition of the states Q~ and Q" on either side
of the interface determines the order of accuracy of the
scheme. If they are chosen as Q; and @, the numerical
scheme for the convective terms will only be first order
accurate, which is unsatisfactory for most of the practical
applications. The order of the accuracy can be improved
by a more accurate interpolation for the states @~ and
Q", i.e. the k-scheme or the MUSCL scheme of van Leer
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Fig. 1. Slot injection geometry

(1979). In the present computation £ = 1/3 and the accu-
racy for discretisation of the convective terms is therefore
third order. A limiter of van Albata type (van Albata et
al. 1982) has been used to avoid oscillations near the dis-
continuities in the solution.

The calculation of the viscous fluxes is also carried out
in a finite-volume manner, where the derivatives of flow
properties at the cell interfaces are calculated by creating
shifted auxiliary cells and implementing the Green theo-
rem (the Gauss theorem for 3D). In essence, the viscous
terms are discretised in a central manner.

The above presented discretisation scheme has been
investigated thoroughly by Qin et al. (1991, 1996). It has
been found to be capable of capturing both shock waves
and shear layers accurately in Navier—Stokes solutions and
ideal for Navier—Stokes solutions of complicated flow prob-
lems. In such an approach, no artificial viscosity is required
in capturing an oscillation-free shock wave.

We are solving steady state problems using a time de-
pendent approach, i.e. we solve (1) to get the solution for
(2). As the solution converges, the time dependent term in
(6) disappears and a steady state solution is obtained. An
explicit multi-stage Runge-Kutta method has been chosen
for time integration, which inevitably put an upper limit
on the time step used to satisfy the stability condition.
For a steady state solution, a local time stepping has been
used for a faster convergence of the solution.

3 Results and discussion
3.1 The test case

As mentioned earlier, the computation has been carried
out for a test case corresponding to the experimental work
in the Southampton University Light Piston Isentropic
Compression Tube. The geometric dimension and the jet
location are shown in Fig.1. The incoming flow and the
jet conditions are listed in the following two tables.

3.2 Boundary and initial conditions and convergence

The boundary conditions are required at the boundaries
of the computational domain for the numerical simula-
tion. At the domain inlet, the incoming hypersonic flow
is specified with all the flow properties fixed during the



90 N. Qin, A. Redlich: Massively separated flows due to transverse sonic jet

Table 1. Incoming flow conditions

Free stream gas Nitrogen
Free stream Mach number Mo 6.69
Free stream Reynolds number Res /m 4.27%10°
Free stream total temperature Tioo 628 K
Free stream total pressure pioo 12.55 bar
Free stream temperature Too 63K
Wall temperature T, 288 K
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Fig. 2. Computational grids a coarse, b medium, c fine

process of iteration. The top boundary of the domain are
treated similarly as the incoming free stream since it is
chosen to be outside the leading edge shock wave. At
the solid wall, the no-slip boundary condition is imple-
mented, which means both velocity components are set
to zero. The other boundary conditions at the wall are:
zero pressure gradients normal to the wall and an isother-
mal temperature boundary condition given in Table 1. At
the downstream outlet, all the flow properties are extrap-
olated from inside the flowfield, as the flow is supersonic
outside the boundary layer. Finally at the jet exit, sonic
incoming (to the computational domain) flow boundary
conditions are specified according to the conditions given
in Table 2.

In the time dependent approach, an initial condition of
the flowfield is also required to start the iteration process.
In the current study, the incoming hypersonic free stream
conditions are specified on all the computational cells and
the domain boundaries except the solid wall and the jet

Table 2. Jet conditions

Jet gas Nitrogen
Jet location L 75mm from leading edge
Jet slot width w 0.075 mm

Jet Mach number M; 1
Jet total pressure py; 1.42 bar
Jet total temperature Ty; 288K
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Fig. 3. Grid sensitivity of surface pressure

exit. Convergence of the solution is judged by a reduction
of four orders in the residuals defined by the r.m.s. of
the right-hand side of (6). All the results presented are
converged steady-state solutions by the above criterion.

3.3 Grid sensitivity

For this relatively simple geometry, an algebraic grid gen-
eration technique is used, which clusters the grid point
towards the wall in the normal direction and towards the
jet exit area in the streamwise direction. The outer compu-
tational boundary is also inclined for a better resolution
of the leading edge region and the leading edge oblique
shock wave due to the boundary layer displacement effect.
Three different grids, 145x55 (coarse), 301x61 (medium)
and 301x101 (fine), as shown in Fig.2, with progressive
refinement, were generated and used in the computation
to study the effects of the grid density on the solution.
The flowfield pictures for the three different grids do
not give visible differences in the flow features. The coarse
grid solution also captures the smallest feature in the prob-
lem, the quaternary vortex as discussed later, with the
same position and size as the fine grid solution does. For
a quantitative comparison, surface pressure distributions
from different grid solutions are plotted in Fig.3, where
the results are nondimensional with respect to pooVZ.
General agreement in the level and trend is observed but
slight differences on both sides of the jet are also evident.
Without further refining the grid continuously to the point
where no change in the solution can be identified (which
is a very expensive exercise), the solution on the current
fine grid cannot be claimed to be strictly grid-convergent.
However the relative low sensitivity of the solution to the
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Fig. 4. Mach number contours

Fig. 5. Pressure contours

Fig. 6. Density contours

grids indicates that the solution on the grids are reason-
ably good solutions of the current problem. In the fol-
lowing sections, results on the fine grid will be presented.
No further grid refinement was attempted in the current
study due to the huge computation involved. For the fine
grid, there are 35 grid points inside the boundary layer at
the point of primary separation.

3.4 Flow field results and interpretation

The flowfield solution is shown by the Mach number con-
tours in Fig. 4, the pressure contours in Fig. 5, the density
contours in Fig.6 and the streamlines in Fig. 7 with the
values indicated in the colour bars. Note that the pressure
and density values are nondimensionalised by ps V2 and
Poo Tespectively in the computation. The boundary layer,
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Fig. 8. Enlarged view of the quaternary vortex

the shear layer and the shock wave system are clearly iden-
tified in the computed Mach number contours with the
help of the pressure and the density contours. The lead-
ing edge shock and the separation shock can be observed,
which meet each other and combine into a stronger oblique
shock wave downstream. In the jet region, a very strong
normal shock can be seen, which is known as the ‘Mach
disc’. The jet boundary and the barrel shaped internal
shocks can also be observed on both sides of the jet exit.
Above the jet interaction region, an interaction shock can
be seen. There is also a recompression shock after the jet
interaction region, which turns the downward supersonic
flow back parallel to the wall. The incoming boundary
layer separates at about 60 mm upstream of the jet exit
and an extensive separated region forms. Multiple vortices
are developed in this region including a primary vortex
and a secondary counter-rotating vortex just upstream of
the jet stream. The reverse flow under the primary vortex
experiences an adverse pressure gradient and separated to
form a tertiary vortex under the primary one. In a magni-
fied picture of the stream lines near the jet exit, Fig. 8, a
relatively much smaller quaternary vortex can be observed
which is responsible for the significant second peak in the
surface pressure distribution near the jet exit.

All the main features ahead of the jet exit are in good
agreement with those discussed in the experimental work.
However the tertiary vortical flow under the primary vor-
tex was not observed in the experimental surface visuali-
sation. A possible reason is that this vortical flow is driven
by the reverse flow and carries little energy so that it leaves
too little trace on the surface for the surface visualisation
techniques used in the experiment to detect. On the other

e
=3
W
=
T

RECOMPRESSION
INTERACTION 0cK

SHOCK
SEPARATED
BOUNDARY
LAYER

SEPARATION

SHOCK No

SHOCK
[~ WEAK SHOCK DUE
| TO BOUNDARY

LAYER

. W
0.000 F=——7==
0.000 0.025

Vi

0.050 0.975
X(m)

Xsep SEPARATION LENGTH

0.100

Fig. 9. Schematic of the 2-D Jet interaction flow field

hand, the quaternary vortex, though much smaller, leaves
its trace on the surface pressure distribution, as shown
in Fig.8, and its reattachment point corresponds to the
secondary peak near the jet exit. This secondary pressure
peak has been observed in many other experimental inves-
tigations for both laminar and turbulent jet interactions
including those reported by Sterret and Barber (1966).
The flowfield features are summarised in Fig. 9, where
the flow feature lines are extracted from the contour lines
and streamlines in Figs.4-7. It is clear that the jet inter-
action has made the flowfield an extremely complicated
one involving multiple shocks and vortices. As mentioned
earlier, no attempt has been made to simulate the down-
stream three-dimensionality in the present test and com-
parisons in the following sections are made only in the

interaction region where some quantitative data are avail-
able.

3.5 Comparison of primary separation
and reattachment points

The primary separation point determines the separation
region while the primary reattachment pinpoints the high
pressure and high heat transfer region. The separation
length was given in the experimental work determined by
oil flows and the liquid crystal thermography technique for
surface visualisation. The given experimental separation
length is 58.6 mm upstream of the jet exit, while the com-
putational separation length is predicted at 60 mm defined
by the zero skin friction point. The difference is about
2%, which indicates a very good agreement considering
the uncertainties in the experimental measurements. Both
computation and experiment give a primary reattachment
point at around 5 mm upstream of the jet exit.

3.6 Surface pressure comparison

The surface pressure comparison is made between the ex-
perimental measurements and the computation in Fig. 10.
The experimental data were normalised by the undisturbed
surface pressure distribution on the flat plate. Therefore
the computational data were processed accordingly, which
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Fig. 10. Comparison of normalised surface pressure

required a separate calculation of the flat plate flow with-
out jet injection. The pressure rise positions are in very
good agreement, which is not surprising as the boundary
layer separation points are in good agreement. The levels
of the pressure plateau in the separated region also com-
pare reasonably well. However the computed surface pres-
sure plateau tends to be slightly higher than the experi-
mental data over a large part of the interaction region. The
experimental data exhibit a smoother distribution while
the computation predicts a valley before the peak at the
reattachment point. There is no experimental data at the
reattachment point and downstream to be compared with.
The computation also predicts a second peak due to the
small vortex near the jet exit. As mentioned before, the
second pressure peak is identified as a result of the reat-
tachment of the quaternary vortex immediately upstream
of the jet exit.

4 Conclusions

A detailed two-dimensional numerical simulation of a com-
plicated jet interaction in laminar hypersonic flow is pre-
sented. The high-resolution of the computed flow filed are
primarily due to the high-resolution discretisation scheme,
which resolves both shock waves and shear layers accu-
rately. This results in a relatively low grid sensitivity of
the solution. The computed separation and reattachment
points ahead of the jet exit are in good agreement with the
experimental data so that the size of the massively sepa-
rated interaction region is well predicted. This agreement
upstream of the jet exit leads to the conclusion that the
interaction is dominated by laminar flows. The numerical
simulation provided further insight into the flowfield and
associated flow features. The tertiary and quaternary vor-
tices were observed in the simulated flowfield, which are
possibly either too weak or too small for the flow visuali-
sation techniques to detect.

It will be interesting to simulate the downstream three-
dimensionality in the future for the two-dimensional slot
jet. Then a full three-dimensional Reynolds-averaged Na-

vier—Stokes solution will be required with a proper tur-
bulence model and, probably more difficultly, a proper
transition model as the flow is certainly laminar in a large
part of the interaction region.
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