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Abstract
This study aims to validate the new developments in our in-house spectroscopic code (KAT-LIF) to perform NO-LIF sim-
ulations for detonation conditions, as well as evaluating the capabilities of the NO-LIF diagnostic for characterizing H2-air
detonations. This objective was achieved in several steps. First, our in-house spectroscopic tool, KAT-LIF, was updated to
perform NO-LIF simulations by notably developing a database of NO(A-X) transitions, currently unavailable in conven-
tional spectroscopic databases, as well as collecting and implementing species-specific line broadening, line shifting, and
quenching parameters for NO-LIF. Second, the validation of KAT-LIF was performed by comparing the simulation results
with pre-existing simulation tools (LIFSim and LIFBASE) and experimental NO-LIF measurements in a laminar CH4-air
flame and H2-air detonation. The validation results present satisfactory agreement of KAT-LIF and other simulation tools
(LIFBASE, LIFSim) with experimental results for several conditions. For example, less than 20% discrepancy between the
simulated and experimental NO-LIF profiles is observed for stoichiometric H2-air detonation, initially at 20 kPa and 293 K.
Third, qualitative and quantitative capabilities of the NO-LIF technique for detonation characterization are discussed, which
include: shock detection, induction zone length measurements, and quantitative number density measurements.

Keywords LIF · NO · KAT-LIF · ZND · LIFSim

1 Introduction

As a result of climate change and the transition to low-carbon
energy, hydrogen-fueled detonation engines have regained

Communicated by G. Ciccarelli.

This paper is based on work that was presented at the 28th
International Colloquium on the Dynamics of Explosions and
Reactive Systems (ICDERS), Naples, Italy, June 19–24, 2022.

B K. P. Chatelain
karl.chatelain@kaust.edu.sa

S. B. Rojas Chavez
samirboset.rojaschavez@kaust.edu.sa

J. Vargas
joao.dacruzvargas@kaust.edu.sa

D. A. Lacoste
deanna.lacoste@kaust.edu.sa

1 Mechanical Engineering Program, Physical Science and
Engineering Division, King Abdullah University of Science
and Technology (KAUST), Thuwal 23955-6900, Saudi Arabia

2 Clean Combustion Research Center (CCRC), King Abdullah
University of Science and Technology (KAUST), Thuwal
23955-6900, Saudi Arabia

interest because of the potential to achieve more efficient
power generation with carbon-free fuels. Since the discovery
of detonation, many studies were performed to character-
ize the propagation regime (stable vs. oscillatory mode) and
characteristic parameters (e.g., cell sizes) in different exper-
imental configurations, ranges of conditions, and fuels.

Historically, most of these studies were performed with
relatively simple diagnostics (e.g., pressure sensors/ion
probes, soot foils, chemiluminescence, or schlieren/
shadowgraphy), which are still commonly used nowadays
[1–4]. In contrast, only a limited number of advanced diag-
nostics were employed [1, 5–9] (interferometry, OH-PLIF
visualization, and Rayleigh scattering) for qualitative or
quantitative characterization of the detonation front, as com-
pared to the work done on subsonic flames. Part of the reason
for the limited number of studies is the high-speed and high-
pressure reactive flow associated with detonation waves, as
well as the challenges related to the required high-spatial and
high-temporal resolution.

A few research groups characterized the detonation
structure with the OH-PLIF technique [6, 8, 10]. Despite
the limitations of the OH-PLIF diagnostic, notably the
strong laser absorption and the limited information far from
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the detonation front, these measurements enabled a better
understanding of the detonation structure at various con-
ditions. Recent studies employing the OH-PLIF technique
[8, 11] showed that using a transverse laser orientation or
selecting different excitation strategies can overcome some
of these limitations. Recently, two-dimensional temperature
measurements were performed by Grib et al. [12] by using
two-color OH-PLIF in a square detonation channel. Sim-
ilarly, Fugger et al. [13] and Hsu et al. [14] performed
high-frequency visualization (i.e., 1 MHz) by OH-PLIF in
a rotating detonation engine. Developing or applying new
laser diagnostics to H2-air detonation waves seems to be a
promisingway towardsmore phenomenological comprehen-
sion of H2-air detonations.

Laser-induced fluorescence of nitric oxide (NO-LIF) is a
powerful technique that enables to obtain quantitative mea-
surements in both subsonic combustion [15] and hypersonic
flow studies [16–18]. Recently, the firstNO-LIF profileswere
obtained in stoichiometric H2-air detonations at 20 kPa with
a 1000 ppm NO seeding level in order to validate the spec-
troscopic code KAT-LIF [19]. Later, 2000 ppm NO seeding
was employed for induction zone length measurements in a
stoichiometric H2-air detonation at 18 kPa in [20] using the
same NO-LIF technique.

This study is an extension of the work presented in [19]
and aims to providemore technical details on both the experi-
mental and the numerical aspects, aswell as to further discuss
the additional capabilities of the technique for characterizing
detonation waves. The first part of the manuscript focuses on
the validation of KAT-LIF, based on comparisons with exper-
imental and numerical data in both a stoichiometric CH4-air
flame and a stoichiometric H2-air detonation. The second
part of the manuscript presents the additional qualitative and
quantitative capabilities of the technique for H2-air detona-
tion characterization.

2 Numerical method

2.1 Description of KAT-LIF

In [8], we developed and validated an in-house spectroscopic
code called KAT-LIF. The code was previously employed
to simulate the evolution of the spectrally-resolved OH-LIF
intensity along the beam path for a set of user-specified
parameters (e.g., laser parameters, mixture composition, and
thermodynamic conditions). For OH-LIF simulations, the
code utilizes the spectroscopic parameters of the OH tran-
sitions available in HITRAN [21], as previously reported
in [8, 10, 11]. Also, KAT-LIF has several built-in functions
that make it more suitable compared to other existing tools
[22–24]. For example, KAT-LIF uses as an input the one-
dimensional (1D) simulated detonation profiles, where both

the mixture composition and the thermodynamic conditions
are obtained, in order to compute important spectroscopic
parameters (e.g., line shape, line shifting, quenching, laser
self-absorption, or Boltzmann fractions). Such workflow
makes the simulation of high spatially resolved systems, such
as detonations, more practical to simulate compared to point
simulation software. Note that other tools (e.g., LIFSim or
LIFBase [22, 23]) or other modeling methods (e.g., two-,
three-, or five-level models [25–27]) exist in the literature to
simulateNO-LIF profiles. However, most of these alternative
solutions have drawbacks, either due to the number of user-
inputs required (e.g., species-specific broadening, shifting,
or quenching coefficients, as well as line-specific parameters
such as Einstein coefficients), to the 0D simulation modeling
(e.g., point simulation input/output), or due to output for-
matting such as the built-in autoscale in LIFBASE. The NO
database, provided in the Supplementary Material, enables
to compile the line-dependent parameters in a single doc-
ument, currently not accessible in any of the well-known
spectroscopic database (HITRAN, HITEMP, etc.).

As further detailed in the next sections, KAT-LIF com-
piles a large range of species-specific line broadening, line
shifting, and quenching parameters, whichmakes its applica-
bility more versatile for detonation applications than simpler
models or software.

In this section, we present the three main updates of
KAT-LIF enabling the NO-LIF simulations. These updates
are focused on: (a) building the NO database, (b) adding the
NO quenching calculation, and (c) adding the NO pressure
shifts.

2.1.1 Building the NO database

To the best of the authors’ knowledge, none of typical spec-
troscopic databases reports detailed list of rovibrationaly-
resolved NO(A-X) transitions with their associated spectro-
scopic parameters required inKAT-LIF simulations.Namely:
the line position ν (in m−1), the Einstein-A coefficients
A (in s−1), the spectral line strength (also called spectral
line intensity in HITRAN) at 296 K Sref (in m−1/(molecule
· m−2)), the upper (g′, unitless) and lower (g′′, unitless)
state degeneracies (also called the statistical weights), and
the lower-state energy of the transition E ′′ (also called
E0). Note that the NO transitions currently reported in
HITRAN/HITEMP mainly belong to the NO(X-X) transi-
tions or to the visible/infrared spectrum. Such transitions are
not of interest for the present NO-LIF application.

A NO(A-X) database was built as followed from the tran-
sitions listed in LIFBASE [22], according to the following
procedure: all the transitions available in LIFBASE [22]were
considered, among the following: upper vibrational levels
v′ = 0−5, lower vibrational levels v′′ = 0−21, lower
rotational levels N ′′ = 0−80, and including their hyper-
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fine structures (i.e., F1 and F2 in the case of NO(A-X)
transitions). The ν and A coefficients were directly obtained
from table reading. The quantity E ′′ was obtained from sim-
ple energy conservation calculations using E ′ = E ′′ + ν,
where E ′ and E ′′ are the upper- and lower-state energy of
the transition ν (in cm−1) and ν is the transition wavenum-
ber (in cm−1). Note that E ′ and E ′′ were rescaled by setting
the lowest E ′′ to 0, as performed in HITRAN [21]. The quan-
tities g′ and g′′ were obtained from the hyperfine calculation
presented in [28], which gives for NO(A-X) transitions gF1
= (2×(J �−0.5)+1)×gs and gF2 = (2×(J �+0.5)+1)×gs ,
where gF1 and gF2 are the degeneracy for F1 and F2 level;
the quantity J � corresponds to any upper (J ′) or lower (J ′′)
rotational level; the quantity gs corresponds to the state-
dependent weight for NO provided in [28]. The line intensity
was computed according to the equation presented in [10]
by using the isotope abundance from [21] and the NO parti-
tion function from [29]. As a result, the NO(A-X) database
includes more than 100,000 transitions from 1,060,623 to
5,695,552m−1 (≈ 176−943nm), among the followingupper
and lower vibrational levels v′ = 0−5 and v′′ = 0−21, and
lower rotational quantum number N ′′ = 0−80.

Such a very large spectroscopic database affects the
simulation time and could be reduced without affecting
the numerical accuracy. In fact, a large majority of the
transition lines have an extremely marginal line strength
(109 lower than the most intense ones) and are typically for
high vibrational and rotational numbers. These transitions are
a priori not of interest for NO-LIF application, as they lead to
very low LIF signals compared to the strongest lines. Thus, a
reduced database, composed of more than 10,000 transitions
(i.e.,> 90% reduction), was obtained by considering only the
transitions with the most intense line strengths ranging from
10−30 to 10−18 cm−1/(molecule · cm−2). These transitions
with high line strength include the following upper and lower
vibrational levels v′ = 0−5 and v′′ = 0−3 and lower rota-
tional quantum number N ′′ = 0−62. The reduced database
does not affect the simulation performance, and thus, it was
employed in all theKAT-LIF simulations to save computation
cost. Further reduction of the database must be investigated
with care and may be considered in future studies.

Both databases are structured according to one of the
HITRAN export formats and is available in the Supplemen-
tary Material. Parameters that could not be determined, or
that are not required for KAT-LIF simulations, are labeled
as not determined (ND). Note that the database could be
extended for NO(B-X), NO(C-X), and NO(D-X) transitions
by using an analogous procedure.

2.1.2 NO quenching calculation

The collisional quenching rate of NOwith other colliders i is
computed with the following equation from Paul et al. [30]:

Q = P

kT

(
8kT

πmNO

)0.5 ∑
xi

(
1 + mNO

mi

)0.5

σQi (1)

where P and T are the pressure (in Pa) and temperature
(in K), respectively; k is the Boltzmann constant (in J/K);
mNO, mi , xi , and σQi are the mass of NO, the mass of the
collider i , themole fraction of i , and the collisional quenching
cross section of the collider i , respectively; the temperature
dependence of σQi was obtained by Paul [30] for Ar, NO2,
N2O, and NH; Tamura et al. [31] for H, H2, OH, and CH4;
Settersten et al. [32] for CO2, CO, NO, and C2H2; Settersten
et al. [33] for O2, H2O, and N2.

2.1.3 Line shape calculation update

The Voigt profile calculation remained unchanged from
[8, 11]. For the Doppler broadening term, only the mass of
the absorbing species (NO) had to be updated. For the colli-
sional broadening, species with an existing 2γ coefficient is
directly employed using the following expression:

Δνc =
∑
i

Pi2γTref,i

(
Tref
T

)ni
(2)

where Δνc is the collisional broadening, Pi is the partial
pressure of species i , 2γTref,i is the 2γ coefficient of the
colliding species i at the reference Tref, ni is the temper-
ature exponent of the colliding species i ; 2Γ and ni were
employed for N2, Ar, H2O, O2, and NO, as reported in
[34, 35]. The generalized expression used for OH in [8]
is employed for the collisional broadening of all the other
molecules.

2.1.4 Line shift updates

Similar to that done for OH [11], the pressure shift of the NO
transition lines is computed by:

νs = ν + P
∑
i

xiδi,Tref

(
Tref
T

)mi

(3)

where νs and ν are the shifted and the initial transitions
(inm−1); δi,Tref , andmi are the shift coefficient (inm−1/atm)
of the species i at the reference temperature (Tref ) and the
temperature exponent (no unit), respectively. The parame-
ters δi,Tref , and mi were obtained from [34, 35] for N2, Ar,
H2O, and O2. Despite the recent results from [36] for NO
(X-X) transitions, the pressure shift for NO(A-X) is currently
line independent, due to the absence of data for NO(A-X)
transitions as suggested in [34, 35].
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2.1.5 Other important considerations in KAT-LIF
simulations

As already expressed in [8], KAT-LIF simulations do not take
into account the camera efficiencyor the effect of photon trap-
ping, while the filter transmission (i.e., Semrock-LP0224R)
is considered. To the best of the authors’ knowledge, there
is no clear evidence of the effect of photon trapping on both
NO-LIF and OH-LIF visualization of detonations. In addi-
tion, the present NO-LIF measurements can be considered
to be in an optically-thin regime, due to the low absorption
cross sections of the targeted NO transitions and the fact that
measurements are conducted in a 40-mm-wide rectangular
channel at 20 kPa. These conditions should minimize the
photon-trapping effects.

2.2 Steady detonationmodeling

The Zel’dovich–von Neumann–Döring (ZND) simulations
are performed with the shock module of Chemkin-Pro, as
employed in [37, 38]. As demonstrated in [37], this reac-
tor model has the same performance as the conventional
steady detonation modeling tools, such as ZNDkin (see pre-
vious usage in [8, 11, 37, 39]) and the Shock and Detonation
Toolbox [40]. The reaction model of Mével et al. [41] was
employed for the ZND simulations of H2-air mixtures. This
model comprises 31 species and 193 reactions. The ZND
simulation output was used as the input to KAT-LIF to model
the NO-LIF signal evolution in the detonation reaction zone.
Figures1a and b present the effect of the NO addition (with-
out and with NO addition shown as open symbols and solid
lines, respectively) on the ZND profiles of a stoichiometric
H2-air detonation, initially at P = 10 kPa and T = 293K,
for 100 ppm and 1000 ppm NO addition, respectively. The
absence of any effect on the cell width (λ) was demonstrated
experimentally by Chatelain et al. [42] for 2000 ppm of
NO. As there is no effect of the NO addition on the main
parameters (i.e., temperature, pressure, and thermicity), the
H2-air-NO mixture can effectively be employed to charac-
terize the H2-air detonation. In addition, the NO quantity can
be adjusted to improve the signal-to-noise ratio.

2.3 Validation procedure

The updated KAT-LIF code was validated with new mea-
surements and by comparing the simulation results with
previously developed simulation tools, such as LIFBASE
[22] and LIFSim [23]. All the following NO-LIF results
consider a frontal laser orientation (i.e., laser propagating
in the opposite direction of the detonation, see [11]), and
the fluorescence is in the linear regime. The validation was
performed in two steps. First, the evolution of fluorescence
intensity in a stoichiometric methane-air flame, initially at
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Fig. 1 Effect of a 100 ppm (a) and 1000 ppm (b) NO addition on the
temperature (red), pressure (blue), and thermicity (black) profiles com-
pared to a neat stoichiometric H2-air detonation. The profiles without
NO addition are shown as open symbols and the ones with NO corre-
spond to the solid lines. Conditions are P = 10 kPa and T = 293 K

P = 101 kPa and T = 293 K, was compared between
KAT-LIF, LIFBASE, LIFSim, and experimental results for
different laser excitation wavelengths in the (0,0) and (0,1)
bands. Second, the evolution of the fluorescence intensity in
a stoichiometric H2-air detonation, initially at P = 10–20 kPa
and T = 293 K, was compared between KAT-LIF, LIFSim,
and experimental results for a laser excitation wavelength at
225.120 nm, typically employed in flame diagnostics [43].
Note that the fluorescence intensity evolution in a detona-
tion cannot be simulated with LIFBASE, due to the built-in
autoscale. In addition to these validations, the line positions
between LIFSim and KAT-LIF were compared in both the
(0,0) and (0,1) bands and presented an average error of 0.3
and 0.4 pm with a maximum error of 0.5 and 0.6 pm, respec-
tively.

3 Experimental procedure

3.1 Experimental setup

Experimentally, a 3-m-long optical detonation duct (ODD),
same as [20], was employed to generate the H2-air det-
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onations. The main changes, with respect to the previous
ODD [8], are briefly described in this section. The thickness
of the channel was increased to 40mm (i.e., 40 × 17mm2

section) to enable the stable propagation of a stoichio-
metric H2-air detonation, initially at P = 20 kPa and
T = 293K.Also, the visualizationmodule and both the igni-
tion source and the obstacle strategy (i.e., using meshes with
a 200-mm pitch) were redesigned to suppress the detonation
perturbation reported in [8] and to enhance the deflagration-
to-detonation transition (DDT), respectively. To enable the
NO-LIF diagnostic, the H2-air mixture was seeded with
1000 ppm of NO by using a prediluted NO gas-cylinder
(5000-ppm of NO in N2). Equivalence ratio and mixture
dilution was maintained by using a 50% oxygen-enriched
air gas-cylinder (i.e., 50% O2 in N2). The NO concentra-
tion was selected based on numerical ZND simulation results
(refer to the discussion of Fig. 1). The mixture preparation
and ODD operating procedure remained unchanged from
[8], enabling reproducible detonation experiments with low
variability (±2%) in the initial pressure, equivalence ratio,
NO concentration, or detonation speeds (D) near Chapman–
Jouguet (CJ) conditions (i.e., D/DCJ ≈ 1). Note that no
reactivity issues of the mixture were observed throughout
this experimental campaign. This is attributed to the low ini-
tial pressure compared to [44] and the fact that premixtures
were not employed.

The same slot burner as [8] was employed to perform
the experimental laser scans and identify the laser excita-
tion wavelength. A conventional stoichiometric methane-air
flame was seeded with 1000 ppm of NO (similar to the det-
onation tests) to ensure a satisfactory signal-to-noise ratio.

3.2 Diagnostics

A conventional NO-LIF system was employed including:
a Nd:YAG laser (Continuum Powerlite DLS9010) delivering
a 7-ns pulse at 1064 nm with a 10-Hz repetition frequency; a
dye laser (Continuum, ND6000) pumped by the frequency-
doubled output of the Nd:YAG at 532 nm (≈ 740 mJ/pulse).
Rhodamine 590 dye enables to reach ≈ 140 mJ near
566 nm. The laser beam at the output of the dye section was
frequency doubled and mixed with the fundamental output
of the Nd:YAG (i.e., 1064 nm) to obtain a laser excitation
wavelength near 225 nm with a maximum energy output
between 5–6mJ/pulse and a laser spectral width of 8 pm. The
laser excitation wavelength is determined before each set of
measurements to mitigate a shift of a few pm in the grating
angle calibration (i.e., displayed on the control unit of the
ND6000). No changes were observed before and after a set
of measurements. The selected laser excitation wavelength
is λexc = 225.120 nm, exciting mainly the following NO
A-X(0,0) transitions: R2(25.5), P21(29.5), Q1(29.5),
Q2(31.5), and R12(31.5). The laser beam exiting the dye

laser at 225 nm was focused with a 1000mm spherical lens
into the slot burner, or the center of the visualization section
of the ODD. The resulting beam diameter at focal point of
the spherical lens, where the measurements are conducted, is
near 0.7mm. No significant variation of the laser fluence was
observed within our field of view due to the long focal length
employed to focus the beam. The linear regime of fluores-
cence was ensured by monitoring the fluorescence intensity
evolution with the laser energy output.

The LIF signal was collected with an intensified-CCD
camera (Princeton Instrument PI-MAX4, UV enhanced)
equipped with a Nikon UV-lens (UV-Nikkor, 105mm, f/4.5)
and a long-pass filter (Semrock LP02-224R) with 90% trans-
mission for most of the NO bands above 230nm. This long
pass filter enables the collection of OH� chemiluminescence
in addition to the NO-LIF signal and NO chemilumines-
cence. The projected spatial resolution (or pixel density),
near 40μm, and the alignmentwith the laserwere determined
with a target.A20-ns gatewidth,withmaximumgain and low
analog-to-digital conversion rate, was employed for the det-
onation experiment, while lower gain values were employed
for the laser scans.

The synchronization between the laser, the camera, the
ignition system, the acquisition system, and the detona-
tion arrival was ensured with two pulse delay generators
(BNCModel 575). First, the laser was warmed up for 10min
(i.e., 6000pulses). Second, the last laser pulse (i.e., the 6000th
pulse) was employed to trigger the ignition system. Then, the
pressure sensors installed on theODDwere employed to syn-
chronize the laser (i.e., flash lamp and Q-switch delay) with
the camera opening and the detonation arrival in the field of
view. All delays were adjusted to ensure a 10-Hz frequency
between the 6000 pulses and the final pulse enabling the
visualization.

3.3 Post-processing

The post-processing procedure employed for the detona-
tion experiment is provided in Fig. 2. The raw single-shot
NO-LIF images were background-corrected. Then, the LIF
signalwithin the beam region (Area 1, in grey)was vertically-
averaged to obtain a 1Dprofile. TheOH� chemiluminescence
contribution, extracted from the signal surrounding the laser
beam (Area 2, in red), was removed to obtain the final NO-
LIF profile. Similar post-processing procedure was followed
for the laser scans, considering an accumulation of 20 numer-
ical images in a 30 by 30 pixel square domain in the burnt
gas region.

In the ODD experiment, the signal contamination was
assessed by imaging the detonation without NO seeding to
quantify the signal contamination throughout the 1DLIF pro-
file. An average LIF signal contamination lower than 5%
was observed after the shock with a maximum contamina-
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Fig. 2 Post-processing procedure from the background-corrected NO-
LIF image. In a, the chemiluminescence (OH� + NO�) and NO-LIF are
represented in gray and color scales, respectively. In b, the corrected
1D NO-LIF signal is obtained by subtracting the chemiluminescence
contribution in Area 2 (red frame in a) into the raw LIF signal in Area
1 (grey frame in a)

tion near 8% of the LIF signal close to the shock (resulting
from the OH� chemiluminescence mainly). In addition,
O2-LIF appeared negligible in the present conditions. Note
that adding a short-pass filter to suppress theOH� chemilumi-
nescence does not significantly modify the NO-LIF profile.
Thus, a 5–10% uncertainty was estimated on the NO-LIF
profile based on the distance from the shock.

A beam sampler and pyroelectric energy meter (Coherent
J-25MB-LE) are installed on the beam path to record the
energy of each pulse. All the NO-LIF profiles, obtained for
both the laser scan and detonation experiments, are energy
corrected.

4 Results and discussion

4.1 KAT-LIF validations

Laser scan validation Figure 3a and b present the fluores-
cence intensity evolution as a function of the laser excita-
tion wavelength in the (0,0) and (0,1) bands, respectively.
Figure3a compares KAT-LIF, LIFSim, and experimental
results obtained in the burned gases of a laminar premixed
CH4-air flame, initially at T = 293 K, P = 101 kPa, and
φ = 1. Note that the flame was seeded with 1000 ppm
of NO to ensure a satisfactory signal-to-noise ratio. Fig-
ure3b compares KAT-LIF, LIFSim, and LIFBASE results
for the same conditions with a laser excitation wavelength
in the (0,1) band. Note that only numerical validation of
KAT-LIF was performed in the (0,1) band due to the experi-
mental limitations of the Rhodamine 590 dye and the camera
filter (Semrock LP02-224R) which cannot be employed
for the (0,1) band. Figure 3a and b confirms the satis-
factory agreement between the different simulations tools,
and with experimental results, in terms of reproducing the
fluorescence intensity evolution for atmospheric conditions
(P = 101 kPa) and high temperature (T ≈ 2230 K) for
different laser excitation wavelengths. Also, these results
indirectly validate the spectroscopic parameters calculated
in the NO(A-X) database.

Detonation validation Numerical and experimental valida-
tions of KAT-LIF are demonstrated in Fig. 4a and b. Figure4a
presents a tailored validation case, based on a modified
H2-air ZND detonation profile, for which some input param-
eters were modified to facilitate the comparison between
KAT-LIF and LIFSim simulation results. This tailored mix-
ture had to be employed to mitigate some of the limitations
of LIFsim, which does not consider important species for H2

combustion such as H2, OH, and H. Some of these species
have significantly different quenching properties and thus
strongly affect the simulated LIF signal. Note that: (i) the
quenching parameters for Ar, H, H2, OH, O2, H2O, N2, NO2,
N2O, NH, NO, CH4, CO2, CO, and C2H2 are considered in
KAT-LIF; (ii) the NO concentration was fixed to 1000 ppm,
as fixed in LIFSim; (iii) Doppler lineshift contribution was
removed from KAT-LIF simulation, as Doppler lineshift is
not considered in LIFSim; (iv) only CH4, O2, H2O, and N2

species are considered in both simulations to match the lim-
ited number of species inLIFSim. FromFig. 4a, a satisfactory
agreement between KAT-LIF and LIFSim is observed with
an average and a maximum discrepancy of 7% and 17%,
respectively.
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Fig. 3 Fluorescence intensity as a function of the laser excitation
wavelength, including both experimental (Exp.) and simulation data
(KAT-LIF, LIFSim, and LIFBASE), in the (0,0) and the (0,1) band in
a and b, respectively. The conditions are: 8-pm FWHM laser width,
T = 2233 K, P = 101 kPa, with the following major species:
xN2 = 0.71, xCO2 = 0.085, and xH2O = 0.18. Note that LIFBASE
results are not presented in a for clarity. Normalization is performed
within each vibrational band

The experimental (Exp) and simulated (KAT-LIF and
LIFSim) fluorescence signal evolution as a function of the
distance behind the shock for a H2-air detonation, initially at
P = 20 kPa, T = 293 K, and a 225.120-nm laser excitation
wavelength are compared in Fig. 4b. As discussed previ-
ously in [20], the selected NO-LIF excitation wavelength
is highly correlated with the NO number density evolution
within the detonation wave, enabling to visualize the change
in the thermodynamic conditions. The single-shot image,
employed for this validation, was selected (i.e., such as the
experimental Δi is near the theoretical value at DCJ from
ZND simulations) in order to have comparable thermody-
namic conditions between the experiments and the ZND
simulations. In fact, simulated NO-LIF profiles, obtained
from KAT-LIF and steady ZND simulations at DCJ, cannot
be compared with single-shot imaging without considering

01020304050
Distance from the shock, X [mm]

0

0.2

0.4

0.6

0.8

1

N
or

m
al

iz
ed

 fl
uo

re
sc

en
ce

 in
te

ns
ity

 [-
]

a)
KAT-LIF
LIFSim

-50510152025
Distance from the shock, X [mm]

0

0.2

0.4

0.6

0.8

1

N
or

m
al

iz
ed

 fl
uo

re
sc

en
ce

 in
te

ns
ity

 [-
]

b)
KAT-LIF
LIFSim
Exp

Fig. 4 Normalized NO fluorescence intensity as a function of the
distance from the shock between KAT-LIF (red line) and LIFSim
(blue symbol) in a tailored validation case (a) and in a real H2-air
detonation (b). Initial conditions are 10 and 20 kPa (in a and b, respec-
tively) and 293 K. Note that H2 is replaced by CH4 in the LIFSim
simulations. In b, the single-shot experimental result was selected such
as Δi,Exp ≈ Δi,ZND and the ZND simulation at DCJ was considered as
an input of KAT-LIF and LIFSim simulations

the variation of the shock wave strength through the detona-
tion cell, as conducted in [20]. Satisfactory agreements are
obtained for both KAT-LIF and LIFSim at reproducing the
experimental profilewith an average error near 20% and 10%
in the reaction zone, respectively. Considering the variability
of the LIF signal in the reaction zone, these low errors are
within the experimental uncertainty of the NO-LIF experi-
mental measurements. The differences in the NO-LIF profile
between KAT-LIF and LIFSim can be mainly attributed to
the simulation parameters listed in (b)–(d) of Sect. 2.1, as
there are no detailed list of those species-specific parame-
ters on the LIFSim webpage. Considering all the possible
differences between the two codes (e.g., line positions or
the broadening/shifting/quenching parameters), these small
errors validate KAT-LIF and its NO(A-X) spectroscopic
database.
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Fig. 5 The normalized LIF signal (LIF/LIF225.120nm), thermicity (σ̇ ),
pressure (P), and temperature (T ) profiles, where X is the distance
from the shock. The NO-LIF profiles are obtained numerically from
both 225.120- and 226.030-nm laser excitation wavelengths, from
KAT-LIF simulations, using the experimental laser parameters (see
Sect. 3). Conditions areH2-air detonation,φ = 1, 20 kPa and 293K, and
xNO = 1000 ppm

4.2 Detonation structure determination

This section presents a few examples of the qualitative and
quantitative capabilities of the NO-LIF technique for deto-
nation characterization.

Shock detection capabilities As observed in the previous
sections (see Figs. 2 and 4) and in [19, 20], the NO-LIF
technique enables the identification of the shock location
along the beam based on the post-shock NO fluorescence.
Extended to 2D, the NO-PLIF diagnostic could provide
a non-line-of-sight integrated technique, as opposed to
the widely-employed schlieren/shadowgraphy techniques, to
visualize the detonation shock wave location. This precise
visualization of the front is even more beneficial for det-
onation diagnostics in non-canonical configurations, where
the channel width (w) is much larger than the cell width
(w/λ >> 1). A large number of excitation wavelengths
could enable these shock detections with a satisfactory
signal-to-noise ratio, comparable to the one presented in this
study. Figure5 presents, qualitatively from KAT-LIF sim-
ulations, two NO-LIF profiles obtained with 225.120 and
226.030-nm excitation wavelengths, respectively, for a
NO-seeded stoichiometric H2-air detonation at P = 20 kPa
and T = 293K (where X is the distance from the shock). The
temperature (T ), pressure (P), and the thermicity (σ̇ ) profiles
are also depicted in Fig. 5. A large number of laser excita-
tion wavelengths exhibits a similar NO-LIF profile as for
225.120 nm, where the LIF signal is: low in the fresh gases,
maximum in the von Neumann (vN) state, decreasing in the
exothermic part/gas expansion, and increasing again due to
the thermal NO produced in the reaction zone. Alternative
NO-LIF profiles can also be observed, as for 226.030-nm
excitation, where the LIF signal is: maximum in the fresh

gases, a first LIF signal reduction in the vN state, a second
LIF signal reduction in the exothermic part/gas expansion,
and a LIF signal increase due to the thermal NO produced
in the reaction zone. Note that the maximum NO-LIF signal
could be obtained far from the shock (X >>> 100mm),
where NO mole fraction is high.

Induction zone length measurements The capabilities of the
NO-LIF technique at measuring the induction zone lengths
in H2-air detonation were demonstrated in [20] over a large
range of conditions, using the 225.120-nm laser excitation
wavelength by a single correlation (i.e., −84% of the LIF
signal decay from the LIF maximum). This section aims to
numerically verify the validity of the correlation proposed in
[20] in the present conditions and the possibility to employ
another laser excitation wavelength to measure induction
zone length. As discussed in [20], the validity of this cor-
relation must be extended with care to other laser excitation
wavelengths or mixtures, due to different NO-LIF profile
evolutions. In fact, the maximum of the LIF signal does not
correspond to the vN state for a laser excitation wavelength
of 226.030 nm. Nevertheless, a correlation of the LIF sig-
nal decay with the thermicity peak is still observed, which
indicates that Δi can be determined. In fact, Δi is accu-
rately determined from both laser excitation wavelengths
by considering the −84% of the LIF signal decay from the
vN state with the present experimental resolution. Note that
employing −79% of the LIF signal decay with a CJ ZND
simulation and an excitation wavelength of 226.030 nm sig-
nificantly improves the accuracy of the Δi determination
method. Extending the validity of this new correlation for
the 226.030-nm laser excitation wavelength to a larger range
of initial pressures and equivalence ratios is outside the scope
of the study.

Quantitative NO measurements This section aims at assess-
ing, numerically, the capabilities of NO number density
(NNO) measurements from the NO-LIF profile for
H2-air, φ=1, P=20 kPa, and T=293 K and the method-
ology described in [8] using OH-LIF profiles. The rela-
tion between the NO number density (NNO,ZND), obtained
directly from ZND simulations, and the LIF signal (LIF),
obtained from post-processing of the ZND simulation by
KAT-LIF, is determined at two locations behind the shock.
NNO,k1 corresponds to the recalculated NO number den-
sity from the LIF signal, obtained from a single cali-
bration constant, k1, determined in the vN state: k1 =
LIFx=vN/NOZND,x=vN. NNO,k2 corresponds to the recalcu-
lated NO number density from the LIF signal, obtained from
a single calibration constant, k2, determined at x = 20mm
behind the shock: k2 = LIFx=20mm/NNOZND,x=20mm . Fig-
ure6 presents the theoretical and recalculated NO number
density profile, as well as the normalized LIF signal as a
function of the distance from the shock. From Fig. 6, it is
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Fig. 6 Evolution of both the NO number density and the
LIF signal as a function of the distance from the shock.
The quantity NNO,ZND stands for the initial NO number den-
sity obtained from ZND simulations; NNO,k1 and NNO,k2
stand for the recalculated NO number density from the
LIF signal using the calibration constant k1 (x = vN) and k2
(x = 10mm). Conditions are H2-air detonation, φ = 1, 20 kPa and
293 K, and XNO = 1000 ppm

clear that none of recalculated NO number density accu-
rately reproduces the theoretical NNO,ZND for all distances
behind the shock. In fact, the error between the recalcu-
lated NO number density and NNO,ZND varies significantly
for different distances behind the shock. For short distances
(0 < x < Δi ) after the shock, an average error of 10% is
obtained using k1, while a larger error (18%) is obtained with
k2. For longer distances (0 < x < 20 mm) after the shock,
an average error of 9% is obtained using k2, while a larger
error (22%) is obtained with k1. In addition, maximum errors
range between 36–46% for both k1 and k2, near the thermicity
peak, and indicate the inability to use single-point calibra-
tion for quantitative NO number density measurements for
the present conditions. As observed in [8] for OH, this is
due to the strong thermodynamic changes across the detona-
tion wave, which prevents the correlation of the LIF signal
to the NO number density over a large range of conditions
(e.g., from vN to CJ condition), as the NO number density,
transition line shift, transition line broadening, and mixture
quenching cannot be considered constant.Althoughno single
calibration constant can be obtained for all distances after the
shock,wenote that a single calibration constant could be used
to obtain an estimate of NO concentration in the burned gases
since the thermodynamic conditions do not change abruptly
far from the shock.

5 Conclusions

This study aimed at validating the developments in our in-
house spectroscopic code, KAT-LIF, to perform NO-LIF
simulations for H2-air detonation conditions. This objective
was achieved in two steps. First, KAT-LIF was updated to
perform NO-LIF simulations by developing a database of

NO(A-X) transitions and updating a large range of species-
dependent spectroscopic parameters (line broadening, line
shifting, and quenching parameters for NO-LIF).

Second, the validation of KAT-LIF was performed by
comparing the simulation results with other existing sim-
ulation tools and experimental NO-LIF measurements made
for a laminar CH4-air flame and H2-air detonation. The val-
idation results indicate: (i) the NO-LIF intensity evolution
simulated by KAT-LIF was in agreement with experimental
and other simulation tools (LIFBASE and LIFSim) results
for different laser excitation wavelengths in a typical sto-
ichiometric CH4-air flame (atmospheric pressure and high
temperature); (ii) both KAT-LIF and LIFSim satisfactorily
reproduced the LIF intensity evolution in a stoichiometric
H2-air detonation. The small discrepancy observed between
both codes and the experimental profile are mainly attributed
to the experimental uncertainties; (iii) a numerical discrep-
ancy of about 7% was observed between the KAT-LIF and
LIFSim simulation results for a tailored validation case. This
marginal difference is related to small differences in the codes
(e.g., line positions, quenching parameters, line shifting, or
line broadening), which cannot be identified precisely.

In addition, this study demonstrated the possibility to
apply the NO-LIF technique with different laser excitation
wavelengths for shock position and induction zone length
measurements. However, it was demonstrated that quantita-
tive NO number density measurements are not achievable
from the NO-LIF profile and the use of a single calibra-
tion constant results in maximum errors as high as 36–46%.
Future work will focus on obtaining more quantitative mea-
surements for aH2 detonation byusing theNO-LIF technique
and extending the presented results to 2D (NO-PLIF).

Supplementary Information The online version contains supplemen-
tary material available at https://doi.org/10.1007/s00193-023-01134-
5.
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