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Abstract
In this study, an intensive simulation platform is developed and implemented to simulate the three stages in the operational 
cycle of the liquid-fueled pulse detonation engine. The three stages encompass the liquid fuel injection and evaporation pro-
cess, deflagration-to-detonation transition process, and detonation propagation process. The Lagrangian–Eulerian approaches 
are employed to model the discrete liquid fuel droplets and the continuous vapor phase, respectively. The breakup and evapo-
ration of liquid droplets are modeled using sub-models, while the interactions between the liquid droplets and the vapor phase 
are expressed through the two-way interaction models. The Jet-A liquid fuel is injected into the detonation chamber as the 
fuel for the engine, while the air flow is used as the oxidizer. A reduced chemical kinetic model of fuel/air is used to model 
the combustion process. The simulation platform is systematically validated against the experimental data for every stage of 
the operating cycle. To study the influence of the inlet and operating conditions, the numerical simulations are performed 
for three different operating conditions, which are the change in inlet air temperature, the change in inlet air flow velocity, 
and the change in liquid fuel mass flow rate. The obtained results indicate that the mass fraction of pre-vaporization of fuel 
plays an important role in the successful DDT process and/or detonation onset. The deflagration can successfully transit to 
detonation for both the cases of complete and incomplete vaporization of the liquid droplets inside the detonation cham-
ber. The deflagration cannot successfully transit to detonation for the case of too lean or too rich fuel vapor in the mixture. 
The calculated burning temperature and Chapman–Jouguet (C–J) detonation velocity are slightly lower in the cases of the 
incomplete vaporization when compared to the complete vaporization cases. In addition, our numerical results show that 
the burning process occurs in two stages in the incomplete vaporization case: The first burning stage plays a main role in the 
successful DDT process, while the second burning stage only plays the role of augmentation.

Keywords Liquid-fueled PDE · Evaporation · Deflagration-to-detonation transition · Pulse detonation engines

1 Introduction

In pulse detonation engine (PDE) development and opera-
tion, the use of liquid fuel is always of interest due to its 
advantages, such as higher energy density, ease of storage, 

smaller storage tank, simpler storage systems, and safer han-
dling compared to the gaseous fuel [1]. As such, the total 
weight and volume of the flight device can be reduced. The 
greater energy density of the liquid fuel can provide more 
power to the propulsion system. Due to the high potential 
benefit of implementation, numerous investigations of liq-
uid-fueled detonation engines have been carried out for both 
the experimental and numerical studies [2–15]. In particular, 
for experimental investigation, Webber [2] and Crammer [3] 
conducted research on spray detonations for a liquid-fueled 
rocket engine. Ragland et al. [4] experimentally observed 
the structure of spray detonations. They suggested that the 
difference in the detonation velocity observed is caused by 
friction and heat transfer losses. Dabora et al. [5] carried out 
experiments to investigate the effect of the droplet size on 
the detonation properties (e.g., detonation wave propagation 
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velocity, velocity deficit, etc.). They concluded that the 
detonation propagation velocity is generally lower than the 
ideal C–J velocity in the gaseous phase. Furthermore, Bull 
et al. [6] performed experiments to study the detonation of 
unconfined fuel/air aerosol for both low- and high-vapor-
pressure fuels for a wide range of liquid fuel droplets up to 
100-μm-sized droplets. They found that a certain quantity 
of the fuel vapor prior to ignition might be required for self-
sustained detonation propagation. In addition, Brophy et al. 
[7] studied the detonability limits of JP-10/air to characterize 
the mixture with respect to the droplet size, temperature, and 
level of pre-vaporization. They also suggested that a signifi-
cant amount of initial fuel vapor would be required for deto-
nation onset. In particular, a spray detonation was attained 
in the PDE when the inlet air temperature was greater than 
102 °C (375.15 K) with the support of a pre-detonator. For 
the lower temperature, the sustained detonation required 
70% of the fuel to be evaporated and liquid droplet sizes 
smaller than 3 μm. To attain the necessary pre-vaporization 
fuel level, Frolov [8] and Fan et al. [9] conducted experi-
ments on the DDT process by starting from room tempera-
ture and found the tube temperature that was deemed favora-
ble for the liquid-fueled PDE, while Schauer et al. [10] and 
Tucker et al. [11] demonstrated an operational PDE of up 
to 15 Hz with the inlet air heated to the temperature of 123 
and 149 °C (396.15 and 422.15 K), respectively. Recently, 
Li et al. [12] have performed a series of experiments on 
excessively fuel-rich conditions for cold-starting the liquid-
fueled pulse detonation engine to establish the criteria for 
detonation transition of two-phase mixtures based on the 
PDE filling time and droplet life time, leading to a range 
of appropriate PDE operating parameters, such as droplet 
size, inlet air temperature, and PDE running frequency. They 
also concluded that successful detonation experiments using 
liquid fuels can be generally achieved when the vapor phase 
equivalence ratio is near-stoichiometric or slightly fuel rich.

In a theoretical and numerical investigation, Williams 
[13] developed the one-dimensional ZND detonation model 
for spray detonations. He reported that the size of the burn-
ing region is about the order of a meter as the radius of the 
droplet spray stays about 30 μm. Borisov et al. [14] numeri-
cally studied the effect of the droplet stripping, shattering, 
and deformation on detonation characteristics with respect 
to the droplet size. Burcat and Eidelman [15] numerically 
studied the evolution of the detonation in a cloud of fuel 
droplets. They reported that the CJ detonation velocity is 
achieved as the average diameter of droplet size stays smaller 
than 100 μm, while the detonation velocity is inversely pro-
portional to the reaction zone for larger droplet size. Moreo-
ver, Chang and Kailasanath [16] found that the attenuation 
of shock waves by a dispersed phase is increased when the 
liquid droplet breakup and vaporization are included. They 
commented that to establish the liquid-fueled detonation, 

the effect of the energy release must continuously overcome 
the attenuation effects. Subsequent to that, Cheatham and 
Kailasanath [17] developed a numerical model for liquid-
fueled pulse detonation engines based on Eulerian–Lagran-
gian approaches with a two-way coupling interaction model. 
Their results show that the detonation structure is varied 
with the initial droplet size and the amount of the initial fuel 
vapor present. They also concluded that the smaller the drop-
let size, the greater the level of heating, and pre-vaporization 
is shown to enhance transition to a sustained detonation. In 
general, although numerous studies in both the experimental 
and numerical areas have been accomplished for the liquid-
fueled detonation, a greater understanding of both the physi-
cal and chemical insights of a complete operating cycle of 
the liquid-fueled detonation engine is still lacking. Issues to 
be considered are: how the inlet and/or operating conditions 
influence the injection and vaporization process; the effect 
of the dynamics of the injection and vaporization process on 
the DDT process; interaction between the liquid droplets and 
flames, shock waves, and detonation waves; and the role of 
the pre-vaporization on the DDT process, etc.

In real applications, liquid fuels, often used in the propul-
sion system, are jet fuels (e.g., Jet-A, Jet-A1, JP-10, kero-
sene, etc.). The use of a liquid fuel often involves many other 
sub-processes and is much more complex as compared to the 
simpler, pure gaseous fuel (e.g., liquid injection, multiphase 
flow, evaporation, atomization, breakup, chemical mixing, 
heat transfer between liquid droplet and vapor phase, etc.). 
To gain further understanding of the dynamics of all pro-
cesses involved and linked to each other in the operating 
cycle of the detonation engine, as well as to improve the 
performance characteristics of the pulse detonation engine, 
it is therefore deemed necessary to study (and incorporate in 
simulations) each process in somewhat greater detail. In fact, 
a complete operating cycle of the detonation engine often 
involves three main processes: the injection and vaporiza-
tion process, the deflagration-to-detonation transition pro-
cess, and the detonation propagation process. Each of the 
sub-processes can be found in the published literature, such 
as atomization and droplet size effects [5], heat transfer [4], 
turbulence-chemistry mixing [18], evaporation process [19], 
incomplete reaction and reaction beyond the C–J plane [20], 
excessive fuel-rich conditions for cold-starting [12], and oth-
ers, which are required in the three main processes in order 
to elucidate better and clearer physical and chemical insights 
of the complete operating cycle of a liquid-fueled detona-
tion engine.

In this study, a numerical simulation platform is devel-
oped and implemented to simulate the liquid-fueled pulse 
detonation engine. In particular, the Eulerian–Lagrangian 
formulation is employed in the numerical models [21]. The 
continuous vapor phase is modeled using the reacting flow 
Navier–Stokes equations and described in the Eulerian 
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frame of reference, while liquid fuel droplets are treated as 
a discrete phase and expressed in the Lagrangian frame of 
reference. The two-way interaction between liquid droplets 
and vapor phase (heat transfer, mass transfer, drag, etc.) and 
sub-processes (evaporation, breakup, etc.) are modeled and 
implemented in the simulation platform. Three different sets 
of operating conditions are used in the simulations to study 
the coupled dynamics of three main processes of the com-
plete operating cycle of the PDE. The rest of this paper is 
organized as follows: Sect. 2 introduces the mathematical 
and numerical models, Sect. 3 presents the validations of the 
simulation platform, Sect. 4 shows the numerical setup of 
the different operating conditions, Sect. 5 shows the relevant 
results and discussions, and finally Sect. 6 concludes with 
the main findings.

2  Mathematical model and numerical 
approaches

In this study, we shall assume that the system contains 
both the vapor phase and the liquid fuel droplet phase. The 
Eulerian–Lagrangian approach is employed. The continu-
ous vapor phase (or gas mixture) is described using the 
Reynolds-averaged Navier–Stokes equations (RANS) and 
expressed in the Eulerian frame of reference, while the dis-
crete liquid droplets (liquid fuel spray) are expressed in the 
Lagrangian frame of reference. The liquid fuel is injected 
into the detonation chamber through the slit nozzle. The 
temperature is uniform inside each liquid fuel droplet. 
The Ranz–Marshall heat transfer model [22, 23] is used to 
account for the heat transfer between the liquid fuel droplet 
and the surrounding gas. This model is based on the con-
vective heat transfer of the droplet with uniform tempera-
ture and equal to its surface temperature. Also, we shall 
assume that the droplets are spherical in shape; therefore, 
the momentum transfer obeys the spherical law [24]. The 
evaporation followed the empirical D2-law model for the fuel 
used [25]. Finally, the chemical reactions only occur in the 
gas (vapor) phase. The combustion process of the Jet-A fuel 
and air is modeled using a reduced chemical kinetic model 
[26]. Following are the governing equations and numerical 
methodologies, which are employed to systematically model 
the liquid-fueled pulse detonation engine.

2.1  Governing equations for vapor phase

Mathematically, we assume that all species in the gas mix-
ture are thermally perfect and the applicability of the EOS 
(equation-of-state) of the perfect gas. Also, thermal proper-
ties of the gas species are functions of temperature, and the 
system is an adiabatic system with no heat flux through the 
wall chamber. There is no gravity force acting on the gas 

species, but is applied on the liquid fuel droplets. In addition, 
there is no radiation emitted by liquid fuel droplets to the gas 
phase. Thus, the conservative equations of density, momen-
tum, energy, and species for the viscous, compressible, and 
reacting gaseous phase can be described in the Reynolds-
averaged Navier–Stokes (RANS) equations as follows:

In these equations, �̄� is the density of the gas mixture, ū is the 
vector velocity field, � is the dynamic viscosity, a = �∕�cp 
is the thermal conductivity, D is the gas diffusivity coeffi-
cient, p̄ is the pressure field, ēt is the total energy, and Ȳk is 
the mass fraction of species k . �T is the turbulent dynamic 
viscosity, aT is the turbulent thermal conductivity coeffi-
cient, and DT is the turbulent diffusivity coefficient. Here, 
Sm,d is the source term for the mass transferred from the 
liquid droplets, Su,d is the momentum exchange between gas 
phase and liquid droplets, Se,d is the source term for the heat 
exchange between the liquid droplets and the surrounding 
gas phase, SYk ,d is the source term for species k resulting 
from liquid fuel evaporation, and �̄�k is the formation/loss 
of the gas species k in the gas phase chemical reactions. 
Details of the source terms in (1–4) can be referred to in the 
Appendix. The Reynolds stresses are expressed as follows:
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For turbulence modeling, the RANS-based turbulence 
model employed in this work is the k–ω shear–stress transi-
tion (SST) model [27]. The SST model combines the standard 
k–ε model by Launder and Sharma [28] with the k–ω model 
by Wilcox [29]. The improved near-wall capability of the SST 
model as compared to the standard k–ε model yields certain 
benefits in combustion applications that usually feature a cen-
tral flame zone with high velocities and turbulence and slower 
flow close to the walls. The near-wall flow and the correspond-
ing boundary layer can be described with a wall function [30]. 
Following are the transport equations for the k–ω SST model:

In these expressions, the turbulent kinetic energy =
̃
u
�

i
u
�

i

2
 , 

while the specific rate of diffusion is � = �∕k�∗ , and 
Sij =

�ũi
xj

+
�ũj

xi
 . The model constants are �k = 1.0, ��,1 = 2.0 , 

��,2 = 1.17 , �2 = 0.44 , �∗ = 0.09 , �2 = 0.083 , see Ref. [31].

2.2  Governing equation for fuel liquid droplet

In this study, the liquid fuel is injected into the detonation 
chamber with the blob injection model within OpenFoam [30, 
32]. After the release from the nozzle exit, the initial droplets 
will be formed and then they will travel inside the detonation 
chamber toward the outlet of the engine. During the travel time 
(so-called residence time), the injected liquid droplets break 
up into smaller droplets and exchange their mass, momentum, 
and energy with the vapor phase. We assume that the volume 
fraction of the droplets is small compared to the vapor phase 
so that the droplet–droplet interactions are negligible. These 
two-way interactions are modeled by a set of sub-models and 
described in the Lagrangian frame of reference as follows:
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In the (10–13), x is droplet position, ud is droplet velocity, Fi 
is external forces acting on a droplet (e.g., drag force, grav-
ity force, and pressure gradient force), hk is the heat transfer 
coefficient between vapor phase and liquid droplet, Ad is the 
contact area (droplet surface area), Td is droplet temperature, 
and Tv is the surrounding vapor phase temperature. Here, ∑

Sh,i is the heat transfer source term between liquid drop-
lets and surrounding vapor phase, and 

∑
i Sm,i is the mass 

transfer in the evaporation process, which is determined 
from the conservation of mass for the fuel. Similarly, these 
numerical source terms (sub-models) are also described in 
the Appendix.

2.3  Chemical kinetic model and combustion model

As mentioned in the previous section, the chemical kinetics 
is comprised of the reduced chemical kinetic model of Jet-A 
fuel/air mixture, which is proposed in [26]. In this model, the 
surrogate fuel is represented by species  C11H21. The model 
involves 18 chemical reactions of 15 species. The reader is 
referred to the study [26] for more details. The thermal prop-
erties (e.g., specific heat constant ( Cp ), enthalpy ( h ), Gibbs 
energy [33]) of each species and mixture are computed using 
the NASA polynomial functions with seven coefficients that 
are obtained from the Chemkin II database [33]. The trans-
port coefficients (dynamic viscosity, kinematic viscosity, and 
thermal conductivity) are determined using the Sutherland 
correlation [34]. In this study, the Prandtl number is set at 
0.71 for all simulations. This chemical kinetic model has 
been validated against the experimental data for ignition 
time, laminar flame speed, and adiabatic temperature. The 
complete reduced chemical kinetic mechanism is shown in 
Table 1. The Arrhenius reaction rate coefficient is determined 
as k = A

(
T

T0

)n

exp
(
−

E

RT

)
 with units of mol/cm−3 s. In this 

expression, A is the pre-exponential factor, n is the tempera-
ture exponent, E is the activation energy (cal/mol), T  is the 
current mixture temperature (K), R is the universal gas con-
stant, and T0 is the reference temperature (K). Species M is 
used to account for the effect of third body reactions.

For the combustion modeling, the partially premixed 
mixture approach is employed to model the combustion 
process via the reaction progress variable ( c(x, t) ) [35, 36]. 
The transport equation for the reaction progress variable is 
given as:

In this approach, the transport equation (14) is solved 
numerically instead of the stiff ODEs system for all species. 
The values of all species are pre-computed and tabulated, 
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which are selected based on the calculated value of c(x, t) . 
In particular, the value of the reaction progress variable is 
0 ≤ c(x, t) ≤ 1 , where c = 0 represents the unburnt mixture 
and c = 1 represents the completely burnt mixture. Equa-
tion (14) contains two source terms that account for the def-
lagrative ( �c,def ) and detonative combustion ( �c,ign ), respec-
tively. The deflagrative source term ( �c,def ) is modeled using 
the combustion model of Weller [37], while the detonation 
source term ( �c,ign ) is clearly described in [21, 38]. Kindly 
refer to [21, 38] for more details of the combustion model 
for the pulse detonation engine.

2.4  Numerical approach

A complete cycle of the liquid-fueled pulse detonation 
engine includes three stages: injection and evaporation pro-
cess (stage 1), deflagration-to-detonation transition process 
(DDT) (stage 2), and detonation wave propagation process 
(stage 3). The injection and evaporation process is modeled 
using the injection model, breakup model, drag model, heat 
transfer model, and evaporation model. Stage 1 starts from 
the time as the first droplet is injected into the detonation 
chamber to the time when the fuel vapor reaches the outlet 
of the detonation chamber. When stage 1 is completed, a 
small hot spot with high temperature is introduced at the 
ignition region to start the flame for the DDT process. At 
the beginning of stage 2, a laminar flame is formed and 
starts propagating at a low speed; it accelerates along the 

detonation tube, then shock waves and local hot spots are 
formed, and detonation waves are formed. Stage 3 starts 
when the detonation waves are formed and start propagating 
toward the outlet of the chamber. Stage 3 will finish when 
detonation products move out from the detonation outlet. 
Figure 1 shows a schematic diagram of a complete liquid-
fueled detonation cycle:

As mentioned in the previous section, the Eulerian and 
Lagrangian numerical approaches are employed to model 
the continuous vapor phase and discrete liquid droplet 
phase, respectively. In the Eulerian approach, the govern-
ing equations of the gas mixture (1–4) are solved using a 
finite volume method by taking the integrations over the 
control volumes. In particular, the computational domain 
is spatially discretized into small control volumes. At 
every control volume, the discretization of the governing 
conservative formulations can be formulated for the diver-
gence, gradient, and Laplace operators, time-discretization, 
and source terms. The density-based solver, developed in 
OpenFoam [30], is used to solve for the discretization form 
of the unsteady, compressible, viscous, and reacting Reyn-
olds-averaged Navier–Stokes equations. The convective flux 
terms are computed using the second-order HLLC scheme 
[39] with the slope limiter used in [40]. In fact, the HLLC 
scheme is suitable for simulating a high-speed compressible 
flow, as well as the presence of shock waves in the DDT 
and detonation problem. Since the HLLC scheme might not 
be economical for the low Mach number flow regime, the 

Table 1  Reduced chemical 
kinetic mechanism for Jet-A 
surrogate fuel (mol/cm−3 s)

The third body (M) coefficients in reaction 14 and reaction 18 are 1.0 and 1.0, respectively

No. Reaction A n E

1 C11H21 + O2 → 11CH + 10H + O2 1.00E+12 0.00 3.10E+04
Forward/C11H21 0.8/
Forward/O2 0.8/

2 CH + O2 → CO + OH 2.00E+15 0.00 3.00E+03
3 CH + O → CO + H 3.00E+12 1.00 0.00E+00
4 H2 + O2 ↔ H2O + O 3.98E+11 1.00 4.80E+04
5 H2 + O ↔ H + OH 3.00E+14 0.00 6.00E+03
6 H + O2 ↔ O + OH 4.00E+14 0.00 1.8E+04
7 H2O + O2 ↔ 2O + H2O 3.14E+12 2.00 1.12E+05
8 CO + OH ↔ CO2 + H 5.51E+07 1.27 − 7.58E+02
9 CO + H2O ↔ CO2 + H2 5.50E+04 1.28 − 1.00E+03
10 CO + H2 + O2 ↔ CO2 + H2O 1.60E+14 1.60 1.80E+04
11 N + NO ↔ N2 + O 3.00E+12 0.30 0.00E+00
12 N + O2 ↔ NO + O 6.40E+09 1.00 3.17E+03
13 N + OH ↔ NO + H 6.30E+11 0.50 0.00E+00
14 N + N + M ↔ N2 + M 2.80E+17 − 0.75 0.00E+00
15 H + N2O ↔ N2 + OH 3.50E+14 0.00 7.55E+02
16 N2 + O2 + O ↔ N2O + O2 1.00E+15 0.00 3.02E+02
17 N2O + O ↔ 2NO 1.50E+15 0.00 3.90E+04
18 N2O + M ↔ N2 + O + M 1.16E+15 0.00 3.32E+04
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Pressure Implicit with Splitting of Operator (PISO) solver 
[30] is employed instead to handle the low-speed flow in 
stage 1 and stage 2. To ensure the governing equations are 
conservative, the numerical source terms are added into the 
corresponding discretized equations in the implementation 
of the PISO solver [38]. As such, the effects of the non-
conservative formulation of the Navier–Stokes equations, 
which are inherited from the pressure-based solver, can be 
treated. When the velocity is high (Mach number > 0.3), and 
the compressibility effect is significant, as well as when the 
combustion-induced flow has been developed, the numeri-
cal scheme will switch from the PISO solver to the den-
sity-based solver for better shock capturing and inclusion 
of compressibility effects. In both the PISO solver and the 
density-based solver, the solution is advanced in time using 
the transient, second-order Euler implicit scheme.

In the Lagrangian approach, the governing equations 
for the liquid droplets are also solved in the discretized 
form. The standard semi-implicit Euler method is used 
to advance the Lagrangian solution in time [30]. The 
Lagrangian solution is updated at every time step of solv-
ing the Eulerian flow field variables. When the time step, 
Δt , of the flow variables is large and the computational 
cell (control volume) size is small, a liquid droplet can 
travel through several computational cells within a single 
time step. Thus, to improve the numerical accuracy, the 
time step ( Δtd ) size of the droplet is split into smaller time 
steps using the adaptive time step size method. As such, 
all the source terms of the liquid droplet can be evaluated 
accurately at every computational cell, where the droplet 
passes through. Alternatively, the interpolation method 
is adopted to evaluate for the source terms of the liquid 
droplet at every computational cell along its trajectory as 
the small time step of Δtd is still not sufficient. The fact 

that the number of liquid droplets in the spray is often 
very large necessitates significant computational resources 
and time to compute. Thus, in order to save computational 
time and computer resources efficiently, the liquid droplets 
with identical parameters are grouped into a small group 
(so-called computational parcel) to compute together in a 
single parcel [30].

For the boundary conditions of the Eulerian variables, at 
the inlet boundary, the temperature and mass flow rate of the 
airflow are specified, while Neumann boundary conditions 
are applied to all other variables. At the solid wall, the non-
slip and reflective boundary conditions are specified for the 
velocity field, the adiabatic boundary condition is applied 
on the temperature, and all other variables are defined using 
Neumann boundary conditions. At the outlet of the deto-
nation chamber, the non-reflected outflow boundary condi-
tion is applied on the velocity field, and the pressure field 
is specified together with the transmissivity pressure wave 
to treat the compressibility effects and supersonic outflows. 
For the boundary conditions of the Lagrangian variables, 
the rebound velocity model is utilized for the velocity of the 
liquid droplet when it impinges on the solid wall, and the 
escape boundary condition is applied on the liquid drop-
lets when they move out from the outlet of the detonation 
chamber [30]. The rebound boundary condition is defined as 
urebound∕uin = e . Here, uin is incoming velocity just before the 
impact on the solid wall, urebound is the rebounding velocity 
just after the impact, and e is the rebound coefficient that 
is mainly dependent on surface roughness and the mate-
rial properties of the surface. If e = 0 , the liquid droplet 
adheres to the wall chamber, while if e = 1 , the liquid droplet 
rebounds back to the chamber with the same magnitude of 
the incoming velocity.

Fig. 1  Schematic diagram of 
the complete numerical liquid-
fueled detonation cycle
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For the source terms, the numerical solver is designed to 
maximize the numerical stability. It is necessary because the 
coupling of equations for the continuous gas phase and the 
discrete liquid droplet phase, which are realized via source 
terms, can lead to instability problems. Here, the interac-
tion between the liquid droplet and continuous gas phase 
are numerically determined through the particle-source-in-
cell method [41], which identifies the cell that the droplet 
is located in and sets the source terms in the fluid trans-
port equations and corresponding source terms in the bal-
ance equations of the liquid droplet. The coupling of gas 
phase and liquid droplet is thus defined by the values of 
these source terms. The effect of the liquid droplet (or pres-
ence of liquid droplet) is negligible if the liquid droplets are 
highly dispersed. Details of the numerical source terms are 
described in the Appendix.

3  On the validation of the simulation 
platform

In this section, the numerical simulation platform is vali-
dated by comparing with the relevant experimental data, 
which include the experimental data from Sandia National 
Laboratory [42] for fuel injection and evaporation, our 
experiments on the fuel injection with slit nozzle, its pat-
tern, and spray angle, and our experiments on the liquid-
fueled pulse detonation engine for the flame propagation 
velocity, run-up distance, and CJ detonation velocity. The 
experimental descriptions, numerical setups, and compari-
sons are described below.

3.1  Experimental description

Three experiments used to validate our simulation platform 
are (C1) experiment on the injection of hexane liquid fuel 
through the cone injection nozzle carried out by Sandia 
National Laboratory [42] to compare the results of liquid 
penetration, vapor penetration, and vapor mass fraction at 
various stand-off distances; (C2) experiment on the spray 
pattern of the Jet-A1 liquid fuel through the slit nozzle (it is 
used in our experiments with the liquid-fueled PDE); (C3) 
experiment on the DDT process of the liquid PDE using 
Jet-A fuel to validate for flame speed, run-up distance, and 
CJ detonation velocity.

In the experiment of Sandia Laboratory [42] (C1), a 
hydro-eroded nozzle with the inner diameter of 90 μm was 
used to inject the liquid fuel of N-dodecane  (NC12H26) into 
the test chamber with no oxygen to ensure the validity of 
the no chemical reaction assumption (or no combustion pro-
cess assumption). The liquid fuel was injected into the test 
chamber at temperature of 900 K and pressure of 6 MPa for 
a duration of 1.5 ± 0.001 ms. The ambient gas was nitrogen 

with a density of 22.8 kg/m3. The injection pressure was 
150 ± 0.6 MPa, while the injected fuel temperature was 
about 363 ± 3 K. The total injected mass was 2.5 mg with the 
square shape of injection rate. The nozzle k factor was 1.5, 
while the discharge coefficient was 0.86. The experiment 
was performed to measure the liquid penetration length, 
vapor penetration length, and the vapor mass fraction at the 
stand-off distances of 25 and 45 mm. The accuracy of the 
penetration length measurement is ± 0.29 mm.

In our experiment (C2), the slit nozzle with the thickness 
of 0.13 mm and the width of 1.3 mm was employed to inject 
the liquid Jet-A fuel into the test chamber at a temperature 
of 306 K (or 33 °C) and ambient pressure of 1.0 bar (or 
0.1 MPa). The injection pressure was 60.0 bars (or 6.0 MPa), 
and the fuel injection temperature was 300 K. The total liq-
uid fuel mass of about 13.3 mg was injected for the dura-
tion of 0.12 s. The obtained experimental results of spray 
pattern and angle were then used to validate the numerical 
simulation platform. The accuracy of the spray angle meas-
urement is ± 1.5°. (It may be noted that this slit nozzle was 
used in our experiments of the liquid-fueled pulse detona-
tion engine.)

Finally, in our liquid-fueled pulse detonation engine 
experiment (C3), the engine, with an installed section of a 
DDT-enhancement device designed with 20 orifice plates 
and six layers of vortex generation, is tested to measure the 
flame speed along the tube, DDT run-up distance, and C–J 
detonation velocity. A schematic design of our liquid-fueled 
PDE is shown in Fig. 2. In particular, the inner diameter 
of the PDE tube was 62.7 mm and the total length was 
2135.0 mm (from the initiation sparking point to the out-
let). The blockage ratio of the orifice plates was 43%. At 
the ignition section, four Denso automobile spark plugs 
were securely attached to start the flame. The energy levels 
from these spark plugs were about 120–150 mJ per spark, 
as provided by the manufacturer. There were two manifolds 
connected to the PDE inlet section for filling the air through 
the engine. A Denso slit nozzle was mounted at upstream of 
the spark plugs to inject the liquid fuel to the chamber. The 
electric air heater (Osram Sylvania 48 kW) was employed 
to heat up the incoming airflow before mixing with liquid 
fuel and entering the detonation chamber. The static pres-
sure transducer (Kulite) and the Omega k-type thermocouple 
were installed in a sonic nozzle to quantify the air mass 
flow rate. The uncertainty of the incoming air flow rate was 
about 0.886%. The air flow rate could be adjusted by the 
total pressure of the air supply via the ER3000 pressure 
controller. For different experiments, the airflow velocity 
could be adjusted in accordance with the injection time (fill-
ing time) of the fuel to ensure that the detonation chamber 
was entirely filled with fuel vapor at each operating cycle, 
even for different operating frequencies. The LabVIEW 
and National Instruments PXI system were used to control 



1212 V. B. Nguyen et al.

1 3

the test procedure and data acquisition. Eight piezoelectric 
pressure transducers (PCB 112A05) and eight in-house ion 
probes were mounted along the streamwise direction to esti-
mate the propagation velocities of the pressure waves and 
combustion wave, respectively. The accuracy of the propa-
gation speed measurement was 1.9–5.7%. In this case, the 
airflow into the chamber was set at the velocity of 35 m/s 
and temperature of 343 K (about 70 °C) to mix with liquid 
fuel droplets. The mass flow rate of the liquid fuel (about 
2.46 g/s) was injected to maintain the equivalence ratio of 
fuel/air mixture at about 1.1. The uncertainty of the liquid 
fuel injection was 0.9%. The injection pressure was 70 bars 
(or 7 MPa), while the fuel injection temperature was about 
300 K. The experiment was carried out for cycle frequency 
of 2 Hz for the entire 5 s.

3.2  Numerical setup

In order to benchmark with the corresponding experimental 
sets, the numerical simulations were set up and performed 
as follows. To validate the Sandia experiment [42] (C1), a 
3-D computational domain (a cylinder) was employed. The 
cylinder with radius of 200 mm and length of 400 mm was 
created to ensure that the wall boundary conditions were 
not affecting the spray pattern. The mesh grid size was set 
at Δr = Δz = 0.05 mm for spatial discretization. The nozzle 
was modeled as a hollow cone nozzle with the blob disk 
injection model, which has the same inner diameter of the 
nozzle used in the experiment (90 μm). The turbulence was 
modeled using the k–ω SST model. The atomization was 
modeled using the LISA model. The breakup model was the 
Kelvin–Helmholtz–Rayleigh–Taylor (KH–RT) model. The 
drag force made use of the standard spherical drag model. 

The D2-law model was employed for the evaporation pro-
cess. The time step size of 5.0 × 10−7 s was set for the tempo-
ral discretization of the simulation. On the boundary condi-
tions, the wall boundary conditions were employed at all the 
boundaries; there was no-slip wall boundary condition for 
the velocity, while the zero gradient was set for pressure and 
all species, and an isothermal wall was set for temperature. 
Other initial, operating, and boundary conditions were set 
similar to the experiment. The comparison results are shown 
in the next subsection.

To benchmark with the experimental results of the slit 
nozzle (C2), the numerical simulations were set up and per-
formed as follows. A slit nozzle with thickness of 0.13 mm 
and the width of 1.3 mm with multiple injection points was 
modeled in our simulations. The computational domain was 
a cylinder with radius of 300 mm and length of 800 mm. 
The nozzle was placed at the top center of the computa-
tional domain. The minimum mesh grid size was set at 
Δr = Δz = 0.05 mm for spatial discretization at the center 
of the chamber. The mesh grid size was denser at the center 
of the cylinder and coarser outwards (with the growth factor 
of 1.1), which was chosen from the preliminary grid conver-
gence study. The injection pressure was setup at 60.0 bars 
(or 6.0 MPa), while the temperature was 306 K, similar to 
the experiment. The injection time was 0.12 s. The outflow 
boundary conditions were set for the velocity at all bound-
aries. The zero-gradient boundary condition was set for 
pressure, temperature, and all species at all boundaries. The 
escape boundary conditions were set for the liquid droplets 
at all boundaries. The time step size was fixed at 1.0 × 10−6 s. 
Similarly, the turbulence model is k–ω SST. The atomization 
was the LISA model. The breakup model was Kelvin–Helm-
holtz–Rayleigh–Taylor model. The drag force made use of 

Fig. 2  Schematic design of valveless liquid-fueled pulse detonation engine
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the standard spherical drag model. The D2-law model was 
used for the evaporation process. The initial condition and 
operating conditions were similar to the related experiment. 
The comparison of the numerical results of spray pattern and 
angle with experimental results is shown in next subsection.

Finally, to validate the capability of the simulation plat-
form in modeling DDT and the detonation propagation pro-
cess in a liquid-fueled PDE (C3), the geometry model of the 
detonation chamber was created in 2D, which was based on 
the geometry used in our experiments (3D). Thus, all the 
values and operators in 3D were interpolated to 2D. The 
details of the simulated geometry model are shown in Fig. 3. 
The mesh grid size was chosen from a preliminary mesh 
grid convergence study with Δx = Δy = 0.025 mm. The 
Jet-A liquid fuel at a temperature of 300 K was injected into 
the detonation chamber at the ambient pressure of 1.0 bar 
(or 0.1 MPa) to mix with the airflow at an incoming veloc-
ity of 35 m/s. The incoming airflow was preheated to the 
temperature of about 343 K (70 °C). The mass flow rate of 
the liquid fuel was set at 2.46 g/s to attain a global fuel/air 
equivalence ratio of about 1.1. For the boundary conditions, 
the mass flow rate and fixed temperature boundary condi-
tions were applied at the inlet, the no-slip and exothermal 
boundary conditions were applied on the wall chamber, and 
the outflow boundary conditions were applied to the outlet. 
The duration of the injection time was 0.065 s. The flame 
was ignited with a small hot spot at a temperature of 2300 K 
for about 0.1 ms of duration time. The size of the ignition 
volume and set temperature was equivalent to an energy 
level, which was about the same as the four spark ignitors 
employed in the experiment (120–150 mJ). The numerical 
results of flame speed along the chamber, run-up distance, 
and CJ detonation velocity are compared to the experiment 
and are shown in the next subsection.

3.3  Comparison between experimental data 
and numerical results

For the validation of our numerical simulation platform with 
the Sandia experiment (C1), the numerical results of liquid 
penetration, vapor penetration, and fuel vapor mass frac-
tion at some stand-off distances are compared against the 

experimental data (see Figs. 4, 5, 6). Figure 4 shows the 
comparison of the liquid penetration, in which the liquid 
penetration is the length of the spray (i.e., from the nozzle 
exit to the farthest point of the existence of liquid droplet). 
It can be seen that the numerical result was slightly lower 
than the experiment at the first 0.2 ms; it then became quite 
comparable to the experiment for both the trend and the 
magnitude. Figure 5 shows the fuel vapor penetration ver-
sus the injection time. Similarly, the vapor penetration is 
the length of the fuel vapor, which is measured from the 
nozzle tip to the farthest point of the fuel vapor toward the 
downstream direction. The comparison points out the good 
agreement with the experimental data in both the trend and 
the magnitude. Figure 6 shows the comparison of the mass 
fraction of the fuel vapor along the radial direction from 
the center outwards at two different stand-off distances of 
25 mm and 45 mm. It shows that the numerical results are 
in relatively good agreement with the experimental data. 
It is slightly higher than the experimental data at the outer 
side at the stand-off distance of 45 mm; however, it still con-
curs pretty well at the center part at this stand-off distance. 
In general, we can conclude that the numerical simulation 

Fig. 3  Geometry model of the detonation chamber

Fig. 4  Comparison of the liquid penetration of the current numerical 
simulation and Sandia’s experimental data
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platform can favorably perform the experiment with the 
implemented injection, breakup, drag, heat transfer, evapo-
ration model, etc.

For validation of the numerical simulation platform with 
the slit nozzle (C2), the numerical results of the spray pattern 
and spray angle are compared with our experimental data. 
Figure 7 shows the comparison at the time of t = 0.09 s. 
The left-hand side is the spray pattern of the experimental 
data, while the middle and right-hand side are the numerical 
results of the front view and side view of the spray pattern. 
It can be observed that the spray pattern from the numerical 
results is comparable to the experiment. The spray angle 

of the numerical simulation is about 68° which is consist-
ent with the measurement data of 68°–70°. It can be stated 
that the simulation platform can reproduce the experimental 
results of the slit nozzle very well.

Figure 8 shows the comparison of the flame propagation 
speed of the flame front in the numerical simulation and 
the pressure wave and combustion wave of the experiment 
for the same setup and operating conditions. It can be seen 
that the pressure wave in the experiment propagates slightly 
faster than the combustion wave and numerical results. How-
ever, the averaged values of the numerical results are in good 
agreement with the combustion wave in the experiment. The 
DDT run-up distance in the simulation of about L

D
= 28.5 

is comparable to the measurement data of L
D
= 28 − 30 . In 

addition, the simulation C–J velocity of about 1806 m/s is 
in good concurrence with the value of 1800 m/s in experi-
ment and published data. In general, comparing the injec-
tion, DDT, and detonation process, we can conclude that the 
implemented simulation platform can favorably simulate the 
liquid-fueled pulse detonation engine operation.

Fig. 5  Comparison of the fuel vapor penetration of the current 
numerical simulation and Sandia’s experimental data

Fig. 6  Comparison of the fuel vapor mass fraction of the current 
numerical simulation and Sandia’s experimental data at stand-off dis-
tance of 25 mm and 45 mm

T = 0.09 s T = 0.09 s

68-70
0 68

0

Fig. 7  Comparison of spray pattern between current simulation 
results and our experimental data at injection time of 0.09 s: a front 
view spray pattern of our experiment, b  front view spray pattern of 
current numerical simulation, c side view of spray pattern of current 
numerical simulation

Fig. 8  Comparison of the flame speed along the axis of the detona-
tion chamber between the numerical results and experimental data
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4  Numerical setup

In this section, numerical simulations that were setup 
to simulate different operating conditions of the liquid-
fueled pulse detonation engine are described. Each case 
of operating conditions was simulated for the complete 
operating cycle, which included the injection and evapo-
ration process (stage 1), deflagration-to-detonation transi-
tion process (stage 2), and detonation propagation process 
(stage 3). Similar to the validation section, the 2D geom-
etry model was used to simulate the detonation chamber 
of 3D in the experiment (see Fig. 3 for more details). The 
mesh grid size was set similar to the benchmark case 
with Δx = Δy = 0.025 mm, which was chosen from the 
preliminary grid convergence study. The boundary condi-
tions were also set similar to the benchmark case in the 
previous section. The three sets of operating conditions 
considered were different inlet airflow velocities (OC1), 
different airflow temperatures (OC2), and different fuel 
mass fractions (OC3).

The first set of operating conditions (OC1) included five 
simulations corresponding to the inlet airflow velocity of 
12, 16, 18, 27, and 35 m/s. Other conditions were set up 
similar for all the cases, which were the inlet air tempera-
ture of 500 K, temperature of injected liquid Jet-A fuel at 
about 300 K, the injection pressure at 70 bars (or 7 MPa), 
and the fuel mass flow rate of 2.5 g/s. At the beginning, 
the chamber was filled with fresh air at a temperature of 
300 K and pressure of 1.0 bar (or 0.1 MPa).

The second set of the operating conditions (OC2) 
included four simulations corresponding to the incom-
ing airflow temperature of 300, 400, 500, and 600 K. The 
incoming airflow velocity was set at 35 m/s. Similarly, the 
liquid Jet-A temperature of 300 K was injected into the 
detonation chamber at injection pressure of 70 bars (or 
7 MPa). The mass flow rate of the liquid fuel was 2.5 g/s. 
At the beginning, the chamber was also filled with fresh 
air at a temperature of 300 K and pressure of 1.0 bar (or 
0.1 MPa).

The third set of the operating conditions (OC3) included 
four simulations corresponding to the mass flow rate of 
the Jet-A liquid fuel of 1.78, 2.67, 3.56, and 4.45 g/s. 

The incoming airflow velocity was set at 35 m/s, while 
the airflow temperature was set at 500 K. Similarly, the 
liquid Jet-A temperature of 300 K was injected into the 
detonation chamber at an injection pressure of 70 bars (or 
7.0 MPa). And, at the beginning, the chamber was also 
filled with fresh air at a temperature of 300 K and pressure 
of 1.0 bar (or 0.1 MPa).

For all cases, a small hot spot with high temperature of 
2300 K was used to start the flame at the ignition region. 
It should be noted that the ignition time must be adjusted 
to ensure that the flame was formed whether for the case 
of incomplete vaporization or complete vaporization. The 
liquid fuel injection time was set based on the incoming 
airflow velocity to ensure that the entire detonation cham-
ber is filled with fuel vapor. For example, the injection time 
was about 0.065, 0.08, 0.12, 0.13, and 0.18 s for the airflow 
incoming velocity of 35, 27, 19, 16, and 12 m/s, respectively. 
The obtained numerical results are shown and discussed in 
Sect. 5 below.

5  Results and discussion

In this section, the numerical results of the three set of the 
operating conditions are reported and analyzed. The salient 
numerical results for these three sets of operating condi-
tions are summarized in Tables 2, 3, and 4. In particular, the 
physical and chemical phenomena of the typical cases are 
carefully analyzed in order to gain a better understanding 
of the effect of the operating conditions on the three stages. 
The salient features include the complete vaporization/
incomplete vaporization, successful DDT process within 
the complete/incomplete vaporization, and unsuccessful 
DDT process.

5.1  Summary of the numerical results

Table 2 shows the numerical results of the set of operating 
conditions of OC1 (with different inlet airflow velocities). 
Table 3 shows the numerical results for the set of operating 
conditions of OC2 (with different incoming airflow tem-
peratures). Table 4 shows the numerical results of the set of 
operating conditions of OC3 (with different liquid fuel flow 

Table 2  Summarized numerical 
results of the set conditions for 
different inlet airflow velocities

Inlet air veloc-
ity (m/s)

Evaporation process Vapor mass 
fraction

T (K) inside 
chamber

DDT process C–J vel (m/s)

35 Completed 0.084 430 Successful 1813
27 Completed 0.12 410 Successful 1812
18 Not completed 0.14 390 Successful 1768
16 Not completed 0.145 380 Successful 1758
12 Not completed 0.15 365 Successful 1750
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rates). In essence, the information on the evaporation pro-
cess (complete or incomplete vaporization), the average fuel 
vapor mass fraction, the average temperature of the vapor 
mixture after the stage 1, the DDT process (successful or 
unsuccessful transition), and the C–J velocity at the detona-
tion stable state condition are reported in Tables 2, 3, and 4.

In general, for the stage 1, the obtained numerical results 
show that there is a critical condition at which the evapora-
tion rate reduces to zero (so-called saturation point). This 
critical condition is influenced by the combination of the 
inlet airflow temperature, velocity, the injected liquid droplet 
temperature, and the injected liquid fuel flow rate. Among 
these parameters, the temperature of both the surrounding 
vapor mixture and the liquid droplets dominantly influence 
the evaporation process. For the first set of OC1, the liq-
uid droplets are completely evaporated for the cases of the 
higher airflow velocities (27 and 35 m/s), while they cannot 
evaporate completely for the cases with lower velocities (18, 
16, and 12 m/s). Because the higher velocity can bring in 
more airflow at high temperature into the chamber, the heat 
exchange is the greater and the droplets are evaporated faster. 
For the second set of OC2, the liquid droplets are completely 
evaporated for the cases with inlet airflow temperature of 
500 and 600 K, while the liquid droplets cannot be evapo-
rated completely inside the chamber for the cases of 400 
and 300 K. It is clear that higher temperature of the incom-
ing airflow can make the liquid droplets evaporate faster 
(and of course inversely). In the third set of OC3, the lesser 
liquid fuel flow rate injected into the chamber can cause a 
faster evaporation process (or greater evaporation rate) as 
the temperature of the surrounding mixture still remains at 
a greater value, while temperature is brought faster down 
to a lower value in the cases of higher fuel mass flow rate 
injected into the chamber, leading to a slower evaporation 
process. Because the higher mass flow rate of the liquid fuel 

injected into the domain invariably necessitates more heat 
of the hot airflow to increase the droplet temperature, the 
liquid droplets are completely evaporated for the cases of 
liquid fuel mass flow rate of 1.78 and 2.67 g/s and are not 
completely evaporated for the cases of liquid fuel mass flow 
rate of 3.56 and 4.45 g/s.

After stage 1, the results of two parameters (fuel/air 
equivalence ratio (fuel vapor mass fraction) and the mixture 
temperature) are very important for the successful DDT pro-
cess [6–12]. There exists a certain range of pre-vaporization 
fuel/air equivalence ratio for successful DDT (detonation 
onset), while too lean or too rich of a fuel vapor mixture 
can cause failure in the DDT process. Table 2 shows that 
the fuel vapor mass fraction inside the chamber after stage 
1 is greater for the case of lower incoming airflow veloc-
ity. The fuel mass fractions are 0.085, 0.12, 0.14, 0.145, 
and 0.15 corresponding to airflow velocity of 35, 27, 18, 
16, and 12 m/s, respectively. This makes sense because in 
the lower airflow velocity case, both the longer residence 
time of the droplets and the lower incoming airflow rate 
mixing gives rise to the fuel mass flow rate being greater. 
For the OC2, Table 3 shows that vapor fuel mass fraction is 
higher in the case of higher inlet airflow temperature. The 
higher temperature causes a faster evaporation rate, which 
results in a higher fuel vapor mass fraction in the fuel/air 
mixture for the same residence time of the droplets. The 
fuel mass fractions are 4.0 × 10−4, 0.06, 0.085, and 0.085 
corresponding to temperatures of 300, 400, 500, and 600 K, 
respectively. For cases of temperature at 500 K and 600 K, 
all droplets are completely evaporated so that the average 
fuel vapor mass flow rate is about the same. The slight dif-
ference in fuel vapor mass fraction can be caused by the 
difference in evaporation rate. For the OC3, Table 4 shows 
that the fuel vapor mass fraction is greater as the injected 
fuel mass flow rate is greater. The obtained fuel vapor mass 

Table 3  Summarized numerical 
results of the set conditions 
for different inlet airflow 
temperatures

T (K) at inlet Evaporation process Vapor mass 
fraction

T (K) inside 
chamber

DDT process C–J vel (m/s)

300 Not completed 4.0E−4 300 Unsuccessful N.A.
400 Not completed 0.06 360 Successful 1797
500 Complete 0.084 425 Successful 1822
600 Complete 0.085 500 Successful 1825

Table 4  Summarized numerical 
results of the set conditions for 
different fuel mass flow rates

Mass flow 
rate (g/s)

Evaporation process Vapor mass 
fraction

T (K) inside 
chamber

DDT process C–J vel (m/s)

1.78 Completed 0.065 460 Successful 1801
2.67 Completed 0.11 410 Successful 1797
3.56 Not completed 0.13 385 Successful 1776
4.45 Not complete 0.14 380 Successful 1762
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fractions are 0.065, 0.11, 0.13, and 0.14, which corresponds 
to the injected fuel mass flow rates of 1.78, 2.67, 3.56, and 
4.46 g/s, respectively.

For the liquid-fueled PDE with cold-starting, Li and co-
workers [12], based on their experiments, have reported on 
the relation between the mixture temperature and global 
equivalence ratio to attain the vapor fuel/air equivalence 
ratio of about 1.0 to ensure the onset of detonation. In this 
work, we found that there is a range of the fuel/air equiva-
lence ratio and average mixture temperature where the DDT 
still successfully transits to detonation (see Tables 2, 3, 4 for 
details). In fact, the temperature of the mixture after stage 1 
is dependent on the heat exchange between the incoming air-
flow and fuel liquid droplets. For the case of OC1, the longer 
residence time of liquid droplets and lesser hot airflow rate 
in the lower velocity case leads to a lower temperature of 
the mixture (see Table 2 for details). For the case of OC2, 
the higher temperature of the incoming airflow can bring 
about a higher temperature of the mixture (see Table 3 for 
details). For the case of OC3, the higher cold fuel mass flow 
rate injected has led to the lower temperature of the mixture 
to reach the energy balance status (see Table 4 for details).

It can be seen that a successful transition of the DDT 
process to a detonation wave strongly depends on the value 
of the fuel vapor mass fraction arising from the evapora-
tion process (stage 1). The DDT process cannot successfully 
transit to a detonation wave if the fuel vapor mass fraction is 
too low or too high. In this work, the DDT process can suc-
cessfully transit to detonation as the fuel vapor/air equiva-
lence ratio achieves a value of about 0.8–2.25, even though 
the global fuel/air equivalence ratio can be very high at up 
to 4.3. Furthermore, the DDT process also can successfully 
transit to detonation in both the cases of complete vaporiza-
tion and incomplete vaporization. In all three sets of operat-
ing conditions, the DDT process is only unsuccessful for the 
case of incoming airflow temperature at 300 K in the set of 
OC2, while the DDT is successful for all other cases. It can 
be seen that the fuel vapor mass fraction of the unsuccessful 
case is too low (about 4.0 × 10−4). In the detonation onset 
cases, the C–J detonation velocity was 1800 m/s, which is 
agreeable with the experimental result and published value 
for Jet-A fuel. It is also observed that the C–J velocity in the 

complete vaporization case is only slightly faster than the 
incomplete vaporization case. (This can be attributed to the 
detonation wave losing energy to break up and vaporiza-
tion of the liquid droplets in the unburnt region during the 
propagation process toward the outlet.)

5.2  Insights into the evaporation process

As mentioned in the previous section, the injected liquid fuel 
droplets are completely evaporated in some cases, while they 
are not completely evaporated in other cases. The complete 
or incomplete vaporization process strongly depends on both 
the evaporation rate of the liquid fuel and the residence time 
(or travel time) of the liquid droplets inside the detonation 
chamber. In fact, the evaporation rate and the residence time 
are functions of the operating conditions and the tube length. 
Two typical results are analyzed for further understanding 
(as shown in Figs. 9, 10, 11, 12). In particular, Figs. 9 and 
10 show the complete vaporization case (with inlet airflow 
velocity of 35 m/s, temperature of 500 K, and fuel mass flow 
rate of 2.5 g/s), while Figs. 11 and 12 show the incomplete 
vaporization case (with inlet airflow velocity of 35 m/s, tem-
perature of 400 K, and fuel mass flow rate of 2.5 g/s). Ana-
lyzing these two typical cases can provide more information 
related to the evaporation mechanism of the fuel inside the 
detonation chamber.

Figure 9 shows the temperature contour of the mixture 
with the existence of the fuel liquid droplets, while Fig. 10 
only shows the fuel vapor mass fraction contour. It can be 
seen that liquid droplets begin vaporizing right after injec-
tion into the chamber. The droplets then travel downstream 
for a short residence time before being evaporated com-
pletely. In this case, the liquid penetration length is short. 
The mixture temperature is lower in the region with the 
appearance of liquid droplets, and it is higher elsewhere (see 
Fig. 9a). The fuel vapor mass fraction is locally higher in 
the region right after the injection point because most of the 
evaporation process occurs in this region. Under the present 
detonation chamber structure (with orifice plates and vortex 
generation), the mixing process makes a more uniform dis-
tribution of the fuel and air in the mixture.

Fig. 9  Complete vaporization 
case: colored by the temperature 
contour of the vapor mixture 
and short appearance of liquid 
droplets
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Figure 11 shows the temperature contour of the mix-
ture with the existence of the fuel liquid droplets, while 
Fig. 12 only shows the fuel vapor mass fraction contour. 
Similarly, liquid droplets start to be vaporized immediately 
upon injection into the chamber. However, in this case, the 
liquid droplets exist and travel longer inside the detonation 
chamber; they even reach to the outlet of the detonation 
chamber (see Fig. 11). As such, the evaporation process 
occurs everywhere inside the detonation chamber during 
the droplet’s movement. The mixture temperature is only 
slightly lower in the region after the injection point. And 
the fuel vapor mass fraction becomes greater toward the 
downstream end of the detonation chamber, since more 
fuel vapor is added to the mixture during the evaporation 
process of the droplets along their trajectory. Compared to 
the complete vaporization case above, it can be seen that 
both the temperature of the mixture and the fuel vapor 
mass fraction of this case are lower inside the detonation 
chamber.

In general, the droplet residence time (or the existence 
of the droplets inside the detonation chamber) is strongly 
dependent on the evaporation rate and incoming airflow 
velocity. When the temperature of the mixture surrounding 
the droplet is much greater than the saturation point, the 
evaporation rate is greater. Conversely, when the tempera-
ture of the surrounding mixture is closer to the saturation 
point, the evaporation rate becomes less. As mentioned 
before, both the evaporation rate and the surrounding tem-
perature are affected by the inlet parameters and operating 
conditions. Thus, to attain the optimal evaporation pro-
cess, one would need to control the inlet parameters and 
operating conditions. For example, if one wants to attain 
the fuel vapor/air equivalence ratio of about 1.0 for differ-
ent global injected fuel/air equivalence ratios, one would 
have to control the temperature of airflow coming into the 
detonation chamber and/or control the incoming airflow 
velocity, etc.

Fig. 10  Complete vaporization 
case: colored by the mass frac-
tion contour of the fuel vapor

Fig. 11  Incomplete vaporization 
case: colored by the temperature 
contour of the vapor mixture 
and appearance of liquid drop-
lets entire detonation chamber

Fig. 12  Incomplete vaporization 
case: colored by the mass frac-
tion contour of the fuel vapor
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5.3  Successful DDT process in the completed/not 
completed evaporation

As mentioned in the previous section, the DDT process can 
successfully transit to detonation in both the complete and 
incomplete vaporization cases. In this section, the obtained 
numerical results are discussed and analyzed further. Fig-
ure 13 shows the successful DDT process in the incomplete 
vaporization case, while Fig. 14 shows the successful DDT 
process in the complete vaporization case.

In Fig. 13, the temperature contours are plotted at differ-
ent times with the appearance of liquid droplets depicted 
in green color in the unburnt region. The flame is ignited 
using a small hot spot with high temperature at the igni-
tion point. At the beginning, the flame is laminar and propa-
gates at a very low speed in the downstream direction (as 
shown in Fig. 13a). It is clear that the liquid fuel droplets are 
completely evaporated in the region near the reaction front 
(flame front) due to the heat convection, advection, and radi-
ation transferred from the vapor phase to the liquid droplets. 
The flame then accelerates inside the detonation chamber 
and becomes more turbulent under the effect of the orifice 
plates. Due to the expansion of the combustion products and 
advection, the liquid droplets are pushed in the downstream 
direction, broken up, and evaporated faster. This leads to 
a wider induction zone in front of the flame front (refer to 
Fig. 13b for details). The flame continues to accelerate inside 
the orifice plate region. The shock waves are then formed 
and so are the local hot spots. With the support from energy 
released from the combustion process under the effect of 
the shock waves, local hot spots, and compression waves, 

Fig. 13  Successful DDT process in the case of incomplete vaporiza-
tion process; temperature contour is plotted at different times within 
the liquid droplets in green color at the unburnt region in front of the 
flame front

Fig. 14  Successful DDT 
process in the case of complete 
vaporization process; tempera-
ture contour is plotted at differ-
ent times with no liquid droplet 
at the unburnt region in front of 
the flame front
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the reaction front (or flame front) propagates much faster 
(faster than the expansion wave and evaporation process). 
As such, the induction zone becomes smaller and smaller 
as in Fig. 13c. The detonation waves are formed as the reac-
tion front approaches and couples with the shock front (see 
Fig. 13d for details). The detonation waves continue propa-
gating toward the unburnt mixture, which contains the liquid 
fuel droplets (Fig. 13d–g). With a very thin induction zone, 
the remaining liquid droplets still exist inside the detonation 
region, but only in a very short time duration because of the 
very high temperature. The interaction between the detona-
tion waves and liquid droplets results in a faster breakup and 
evaporation of the liquid droplets; however, it also results 
in a slowdown in the propagation speed of the detonation 
waves and a lower temperature of the combustion products. 
Finally, the detonation waves reach a stable state and travel 
at the C–J detonation velocity.

Figure 14 shows the successful DDT process in the com-
plete vaporization case. The temperature contour is plotted 
at different times, but there is no appearance of the liquid-
fueled droplet. Similarly, a laminar flame is ignited by a 
small local hot spot with high temperature at the ignition 
region. The laminar flame accelerates inside the orifice plate 
region (see Fig. 14a), the turbulence intensity increases, and 
compression and expansion waves are formed (see Fig. 14b) 
and shock waves are formed as well (see Fig. 4c). Then the 
local hot spots are observed, too. The flame front contin-
ues to accelerate and then reaches the shock front. As such, 
the detonation waves are formed as the flame front (reac-
tion front) reaches and couples with the shock front (see 
Fig. 14d). Detonation waves continue propagating toward 
the unburnt mixture (see Fig. 14d–g). The detonation waves 
subsequently reach the stable state and travel at CJ speed. It 
may be noted that the DDT process in the pure gas mixture 
of fuel and air has been presented in many different previous 
studies (e.g., Nguyen et al. [43]), and hence, the details are 
not repeated in this work.

For the same global fuel/air equivalence ratio, comparing 
to the complete vaporization case, the maximum tempera-
ture of the detonation product mixture is much lower in the 
incomplete vaporization case. The maximum temperature is 
about 2800 K in the complete vaporization case, while it is 
about 2300 K in the incomplete vaporization case. Because, 
in the complete vaporization case, most of the chemical 
reactions occur at the region near the detonation front, and 
this leads to a huge amount of heat release in this area, and 
therefore, the temperature is very high. However, for the 
incomplete vaporization case, a lesser amount of fuel vapor 
will react with oxidizer in this region, which leads to a lesser 
amount of heat release. In addition, as the detonation waves 
propagate through the cold droplet region, the cold liquid 
droplets also take some heat from the detonation products 
due to the heat exchange, and as such the system is “cooled” 

down. Some heat energy is added to the system due to the 
subsequent reactions of the new evaporating liquid droplets 
inside the detonation chamber. However, the total tempera-
ture in this case is still lower than the complete vaporization 
case. Similarly, both the flame propagation speed in the DDT 
process and the C–J detonation velocity in the incomplete 
vaporization case are also slightly lower than the complete 
vaporization case. This result can be explained through 
the interaction of the flame and/or detonation wave with 
the remaining liquid fuel droplets, the combustion product 
expansion, and the heat release.

5.4  Unsuccessful DDT process

The case with injected liquid fuel at a mass flow rate of 
2.5 g/s and a temperature of 300 K, and the incoming air-
flow at a temperature of 300 K and a velocity of 35 m/s 
in the OC2 case is used to demonstrate the unsuccessful 
DDT process. As mentioned in the previous section, this 
is an incomplete vaporization case and the fuel vapor mass 
fraction is only about 1.0 × 10−4 (equivalence ratio < 0.1). 
Figure 15 shows the temperature contours with the appear-
ance of liquid droplets in green color at different times. The 
obtained numerical results show that the flame also acceler-
ates inside the detonation chamber; however, weak shock 
waves, or even an absence of shock waves, and hot spots are 
formed. In other words, a lean pre-vaporized fuel can lead 
to a weaker and slower burning process. Hence, the energy 
released from that burning process is not instantly strong 
enough to generate a local hot spot or strong shock wave to 
form a detonation wave.

Upon careful examination, we found that the burning 
(reactions) occurs at two different stages. In the first burning 
stage, the oxidization only occurs between the pre-vapori-
zation fuel vapor and oxidizer. Because the mass fraction of 
the pre-vaporization fuel vapor is very low (e.g., 1.0 × 10−4), 
the heat release from chemical reactions are low. As a con-
sequence, the temperature is relatively low in the burning 
region (e.g., the flame front) (about < 1000 K) (see Fig. 15). 
However, due to the expansion of the combustion products, 
the flame still propagates toward the unburnt region, which 
contains dense, cold liquid fuel droplets. As for staying 
inside the flame region, these liquid droplets continue to 
evaporate due to the high temperature of the surrounding 
gas phase. Changing from liquid phase to vapor phase also 
causes more expansion of the hot gas region, which then 
supports the flame front, pushing it faster.

This is the second burning stage which occurs inside the 
burning region of the first burning stage, where the remain-
ing liquid droplets break up and evaporate completely under 
the interaction with the hot flame of the first burning stage. 
The high temperatures of the burning products start the 
second burning stage between the newly evaporated fuel 
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vapor and the remaining oxidizer. The heat release from the 
second burning stage makes the temperature of the mixture 
in this burning region higher (e.g., 2000 K) (see Fig. 15). 
The expansion of the hot burning products in the second 
stage then further pushes the flame front to move faster. The 
combination of the first and second burning stages causes 
stronger acceleration of the flame propagation. This may 
lead to the formation of weak shock waves or hot spots, but 
still not strong enough to form detonation waves. It should 
be noted that the amount of fuel pre-vaporization (the fuel 
vapor evaporated before ignition time) is very important to 
ensure the successful DDT process to transit to a detonation 
wave. The second burning step can only provide (secondary) 
support to the first burning step essential to attain a stronger 
shock waves or hot spots.

6  Conclusions

In this study, a computationally intensive numerical simula-
tion platform based on the Eulerian–Lagrangian approach 
for the liquid-fueled PDE has been systematically imple-
mented and validated against the relevant experimental data. 
The obtained numerical results are in good agreement with 
experimental data. The simulations were performed for the 
complete operating cycle of the PDE, which included the 
injection and evaporation process (stage 1), deflagration-to-
detonation transition process (stage 2), and detonation wave 
propagation process (stage 3). The calculated flame propaga-
tion speed was comparable to the experimental results in the 
DDT process, while the numerical C–J detonation velocity 
was about 1800 m/s, which is close to the published and 
measured (experimental) data.

The simulations of the three inlet and operating condi-
tion sets are performed to explore further the influence of 
the operating conditions on all stages of the performance 
of the engine as well as the physical and chemical insights. 
The liquid fuel droplets can be completely or incompletely 
vaporized, which depends on the evaporation rate. The evap-
oration rate is affected by the surrounding vapor mixture 
temperature, which is strongly dependent on the inlet air 
flow temperature and operating conditions.

The DDT process can successfully transit to detonation 
waves in both the complete vaporization and incomplete 
vaporization cases. The pre-vaporization fuel vapor mass 
fraction (or fuel/air equivalence ratio) plays a very important 
role for the successful DDT process in liquid-fueled pulse 
detonation engines. There exists a certain range for the fuel 
vapor/air equivalence ratio (in this study, ϕ = 0.7–2.35) for 
detonation onset, even for the fuel-rich case with global fuel/
air equivalence ratio reaching a high value of 4.0. In addi-
tion, both the temperature and the C–J detonation velocity 
in the incomplete vaporization case are slightly lower than 
those in the complete vaporization case.

In the complete vaporization case, the burning process 
occurs in one stage and most of the chemical reactions 
occur in the region of the flame front, while in the incom-
plete vaporization case, the burning process occurs in two 
stages. In the first stage, the reactions only occur in the pre-
vaporization fuel vapor with the surrounding air. In the sec-
ond stage, the remaining liquid droplets are broken up and 
evaporated inside the burning region of the first stage; the 
newly vaporized fuel vapor then subsequently reacts with 
the remaining surrounding oxidizer. The temperature of the 
complete vaporization case is always greater than the incom-
plete vaporization case and is mainly focused in the region 

Fig. 15  Unsuccessful DDT process: temperature contour is plotted at different times within the liquid droplets depicted in green color at the 
unburnt region in front of the flame front
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near the flame front. Conversely, in the incomplete vapori-
zation case, the temperature is lower at the flame front. The 
first burning stage plays the main role in the detonation 
onset, while the second stage only plays a secondary sup-
porting role.

Appendix: Source term expressions

This section describes the sub-models for numerical source 
terms, which are described in the governing (1–4) for the 
vapor phase and (10–13) for the discrete phase. These source 
terms include the atomization model, injection model, dis-
persion model, drag model, heat transfer model, phase 
change model (evaporation model), and breakup model. The 
details are given as follows:

Atomization model

The atomization model supplies the initial conditions for 
spray computations (e.g., the droplet size, velocities, tem-
perature, etc.) at the injector (nozzle) exit. In this study, 
the Linearized Instability Sheet Atomization model (LISA 
model) [44] is employed. In fact, the LISA atomization 
model is divided into three stages: (1) film formation, (2) 
sheet breakup, and (3) atomization. In the film formation 
stage, the thickness of the film, t , is related to the mass flow 
rate as in the following form:

where dinj is the injector exit diameter, ṁeff is effective mass 
flow rate (mass flow rate/discharge coefficient), � is liquid 
fuel density, and velocity is determined as u = Ucos� with 
� is the spray angle. Total velocity, U  , is defined as 

U = Cd

√
2(Pinj−Pambient)

�
 where Cd is the discharge coefficient; 

Pinj is the injection pressure; and Pambient is the ambient 
pressure.

In the sheet breakup stage, the model often includes the 
effects of the surrounding gas, liquid viscosity, and surface 
tension on the breakup of the liquid sheet. Details of the 
theoretical development of the model are given in Senecal 
et al. [45] and are only briefly presented here. The breakup 
from ligaments to droplets is assumed to behave according 
to the analysis of Weber et al. [46] for capillary instability as

Here, Oh is the Ohnesorge number, which is a combina-
tion of the Reynolds number and the Weber number [47]. d0 
is initial droplet, which is assumed that this droplet diam-
eter is the most probable droplet size of the Rosin–Rammler 
distribution.

(15)ṁeff = 𝜋𝜌ut
(
dinj − t

)

(16)d0 = 1.88dL(1 + 3Oh)1∕6.

For the atomization stage, the calculation concerns sec-
ondary atomization, aerodynamic drag, collisions, and coa-
lescence. The aerodynamic drag is calculated with the drag 
and distortion. Turbulence drop-dispersion effects are also 
included. In this study, the turbulence model is the k–ω SST 
model. The occurrence of collisions and coalescence can be 
computed according to O’Rourke [48]; however, they are not 
accounted for in this study.

Breakup modeling

For the breakup regimes of liquid droplets, aerodynamic 
forces, induced by the relative velocity between droplets and 
surrounding gas, act on the droplet’s surface. These forces 
result in the unstable growth of waves on the surface or the 
whole droplet itself. The growing waves lead to a breakup or 
disintegration of the droplet to form smaller droplets if the 
surface tension is not high enough to stabilize the droplet. 
The ratio of the aerodynamic force to surface tension force 
is described by the Weber number, We = �du2∕� where d is 
droplet diameter, � is gas density, u is the relative velocity 
between droplet and surrounding gas, and � is the surface ten-
sion force. Experiments have shown that the breakup mode 
changes with growing Weber number [47]: vibrational mode 
(We ≤ 12), Bag mode (We < 20), Bag-streamer (We < 50), 
Stripping (We < 100), and Catastrophic (We > 100). For the 
primary breakup model, the continuous liquid core of the 
jet is designated into several discrete droplets after the pri-
mary breakup; this is enforced by the flow condition inside 
the nozzle hole. Since the continuous liquid phase cannot be 
represented using the Lagrangian description, this primary 
breakup model cannot be simulated directly. This is often 
treated separately based on the injection conditions (injection 
pressure, injection mass flow rate, and size of injection hole) 
to determine the initial conditions for the droplets (e.g., initial 
droplet size, initial velocity, initial temperature, number of the 
droplets, cone angle, etc.).

For modeling of the secondary and subsequent breakups, in 
this study, a combined breakup model is used to improve upon 
the accuracy of the breakup prediction since there is no single 
breakup model suitable for all flow regimes. Thus, the Ray-
leigh–Taylor and Kelvin–Helmholtz breakup model (RT–KH 
breakup model) is implemented in the simulation platform 
[49, 50]. The Kelvin–Helmholtz breakup model [49] is often 
used to model the separation of small droplets from the initial 
drop. The model assumes that the breakup is caused by Kel-
vin–Helmholtz instability. These instabilities occur because 
of the velocity difference between the droplet and surrounding 
gas. The waves with the highest growth rate will be sheared 
off to form new droplets. The solution for the maximum wave 
growth rate is given as
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where Z =
√
We∕Re

�
 , and T = Z

√
Weg  with the liquid 

Reynolds number and gaseous Weber number. The corre-
sponding wavelength is expressed as

The size of the separation droplet depends on the wavelength 
� since the new droplets are formed by the oscillation. Thus, 
the size of the new droplet can be estimated as

with constant B0 = 0.61 . The new droplets with radius rnew 
are inserted next to the parent droplets. To enforce the mass 
conservation, the size of the droplet has to decrease for the 
same mass lost to the new droplets.

The disintegration of the droplets in the catastrophic 
breakup regimes (We > 100) is modeled by the Ray-
leigh–Taylor breakup model [50]. The droplets are decel-
erated by aerodynamic forces induced by relative velocity 
between droplet and surrounding gas. The drag force acts 
on the front side of the droplet with density �

�
 and radius 

r with deceleration rate as

In this expression, CD represents the drag coefficient and urel 
is the relative velocity. Due to the inertia force, the backside 
of the droplet does not decelerate as fast as the front side; 
thus, new droplets are formed. It is assumed that the breakup 
is initiated by the waves with the fastest growth. The wave-
length with fastest growth can be expressed as

The corresponding growth is given by

During the breakup process, the parent droplet is replaced 
by smaller droplets at time t = �RT . The number of the 
new droplets are determined by the ratio of the maximum 

(17)� =
0.34 + 0.38We1.5

(1 + Z)
(
1 + 1.4T0.6

)
√

�

�
�
r3
0

(18)
�

r0
= 9.02

(
1 + 0.45Z0.5

)(
1 + 0.4T0.7

)
(
1 + 0.865We1.67

g

)0.6
.

(19)rnew = B0�

(20)a =
3

8
�CD

�gu
2
rel

�
�
r
.

(21)�RT = 2�C3

√
�

a
(
�
�
− �g

) .

(22)�RT =

����� 2

3
√
3�

�
a
�
�
�
− �g

��3∕2
�
�
+ �g

.

diameter of the deformed parent droplet to �RT . The radius 
of the new droplets is determined using the conservation 
of mass.

Heat transfer model

In this study, the Ranz–Marshall heat transfer model [22, 23] 
is used to account for the heat transfer from liquid fuel droplet 
to the surrounding gas, and vice versa. This model is based 
on the convective heat transfer of the droplet with uniform 
temperature. A modification is implemented to account for the 
latent heat phase transfer during the evaporation process. The 
heat transfer model also uses the evaporation relaxation time, 
since the evaporation of the droplet also transfers heat to the 
surrounding gas. That is

The modification is implemented in the factor fheat as the 
following:

In this expression, the first part of the equation accounts 
for the heat transfer from the surrounding gas to the liquid 
droplet, while the second part represents the latent heat aris-
ing from mass transfer. D is diameter of the droplet, �c is the 
heat transfer coefficient, Nu is the Nusselt number, Tg is the 
surrounding gas temperature, Td is the droplet temperature, 
md is the droplet mass, and hv is the droplet enthalpy.

Evaporation model

In the modeling of the fuel evaporation, the key parameter 
is the lifetime (or evaporation relaxation time) of the droplet 
[25]. The derivation of this time starts by evaluating the time 
derivative of the mass of the droplet:

The evaporation time is assumed to follow the empirical 
D2-law given as:

where Ce is a constant. From this equation, we can determine 
the relaxation time by integration as the following:

(23)
dTd

dt
=

�D�cNu

mdc�

(
Tg − Td

)
fheat −

1

c
�

hv
(
Td
)

�e
.

(24)fheat =
−

cp,vṁd

𝜋D𝜅cNu

e
−
(

cp,vṁd

𝜋D𝜅cNu

)
− 1

.

(25)
dmd

dt
= �d

d

dt

(
4

3
�
(
D

2

)3
)

=
��d
2

D2 dD

dt
.

(26)dD2

dt
= Ce →

dD

dt
=

Ce

2D

(27)D2 = Cet + D2
0
.
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The time life is determined as the droplet completely evapo-
rated from the original droplet size (D0) as follows:

The coefficient Ce is given by

with Sherwood number (Sh) calculated as the following 
Ranz–Marshall correlation [22, 23]:

It should be noted that the evaporation model (phase change 
model) must satisfy the mass conservation law.

Momentum source term

The momentum source term ( Sd,u = −Sg,u) for the two-way 
interaction between the gas phase and the solid particles 
shown in (2) and (11) can be expressed as flows:

In this expression, the forces are the drag force ( FD ), gravity 
force ( Fg ), pressure gradient force ( Fp ), and the added mass 
force ( �md

�t
ud ). ug is the velocity of the gas field. ud is velocity 

of the droplet. �md

�t
 is the change in droplet mass. The drag 

force is defined as

where dd is the particle diameter, �g is the density of the gas 
mixture, and CD is the drag coefficient. The modified Schil-
ler–Naumann correlation [51] is used to evaluate the drag 
coefficient:

with the Reynolds number defined as Rep =
�gdp

�g

|||ug − up
||| . 

�g is the dynamic viscosity of the gas mixture.
The pressure gradient force acting on the particle is 

defined as:

with V  as the particle volume, ∇p is the pressure gradient, 
and � is the kinetic viscosity of the gas mixture. It should be 

(28)�e = −
D2

0

Ce

.

(29)Ce = −4Sh
�g

�d
Dln

(
1 +

Xv,s − Xv,inf

1 − Xv,s

)

(30)Sh = 2 + 0.6Re1∕2Sc1∕3.

(31)Sd,u = FD

(
ug − up

)
+ Fg + Fp +

�md

�t
ud.

(32)FD =
�d2

d

8
�gCD

|||ug − ud
|||,

(33)CD =

{
24

Rep

(
1 + 0.15Re0.687

p

)
for Rep ≤ 1000

0.44 for Rep > 1000

(34)Fp = V∇p = �gV

(
Dug

Dt
− �∇2

ug

)

noted that the added mass is very small compared to other 
forces in (31), so that it is omitted in this study.

Droplet mass source term

The droplet mass source term ( Smd ) in (14) is the change 
in single droplet mass, which is equaled to the amount of 
vaporization and breakup. Mass change due to vaporization 
is defined as

In (35), �d is the liquid fuel density, dn
d
 is the diameter of the 

liquid droplet at time tn , and dn+1
d

 is the diameter of the liquid 
droplet at time t = tn + dt . Mass change due to the breakup 
is defined as

In (36), N is the total number of droplets created after the 
breakup. dd,i is the diameter of the droplet i.
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