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Abstract
This paper conducts a numerical study of particle dispersion by vertical shock waves using a combination of computational
fluid dynamics and the discrete element method (DEM). The Magnus force is important for particle dispersion, and the DEM
approach can consider the rotation of individual particles and provide a detailed analysis of particle–particle and particle–wall
interactions. Simulations are conducted and the results are compared with those of previous experiments, showing that the
models can capture the particle dispersion process and shock wave geometry inside the mixed gas–particle region. During the
particle dispersion process, the contact force due to the particle–particle interactions causes the particles to move upward after
the shock wave passes and then decreases rapidly due to the low collision frequency in the particle cloud. The Magnus force
is initially lower and has little effect until the contact force decreases, when it becomes dominant and maintains the particles’
upward movement. It is mainly driven by the gas rotation above the dust layer, and the effect of particle rotation is relatively
small in comparison. The gas velocity gradient above the dust layer in the particle dispersion region is caused by gas–particle
interactions. The particle dispersion region becomes wider and thinner over time, meaning that the gas velocity gradient above
the dust layer becomes small and hence that the Magnus force (which is driven by the gas rotation) also becomes small. In
contrast, the downward drag force remains constant during the vertical motion because it is primarily affected by the velocity
difference between the particles and the gas. This means that the drag andMagnus forces eventually balance, and the particles
stop rising.

Keywords Computational fluid dynamics · Discrete element method · Gas/particle two-phase flow · Shock wave · Dust
dispersion

1 Introduction

Granular materials can cause dust explosions in industrial
facilities such as coal mines, food processing plants, and
grain stores. Since the turn of the century, the number of dust
explosion-related accidents has steadily increased despite
improved safety procedures [1]. Gravity generally causes
dust particles to form layers on the bottom surface, and
they are unreactive when in bulk. Dust explosions thus only
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occur after the particles have been dispersed into the ambient
air, and the primary explosion is typically triggered by fric-
tional heat. Interactions between the primary shockwave and
the layers of particles lift more dust, and the resulting sus-
pended reactive particles cause secondary explosions when
they are ignited by the shock-heated gas. These secondary
explosions lead to further dust lifting and ignition, resulting
in a sequence of explosions. Particle dispersion during the
dust lifting process is therefore an important part of the dust
explosion process.

The dust lifting process involves shock wave propaga-
tion, gas–particle interactions, and particle collisions. The
essential factors and mechanisms underlying this complex
physical process have been investigated both experimen-
tally and numerically. Dawers [2], Gerrard [3], and Fletcher
[4] conducted early investigations on the formation of dust
clouds using shock tubes, and they observed experimentally
that the layered particles’ interactions caused curved shock
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waves. Suzuki [5] studied the particle motion and rotation in
detail to understand the lifting mechanism. Chowdhury et al.
[6] used Schlieren visualizations to clarify the dust dispersion
process, and their experiments revealed that the lifting pro-
cess involved two stages: an initial fast rising phase followed
by a slower rising phase.

Two approaches have been taken to simulating dust disper-
sion numerically, namely Eulerian–Eulerian and Eulerian–
Lagrangian methods, both of which treat the gas phase as a
continuous fluid using an Eulerian approach. The Eulerian–
Eulerian approach represents the discrete particles as a
continuum, which allows relatively large-scale simulations
to be conducted due to the low computational cost. How-
ever, this also means the particle–particle interactions cannot
be described directly and must instead be inferred from the
solid’s pressure and viscosity using appropriate equations
[7].

The kinetic theory for granular flow (KTGF) [8] is a
state-of-the-art method of deriving equations for the solid’s
pressure without requiring an empirical formula. Recent
numerical studies have used it to propose numerical pro-
cedures for the dust lifting problem and demonstrated their
ability to simulate particle dispersion, including shock wave
propagation and interaction [9–12]. Khmel et al. [12] also
used the KTGF to conduct a numerical study, which led
them to suggest that the Magnus force is much more sig-
nificant than the Saffman force for the vertical movement of
layered particles. Although both are lift forces, the Saffman
force originates from the shear flows around particles, while
the Magnus force is caused by particle rotation, and hence
estimating it requires the rotation of individual particles to
be tracked accurately. Unfortunately, the Eulerian–Eulerian
approach is unable to track the rotation of individual particles
and can only calculate the continuum fluid’s vorticity in the
solid phase.

The Eulerian–Lagrangian approach combines the Lagran-
gian method for discrete particles with the Eulerian method
for continuous ambient fluids. This has the advantage that
the particle–particle interactions are easy to calculate, but
it is usually very computationally expensive. Two strategies
can be used to calculate the gas–particle interactions: the
resolved discrete particle model (RDPM) and the unresolved
discrete particle model (UDPM) [7]. In the RDPM, the com-
putational cells used for the gas phase are smaller than the
particle diameter, and the gas–particle interactions are calcu-
lated using the boundary conditions at the particle surfaces.
This is the most accurate method for studying gas–particle
flows, but also the most computationally expensive, due to
the fine grid required. In contrast, the UDPM uses compu-
tational cells that are larger than the particle diameter, and
uses a drag force model to calculate the gas–particle inter-
actions. To simulate the dust lifting problem with particles
that are 10−5–10−6 m in size, the RDPM would require a

computational gridwidth of 10−6–10−7 m,which is too com-
putationally expensive. Thus, since the UDPM offers a more
feasible calculation time, it will be used in this study.

This paper presents a UDPM-based two-dimensional
computational fluid dynamics–discrete element method
(CFD–DEM) procedure for calculating particle dispersions.
In particular, the dust lifting problem, including shockwave–
particle interactions, is studied to investigate the effect of the
Magnus force on the lifting process. To validate the method,
the chosen numerical target is similar to that used in a pre-
vious experimental study [5]. First, suitable parameters are
determined for the particle collisions and Magnus force by
comparing the calculated results with the experimental ones.
Then, the effects of the forces acting on the particles are
evaluated. Finally, a series of simulations is conducted to
investigate the effect of the particle diameter on the lifting
process.

2 Numerical method

In this study, the individual particles are assumed tobe incom-
pressible, and thus, the porosityαg = 1−αp is independent of
the gas phase quantities, e.g., the gas pressure [8]. (Here,αg is
the particle phase volume fraction.) Note that the porosity is
not constant and depends on the particle distribution. During
the shock dispersion process, the particle layer deformation
affects the gas phase due to the resulting particle movement.

The governing equation for the gas phase is essentially the
same as in the well-known two-fluid models [13], although it
also introduces the porosity. In the momentum equation, the
pressure terms, ∇αg pg − pg∇αg, can be simplified to just
αg∇ pg by assuming that the particles are incompressible.
The gas phase is assumed to be a compressible viscous fluid
with the same composition as air, namely an O2:N2 ratio
of 1:3.76. The conservation laws for mass, momentum, and
total energy can thus be expressed as follows.

∂

∂t

(
αgρg

) + ∇ · (
αgρgug

) = 0 (1)

∂

∂t

(
αgρgug

) + ∇ · (
αgρgugug

) + αg∇ pg − ∇ · (αgτ g
)

= −fp (2)
∂

∂t

(
αgeg

) + ∇ · [αg
(
eg + pg

)
ug

] − ∇ · (
αgτ gug

)

−∇ · (
αgqg

)

= −pg
∂

∂t
αg − sp − qp (3)

Here, ρg,ug, pg, τ g, eg, and qg are the density, velocity vec-
tor, gas pressure, stress tensor, total energy, and heat flux,
respectively. The source terms fp and sp are the momentum
and energy exchanged by the aerodynamic forces, and qp is
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the energy exchanged by heat transfer. The set of equations
is completed by assuming the gas to be thermally perfect
and using the ideal equation of state. The heat capacity and
enthalpy can be estimated by using the NASA polynomials
and taking the coefficients from the CETPC table [14], and
the equation of state is

pg = ρgRgTg (4)

where Rg and Tg are the gas constant and gas temperature,
respectively. The viscosity and thermal conductivity of the
gas phase are calculated using the Gordon equation [15] with
the Wilke combination rule to account for the temperature
dependency.

The particle phase is treated as being discrete and
described by the DEM with coarse graining. The individual
particles are governed by the equations of motion for trans-
lation and rotation, and by conservation of energy, with their
heat capacity assumed to be constant. Thus, the governing
equations for particle i are as follows.

mi
dui
dt

=
∑

∀ j∈collision
Fcontact,i, j + Fdrag,i

+FMagnus,i + Fpressure,i (5)

Ii
dωi

dt
=

∑

∀ j∈collision
Mcontact,i, j + Mrotation,i (6)

mici
dTi
dt

= Qi (7)

Here, mi ,ui , Ii ,ωi , ci , and Ti are the mass, translational
velocity vector, moment of inertia, angular velocity vector,
specific heat capacity, and surface temperature of particle i,
respectively. In this two-dimensional simulation,ωi only has
a component in the z-direction.

The forces acting on the particles include the particle–
particle contact force Fcontact, viscous drag force Fdrag,
Magnus force FMagnus, and pressure gradient force Fpressure.
The contact torque Mcontact is generated by the tangential
contact force, and Mrotation is generated by the viscous fric-
tion between particle i and the ambient gas. The equations
used to calculate the individual-particle forces and torques
appearing in (5, 6) are listed in Table 1.

The Saffman lift force is neglected in this study as it has
little effect on the particle dispersion process [12]. The added
mass force and Basset force are also neglected as they have
only slight effects on compressible gas–particle flows [16].
The Magnus force coefficient CLM is constant, and its value
will be determined later, by the parameter study conducted
in Sect. 3. Due to their low Biot numbers (Bi � 1), the
particles’ internal temperature gradients can be neglected,
and their internal energies can be described in terms of their
surface temperatures, specific heat capacities, and masses.

Temperature increases due to viscoelastic effects caused by
particle collisions are also neglected. The heat transfer Qi

represents only the heat transferred between particle i and
the gas, as inter-particle radiation is neglected because the
temperature differences between the particles are quite small.
It is calculated as follows.

Qi = Si hi
(
Tg − Ti

)
(8)

hi = Nuiκg
di

(9)

Nui = 2 + 0.6Pr1/3i + Re1/2i (10)

Here, Si , di , and hi are surface area, diameter, and local heat
transfer coefficient for particle i, respectively, and κg is the
thermal conductivity of the gas. TheRanz–Marshall equation
[17] is used to estimate hi .

This study uses more than 109 particles, so the com-
putational cost of tracking them all individually would be
prohibitive. Instead, the coarse graining model is used to
reduce the computational cost by only tracking parcels.
Sakai’s method [23] is used to connect the DEM equations
for the parcels with those for the real particles. The particles’
translational motion is assumed to be the same as that of their
parcels. Each parcel represents ni = ni,x × ni,y × ni,z =
n2i,xy × ni,z particles, and its mass and diameter are ni and
ni,xy times that of a real particle, respectively. Here, ni,x
and ni,xy are the numbers of particles in the parcel along the
x-direction and similarly for ni,y and ni,z . From the assump-
tion relating the translational motions of parcels and real
particles, the displacements between parcels are the same
as those between particles, and the aerodynamic forces are
ni times larger than those acting on particles. The transla-
tional equation of motion and energy equation for parcels
are therefore identical to those for real particles. Figure1
illustrates the calculations for the aerodynamic and con-
tact forces. The advantage of Sakai’s method is that the
real particles’ properties can also be utilized for the parcels.
This allows the contact forces and torques acting on indi-
vidual particles to be calculated using the displacements
between parcels, and the aerodynamic forces to be calcu-
lated using the real particles’ physical properties. Note that
ni,xy = ni,x = ni,y = dparcel/dRP, while the ni,z are dif-
ferent because the simulations conducted in this study are
two-dimensional. (Here, dparcel and dRP are the parcel and
real particle displacements, respectively.) The parcels are
cylindrical in shape.

In contrast, the procedure for estimating the parcels’
moments of inertia is different from that for the mass. The
relationship between the angular velocities of parcels and
real particles is as follows.
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Table 1 Equations for forces and torques acting on particle i

Force or torque Symbols Equations

Contact force Fcontact,i, j Fcontact,n,i, j + Fcontact,t,i, j

Fcontact,n,i, j −knδn,i j + hnun,i j
Fcontact,t,i, j −ktδt,i j + htut,i j

Drag force [18] Fdrag,i 3πμgdiur,i
Rep,i
24 · CD,std · ξ1

(
Mp,i ,Rep,i

) · ξ2
(
αg

)

CD,std = 24
Rep,i

(
1 + 0.15Rep,i

) + 0.42

(
1 + 42500

Re1p,i .16

)

ξ1
(
Mp,i ,Rep,i

)
and ξ2

(
αg

)
can be found in Parmer et al. [19] and Sangani et al. [20]

Magnus force [21] FMagnus,i
1
2ρgur,i |ur,i | πd2i

4 CLM
di |ωr,i |
|ur,i |

ωr,i×ur,i
|ωr,i ||ur,i |

Pressure force Fpressure,i Vp,i∇ pg

Rolling torque Mcontact,i
di
2 ni j × Fcontact,t,i, j

Frictional torque [22] Mrotation,i
1
64CTd5i ρgωr,i |ωr,i |
CT = 6.45√

Reω,i
+ 32.1

Reω,i

Ri j Relative position vector from
center of ith parcel to jth parcel

ni j Normal unit vector Ri j/|Ri j |
δn,i j Overlap

[
0.5 × (

di + d j
) − Ri j · ni j

]
ni j

δt,i j Tangential displacement
∫ t
t0
ut,i j dt

ui j Inter-particle relative velocity u j − ui − 0.5
(
diωi + d jω j

) × ni j
un,i j = (

ui j · ni j
)
ni j ,ut,i j = ui j − un,i j

ur,i Gas–particle relative velocity ug − ui
ωr,i Relative angular velocity 2ωg − ωi

Rep,i Particle Reynolds number ρg|ur,i |di/μg

Reω,i Spin Reynolds number 0.25|ωr,i |d2i ρg/μg

Real particle

Parcel diameter, ni,xydRPParticle diameter, dRP

Parcel

(a)
Contact force

∆ n,parcel

Aerodynamic force

ur

(b)

x

Fig. 1 Coarse graining illustration. The particle simulation only tracks
parcels. The displacement between parcels is used to calculate the
contact forces acting on particle. a Parcel configuration. b Force calcu-
lations under the coarse graining

dωparcel

dt
= Tparcel

Iparcel
= rparcel × Fparcel

1
2mparcel · r2parcel

= ni,xyrRP × niFRP
1
2nimRP · n2i,xyr2RP

= TRP
5
4ni,xy IRP

= 5

4

1

ni,xy

dωRP

dt
(11)

Here, ωparcel, rparcel, rparcel,mparcel,Tparcel,Fparcel, and
Iparcel are the angular velocity, radius, vector from parti-
cle center to collision point, mass, torque, overall force, and
moment of inertia for a parcel, and ni is the number of real
particles per parcel. The quantities subscripted by RP are
the corresponding quantities for real particles. In summary,
the coarse graining model uses (5–7) with the same physical
properties as for real particles, while the moment of inertia
and particle diameter are different. The number of real parti-
cles per parcel ni mainly appears in the interphase exchange
equations (12–15 below).

The governing equations for the gas phase (1–3) and the
equations for individual particles (5–7) are coupled by the
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porosity αg and the interphase exchange terms, fp, sp, and qp.
For each Eulerian cell, all interphase quantities are calculated
by summing the contributions of each particle inside the cell,
as follows.

αg = 1 − αp = 1 − 1

Vcell

∑

∀i∈cell
ni Vi (12)

fp = 1

Vcell

∑

∀i∈cell
ni

(
Fdrag,i + FMagnus,i

)
(13)

sp = 1

Vcell

∑

∀i∈cell
ni

(
Fdrag,i + FMagnus,i

) · ui (14)

qp = 1

Vcell

∑

∀i∈cell
ni Qi (15)

Here, Vi is the volume of particle i and Vcell is the volume
of each cell. Meanwhile, the gas phase quantities in (5–10)
are calculated by interpolating the surrounding Eulerian cell
values:

ξi = c1ξ j1,k1 + c2ξ j2,k1 + c3ξ j1,k2 + c4ξ j2,k2 (16)

where c1−4 are the ratios of the areas of the triangles shown
in Fig. 2 to the area of the entire cell and ξi is the quantity to
be interpolated. The sum of the coefficients is normalized.

The governing equations’ time evolution involves two
components: particle and fluid calculations. The Courant–
Friedrichs–Lewy (CFL) condition is used to estimate the size
of the time steps needed for each calculation. Figure 3 shows
the CFD–DEM simulation process as a flowchart. In this
study, the time step for the particle calculations, ΔtDEM, was
smaller than that for the fluid calculations, ΔtCFD, so the
particle calculations were iterated for a period of ΔtCFD for
each fluid calculation step. The time steps were estimated by
the following equations using the Courant numbers νCFD and
νDEM.

j1, k1

j1, k2

j2, k1

j2, k2
c1

c3
c4

c2 = 0

(a)

j1, k1

j1, k2
j2, k1

j2, k1
c1

c2

c4

c3 = 0

(b)

Fig. 2 Triangle-based weights used to interpolate the coefficients from
cell to parcel. a Case 1. b Case 2

Interpolation from grid to particles
αg, ρg, Tg, ug, ωg, pg (Eq.11)

Calculation of forces, torques, energy transfer
(Table 1 and Eq.8)

Time integration with ∆tDEM (Eq.5, 6, 7)
(Update particle position)

Interpolation from particles to grid
αg, fp, sp, qp (Eq.12, 13, 14, 15)

Elapsed time > ∆tCFD
No

Yes

Update gas phase quantity

Compute convective term

Compute viscous term 

Time integration with ∆tCFD (Eq. 1, 2, 3)

Runge-Kutta iteration No

Yes

Next step

n step start

DEM CFD

Fig. 3 CFD–DEM simulation flowchart

Vertical shock wave
Ms = 1.44

O2:N2 = 1:3.76
pg : 101 kPa
Tg : 300 K W

al
l

2.0 mm

50 mmIn
le

t
100 mm300 mm

Dust layer, αp = 0.59

x

y

0

0 Floor

Fig. 4 Problem formulation for the interaction between a vertical shock
wave and dust layer particles

ΔtCFD = νCFD
Δx

max
(
ug + cg, ug − cg

) (17)

ΔtDEM = νDEM

√
mi

max (kn, kt)
(18)

where c is speed of sound.
The fluid calculations were spatially discretized using

third-order Simple Low Dissipation AUSM 2 (SLAU2) [24]
with Monotonic Upwind Scheme for Conservation Laws
(MUSCL) for the convection term and second-order cen-
tral differencing for the viscous term, and the third-order
total variation diminishing Runge–Kutta method [25] was
used for time integration. The particle calculations used
the first-order symplectic Euler method for time integra-
tion.

3 Result and discussion

3.1 Calculation conditions

Figure 4 illustrates the computational target for the particle
dispersion analysis, which was similar to that used in pre-
vious experiments conducted by Suzuki et al. [5]. The main
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Table 2 Parameters used for vertical shock problem calculations

Quantity Value Unit

Particle diameter 100 µm

Material density 980 kg/m3

Heat capacity 1200 J/kgK

Dust layer volume fraction 0.59 –

Ambient gas pressure 101 kPa

Ambient gas temperature 300 K

Initial particle temperature 300 K

Shock wave Mach number 1.44 –

Domain of influence diameter 100 µm

Number of parcels 60,000 –

Minimum grid width 250 µm

computational region was a two-dimensional channel of size
400× 52mm, with a 400-mm upstream region added to pre-
vent the shock waves being reflected at the left boundary.
The minimum grid width was Δx = Δy = 250µm in the
main region, and the computational grid was stretched verti-
cally for y > 32mm. The initial parameters used are listed in
Table 2. A total of 1901×161 grid points and 60,000 parcels
were used, and each parcel represented 90,000 real particles
per meter in the z-direction.

3.2 Parameter selection via comparison with
experiments

Parametric studies were conducted by comparing the output
of the model with the experimental results to determine the
spring constants kn and kt , damping constant h, and Magnus
constant CLM. (The same damping constant h was used for
the tangential and normal directions). Figure 5 shows the
horizontal dust layer surface distributions for different DEM
parameters when the shock wave reached x = 290mm (t =
0.6ms). Here, the Magnus force was neglected andCLM was
set to 0. The dust layer’s surface was found from the grid by
first interpolating from the parcel distribution to the grid [see
(12)] and then finding an interpolated value for αp from the
grid. This was done because the inter-parcel distance after
shock dispersion was too large for the dust layer’s surface
to be defined smoothly, so the surface was instead defined
as having a particle phase volume fraction of αp > 1.0 ×
10−4.

The size of the normal spring constant had no effect on the
dust lifting height, as shown in Fig. 5a. In DEM-based struc-
tural analyses, the results converge for high normal spring
constants, and these results indicate that CFD–DEM simula-
tions converge similarly. According to (18), however, larger
spring constants lead to smaller DEM time steps and higher

computational costs, so the smallest value kn = 50 kN/m
was used for subsequent simulations.

The dust lifting height was lower when kn/kt > 0.02, as
shown in Fig. 5b. Since actual particles have much smaller
spring constants in the tangential direction than in the normal
direction, i.e., kn/kt � 1, these results are sufficient because
larger kn/kt ratios are unphysical. As a result, kn/kt = 0.002
was used for subsequent simulations.

Larger damping constants lead to lower lifting heights,
as shown in Fig. 5c, because the particle phase kinetic
energy is dissipated by viscoelastic effects caused by the
particle collisions: the particles were only lifted by 1 mm
for h > 0.30 mNs/m. In addition, the damping constant
h affects the lifting delay distance, namely the distance
between the shock wave and the point where dust lifting
begins. When h > 0.30mNs/m, the lifting delay distance
was 100mm, longer than the delay found experimentally.
Thus, h = 0.10mNs/m was used for subsequent calcula-
tions as it gave delay distances that agreed well with the
experimental results.

Figure 6 shows the effect of different Magnus force coef-
ficients CLM on the dust lifting height. Values of CLM =
0.10–1.0 were tested, based on experimental observations
of the movement of a single sphere [21,26,27]. Since the
pressure and gravitational centers are different in practice,
because actual dust particles are not spherical, the tested
range included larger values than those found by the experi-
ments to simulate easier initiation of particle rotation in the
non-spherical case. According to Fig. 6, CLM = 1.0 gave
the best agreement with the experimental results. Compar-
ing the lifting heights at x = 250 mm shows a difference
of about 1.0mm between CLM = 0.0 and 1.0, meaning that
the Magnus force has less effect than particle collisions. The
lifting delay distance was the same in all cases. These results
indicate that the lifting delay and initiation of dust lifting are
not affected by the lift force but instead by particle collisions.
Based on the above results, the DEM parameter values used
were kn = 50 kN/m, kn/kt = 0.002, h = 0.10mNs/m, and
CLM = 1.0.

Figure 7 shows the effects of (a) the grid resolution and (b)
the parcel diameter on the dust lifting height. Here, the parcel
diameter used for the grid resolution study was 100µm, and
Δx = 500µmwas used to investigate the effect of changing
the parcel diameter. Figure 7a indicates that the dust layer’s
surface height converged for grid widths of Δx = 500 and
250µm. However, Fig. 7b shows that large parcels lead to
slightly higher particle lifting heights for 50 < x < 130 mm.
The trends in the dust layer’s surface height are almost the
same for parcel diameters of 100 and 200µm.Based on these
results, a grid width of 250µm and a parcel diameter of
100µm were used for subsequent simulations.
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Fig. 6 Horizontal dust layer surface height distributions at 0.6ms for
different Magnus force constants CLM. The dust layer surface was
defined as αp < 1.0 × 10−4

3.3 Shock wave geometry and flow field

Figure 8 shows the evolution of the gas pressure and par-
cel distributions over time, with the black dots indicating
the parcel positions. The shock wave propagates from left to
right and is curved by interaction with the particle layer, as
shown in Fig. 8b at t = 0.1ms. The particles start to rise
t = 0.5–1.0ms after the shock wave propagates, as shown in
Fig. 8b, c. Near this point (at 0 < x < 20 mm), the particle
dispersion is higher than elsewhere, because the shock wave
diffracts and compresses the layered particles directly. Inter-
action between the shock-induced flow and dispersed dust at
x = 20mm causes the gas pressure to increase at x = 10–
20mm and decrease at 20–40mm, as shown in Fig. 8d.

Figure 9 shows the geometries of the shock wave and dust
layer at 0.5 ms. The gas pressure distribution (Fig. 9a) shows

that the shockwave is curved above the dust layer and oblique
inside it, due to the different shock propagation velocities in
these regions. The wave’s attenuation causes the speed of
sound in the gas–particle mixture to become slower than in
the pure fluid. This calculation does not treat the speed of
sound in the gas–particle mixture specially, and in the gas
phase, it was explicitly calculated as c2g = γgRgTg over the
whole region. The shock wave’s geometry and propagation
velocity are affected by the phase interaction term in (1–3),
and its velocity decreases inside the dust layer. The effective
speed of sound through the particle phase appears implicitly
as a result of the particles’ rigid-body motion and collisions,
as shown by the contact force distribution in Fig. 9b. The
forces in front of the shock wave are small, indicating that
the speed of the compaction wave in the particle phase is the
same as that of the shock wave in the gas phase and that the
particles start to move after the shock wave. The shock wave
inside the dust layer is therefore slowed by interactions with
stationary particles, and its direction then becomes oblique as
it interacts with the faster shock wave in the pure gas region.

The shock-inducedflow’s gas velocity immediately decrea-
ses inside the dust layer when x < 232 mm, as shown by the
gas velocity distribution in Fig. 9c. There are two reasons for
this: momentum transfer between the gas and particles due
to velocity differences, and compression waves generated by
particlemotion. The particlesmove right after the shockwave
propagates and the particle layer’s porosity decreases, lead-
ing to the gas phase being compressed. This particle motion
thus generates compression waves. The pressure inside the
dust layer increases continuously across the shock wave, as
indicated in Fig. 9a, but this cannot be explained by momen-
tum transfer between the gas and particles: if the gas phase’s
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Fig. 8 Time evolution of the gas pressure field and parcel distribution
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momentum was being completely absorbed by the momen-
tum transfer, the pressure behind the shock wave would not
increase. Therefore, this continuous pressure increase must
be due to the propagation of compression waves generated
by particle motion. These waves convert the dynamic pres-
sure into static pressure behind the shock wave. A vertical
gas velocity component arises in the shock-induced flow due
to the oblique shock wave propagating inside the dust layer,
as shown in Fig. 9d, causing the particles to move vertically
and starting the dust lifting process.

3.4 Forces acting on the particles

Figure 10 shows the evolution of the vertical and horizontal
components of the forces acting on a single particle over time.
These plots were calculated by averaging over two groups of
particles: the surface layer particles initially located between
− 0.1 < y < 0.0mm and 100 < x < 200mm, and the

particles in the middle of the dust layer located between
−1.1 < y < −0.9mm and 100 < x < 200mm. The hori-
zontal region between 100 < x < 200mm was selected to
avoid the effect of the abrupt flow changes at the edge of the
particle layer. To show its time evolution, the contact force
was treated specially: the contact forces shown were aver-
aged over 0.01ms because they were nearly instantaneous.
Since the shock wave encountered each particle at a different
time, this time was defined as t = 0ms for the averaging
process.

Figure 10a shows the vertical components of the forces
acting on the surface particles. The passage of the shock
wave immediately generates downward drag and pressure
forces (within 0 < t < 0.01ms). After this, a large upward
contact force appears at 0.01 ms. With a maximum strength
of 80µN, this is much stronger than the pressure (− 10µN)
or drag (− 20µN). The particles then start to move upwards.
An upward Magnus force also appears, but its magnitude
is smaller than that of the contact force between 0 < t <

0.1 ms, so it has little effect on the particle dispersion dur-
ing the initial phase of dust lifting. After 0.1ms, the contact
force decreases rapidly as the particles rise, due to the low
collision frequency, while the Magnus force decreases more
gradually from a peak of 8µN and thus becomes the domi-
nant dust lifting force. Meanwhile, the drag force remains at
− 2µN,meaning that the particles’ vertical velocity becomes
increasingly uniform over time.

Figure 10b shows the vertical components of the forces
acting on the particles in the middle of the dust layer. These
particles experience larger instantaneous pressure forces
(− 18µN) than the surface particles and feel upward con-
tact forces earlier (at 0 < t < 0.05ms). The larger vertical
pressure force is due to the shock wave traveling at a more
oblique angle inside the dust layer (as shown in Fig. 9) and
an increased downward drag force. The maximum upward
contact force (47µN) is less than that for the surface parti-
cles (80µN), but it should be noted that the contact forces
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shown represent the sums of the upward and downward con-
tact forces, so small values do not necessarily mean that the
absolute force values are small. The upward contact force on
the surface particles generates an opposite contact force on
the lower particles, so the smaller contact forces shown in
Fig. 10b are due to downward contact forces from the sur-
face particles. The internal particles are therefore prevented
from moving vertically by the surface particles. No vertical
forces act on the particles after 0.1ms because the gas phase
has stopped moving.

Figure 10c, d shows the evolution of the horizontal forces
on the (c) surface and (d) internal particles, with positive
values indicating rightward forces. According to Fig. 10c,
the horizontal forces consist of a rightward drag force and
a leftward contact force. Before the shock wave passes
(t < 0.1 ms), the particles are accelerated rightwards due to
interaction with the shock-induced flow but are also decel-
erated by collisions with the particles ahead of them. After
0.1 ms, the contact force rapidly decreases, while the drag
force remains constant, so the particles continue to be accel-
erated. In the internal region, all the forces act rightwards,
as shown in Fig. 10d, meaning that all the particles in this
region move rightward.

Figure 11 illustrates the dust lifting mechanism indicated
by these results. First, drag and pressure forces act down-
wards after the oblique shock wave has propagated, causing

Curved shock wave

Dust layer

Pressure + drag forces

Shock wave + elastic wave

Collision force

Elastic wave

Magnus force

(a)

(b)

(c)

Fig. 11 Dust lifting mechanism indicated by the simulation results
(Ms = 1.44, particle diameter = 100 m, depth of the dust layer =
2 mm). a Pressure and drag forces act downwards immediately after
the shock wave passes. b An upward collision force appears, and the
dust particles start to rise. c The collision force rapidly decreases after
the upward motion begins and the Magnus force becomes dominant

the particles in the dust layer to move downwards and be
pressed against the bottom floor. This causes a strong upward
contact force and the particles start to rise. The contact force
then decreases rapidly due to the low collision frequency
in the dispersed medium. Finally, the Magnus force becomes
dominant and the particles maintain their upward movement.

Figure 12 shows the time evolution of the (a) Magnus
force FMagnus, (b) relative rotation ωr, (c) particle rotation
ωp, and (d) gas rotation Ωg, for the same surface particles
as were considered for Fig. 12a, c. The gray scatter plots
show the data for individual particles, while the red lines
show the averages. The relative rotation, ωr = Ωg − ωp,
is the instantaneous relative angular velocity used to evalu-
ate the Magnus force. According to Fig. 12a, b, there is a
downward trend in the Magnus force after 0.1 ms, due to
the decreased relative rotation. Figure 12c, d shows that the
gas rotation is 50 times larger than the particle rotation and
hence that the Magnus force is driven by the gas rotation.
The particle rotation is positive, reducing the relative rota-
tion and hence the Magnus force, due to the contribution of
the gas–particle interactionMrotation. This can be concluded
because the particle rotation increases gradually over a long
period, while the particle–particle interaction Mcontact is an
almost instantaneous torque. If Mcontact was dominant, the
particle rotation would change discontinuously. In contrast,
the torque from the gas–particle interactions acts to reduce
the angular velocity difference between the gas and particles,
causing the particle rotation to become positive.

To confirm the gas rotation behind the shockwave, Fig. 13
shows the (a) horizontal gas velocity and (b) gas vorticity dis-
tributions. From Fig. 13a, the gas velocity decreases in the
region of dispersed particles above the dust layer due to the
aerodynamic forces, and then, a positive horizontal velocity
gradient (∂ug/∂ y > 0) is generated. In addition, the curved
shockwave causes the gas velocity to be vertically downward
outside the dust layer, as shown in Fig. 9d, decreasing as it
impinges on the layer’s surface. Thus, the vertical velocity
gradient is negative above the layer (∂vg/∂x < 0). Com-
bining these results shows that the gas rotation above the
dust layer is positive, Ωg = 2 × (∂ug/∂ y − ∂vg/∂x) > 0,
as shown in Fig. 13b. The main factor driving the Magnus
force is therefore the velocity gradient above the dust layer,
induced by the interaction with the shock-induced flow. Fig-
ure 12d shows that the gas rotation decreases over time. The
region where there is a velocity gradient becomes thicker and
smaller over time, because the region of dispersed particles
becomes wider and thinner. This reduction in the gas rota-
tion is therefore due to the progressive particle dispersion.
The Magnus force thus becomes insignificant.

Figure 13c shows how the Magnus force is generated.
The mechanism for the shock dispersion process is different
than for ordinary Magnus forces. Ordinary Magnus forces
are driven by particle rotation, which generates an asymmet-
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Fig. 12 Time evolution of the particle variables used to estimate the Magnus force. The particles between 100 < x < 200 mm were only used to
plot the time evolution and calculate the average values. a Magnus force. b Relative rotation. c Particle rotation. d Gas Rotation

ric gas velocity field in the vertical direction and hence an
asymmetric gas pressure field. The force then acts vertically
on the particles. For ordinary Magnus forces, there is a delay
after the particle rotation begins before the vertical force is
generated. In contrast, theMagnus force for the shock disper-
sion process is generated by the gas vorticity above the dust
layer. In this case, the force appears immediately after the
gas vorticity is generated, and occurs just behind the shock
wave as it propagates along the dust layer.

4 Conclusion

This paper has used the CFD–DEM to simulate particle dis-
persion by vertical shock waves. The simulation results were
compared with those of a previous experimental study [5],
showing that the predictionswere in good agreement in terms
of the particle motion and shock wave geometry. The forces
acting on individual particles have also been analyzed to
investigate the dust dispersion mechanism.

The shock wave and dust layer geometries were similar to
those found by previous simulations that used an Eulerian–
Eulerian approach [12]. The shock wave was curved above
the dust layer and oblique inside it, due to the different speeds
of sound in these regions. The oblique shock wave generated

a vertical gas velocity component in the shock-induced flow
and caused the dust layer particles to move vertically. The
interaction between the shock wave and the dust generated
compression waves, the propagation of which caused the gas
pressure inside the layer to increase continuously and the cor-
responding gas velocity to decrease behind the shock wave.

The drag and pressure forces initially acted downwards
after the shock wave passed, compressing the particles
against the bottomwall. This compression resulted in a strong
upward contact force, and the dust particles started to rise.
TheMagnus force also acted upwards, but its magnitude was
lower than that of the contact force. After the dust started to
rise, the contact force decreased rapidly, due to the lower
particle collision frequency, meaning that the Magnus force
became dominant and the particles maintained their upward
movement. Although the drag force acted downwards, its
magnitude was lower and it could not prevent the Magnus
force from continuing to push the particles upwards. How-
ever, the Magnus force gradually decreased as the particles
rose while the drag force was almost constant, meaning that
the drag and Magnus forces eventually balanced.

The main factor driving the Magnus force was the gas
rotation, as the particle rotation had little effect. The gas
rotation was generated by gas–particle interactions in the
particle dispersion region. The gas velocity gradient above
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the dust layer became smaller over time, because the par-
ticle dispersion region became wider and thinner, so the
Magnus force decreased after the shock wave passed (after
0.1ms). Themain factor driving the drag forcewas the veloc-
ity difference between the particles and the ambient gas. In
shock-induced flows, the drag force remains constant but the
Magnus force decreases as long as the particles are in uni-
form vertical motion, leading theMagnus force to eventually

become insignificant and allowing the drag force to stop the
particles rising.
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