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Abstract Amultiscale model of heterogeneous condensed-
phase explosives is examined computationally to determine
the course of transient events following the application of
a piston-driven stimulus. The model is a modified ver-
sion of that introduced by Gonthier (Combust Sci Technol
175(9):1679–1709, 2003. doi:10.1080/00102200302373) in
which the explosive is treated as a porous, compacting
medium at themacro-scale and a collection of closely packed
spherical grains capable of undergoing reaction and diffu-
sive heat transfer at the meso-scale. A separate continuum
description is ascribed to each scale, and the two scales
are coupled together in an energetically consistent man-
ner. Following piston-induced compaction, localized energy
deposition at the sites of intergranular contact creates hot
spots where reaction begins preferentially. Reaction progress
at themacro-scale is determined by the spatial average of that
at the grain scale. A parametric study shows that combustion
at the macro-scale produces an unsteady detonation with a
cyclical character, in which the lead shock loses strength and
is overtaken by a stronger secondary shock generated in the
partially reacted material behind it. The secondary shock in
turn becomes the new lead shock and the process repeats
itself.
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1 Introduction

It has long been understood that combustion of a hetero-
geneous explosive is a multiscale phenomenon. Chemical
reactions occur and release energy at the molecular level,
while the thermal and mechanical consequences resulting
therefrom are manifest at the much larger macro-scale (or
bulk scale) of observation and measurement. In a homoge-
neous material, the response at the macro-scale is reasonably
well-characterized by continuum descriptions designed to
capture the averaged behavior. Such descriptions are insuffi-
cient, however, when the material is heterogeneous, as they
fail to account adequately for the effect of grain-scale (or
meso-scale) microstructure on the features observed at the
macro-scale. For example, when a heterogeneous explosive
is subjected to shock loading, the stressfield generatedbehind
the shock is nonuniform due to localized energy deposition
and rapid deformation caused by a variety of mechanisms
in the vicinity of the grain-to-grain contacts. As a result, the
temperature field is nonuniform as well, with localized hot
spots resulting in preferential initiation of chemical activity
at discrete sites before the reaction spreads to the bulk. Even
if the grain-scale behavior were well-understood, andmathe-
matical models incorporating this knowledge were available,
accurate numerical computations would require fine resolu-
tion of sub-grain scales, a task that is not routinely feasible
yet.

A practical approach of accounting for the microstructure
has been to model the explosive as a single-phase or multi-
phase mixture at the macro-scale and introduce the sub-scale
information into the model in the form of constitutive laws,
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especially reaction kinetics. A range of such models exists,
from fully homogenized Euler-equation models proposed by
Tarver et al. [2–4] in which the explosive is a single-phase
homogeneous mixture of reactant and product, to more com-
plex two-phase models of the Baer–Nunziato type [5]; also
see [6–15]. Hybrid models incorporating features of both the
Euler-equation and theBaer–Nunziatomodels have also been
suggested [16].With close experimental calibration and suit-
able choices of constitutive parameters, thesemodels are able
to predict a limited range of experimental observations. They
are less successful in providing a description of phenomena
such as initiation caused by weak stimuli in accident scenar-
ios, and the effect of aging-induced microstructural changes
on explosive sensitivity and performance. A renewed inter-
est in obtaining improved understanding of these phenomena
has motivated studies aimed at more accurate descriptions of
grain-scale processes and their coupling with events at the
macro-scale.

A thorough review of meso-scale modeling of hetero-
geneous explosives is provided by Baer [17]; also see the
references contained therein. It summarizes the variousmod-
eling approaches being pursued, including direct numerical
simulation of microstructural response. It is clear from the
review that while much progress has been achieved, a pre-
dictive model in which the diverse scales are coupled with
sufficient fidelity and for which the relevant constitutive
inputs are available remains elusive. While the pursuit of
such a holistic model is important, it is also useful to exam-
ine simpler models of coupling of scales, which focus on
certain dominant mechanisms at the grain scale, to deter-
mine what their capabilities are and to what extent they are
able to capture observed phenomena.

Gonthier [1] introduced a model of this kind that included
the evolution of bulk-scale events and also of processes at
the grain scale. Material at the bulk scale was modeled as an
incompressible continuum with a compaction law and was
coupled to a grain-scale model that tracked the evolution
of hot spots in the microstructure. The grain-scale solution,
resulting from an interplay between localized energy depo-
sition, diffusive heat transfer, and chemical reaction in the
grains, was averaged to provide a chemical source for the
bulk-scale description. Steady, traveling wave solutions were
computed, and it was found that weak piston impacts could
lead to temperatures high enough for the onset of sustained
combustion.

Zhang et al. [18] simulated the generation of an ensemble
of shock-induced hot spots in an otherwise homogeneous
medium by introducing them as spots of reduced density.
Both periodic and random arrays were considered, and con-
clusions were drawn about the critical density of hot spots
needed for transition to detonation. In a later paper, Jack-
son et al. [19] focused on pore collapse as the primary
grain-scale mechanism responsible for the generation of hot

spots. A detailed model of pore collapse was analyzed and
employed to formulate a power deposition function that could
be assigned to each hot spot in computations with a homo-
geneous macro-scale description. Multiple arrays in various
configurations were examined to evaluate the effect of array
geometry on transition to detonation. Recently Zhang and
Jackson [20] have employed a similar approach to assess the
influence of hot-spot size on the propensity to detonate.

In this work we return to a modified version of Gonthier’s
model cited above [1]. While his work had focused on
steady traveling waves, our emphasis is on transient wave
development following a piston impact. We take a compre-
hensive look at the mechanisms that are responsible for the
generation and subsequent propagation of the detonation.
Detailed results are presented for three representative param-
eter choices. It is found that none of the cases exhibits a steady
traveling wave; rather, combustion proceeds in a cyclical
fashion in each case. Typically, a primary lead shock induced
by compaction and supported by reaction loses strength as
it propagates through ambient material. Reaction in the par-
tially reacted material behind the primary shock generates a
stronger and faster secondary shock which overtakes the pri-
mary shock to become the new lead shock, and the process
repeats itself. Although the precise mechanisms responsible
for the creation of the secondary shock are dependent upon
the prevailing parameters, it is found that the general features
of the evolution are preserved from one case to the next.

The paper is organized as follows. Governing equations
for the model are presented in Sect. 2. Appropriate reference
scales are chosen and the model is rendered dimensionless
in Sect. 3. Section 4 discusses the numerical method used to
obtain solutions, and Sect. 5 verifies the convergence of the
numerical procedure. Detailed results of the computations
are presented and discussed in Sect. 6. Concluding remarks
are made in Sect. 7.

2 Multiscale model

The starting point of our study is a modified version of the
multiscalemodel proposed byGonthier [1]. At the bulk scale,
the granular explosive is treated as a porous reactive solid and
modeled as a homogeneous continuum occupying a fraction
of the available volume. Gonthier’s assumption of the solid
being incompressible is relaxed. At the scale of the grains,
the material is again modeled as a homogeneous continuum,
undergoing chemical reaction and diffusive heat transport.
The two scales are coupled by energy transfer and reaction
progress. Reaction progress at the bulk scale is defined as the
average of the reaction progress at the grain scale. In effect,
the grain-scale model can be viewed as an elaborate reaction-
kinetics model for the bulk scale. We employ the model to
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examine, in the reverse-impact configuration, evolution sub-
sequent to piston impact.

2.1 Bulk-scale equations

At the bulk scale, we consider a spatially one-dimensional
configuration with the porous explosive packed into a cylin-
drical tube of length L . A volume-fraction variable is
introduced to account for the porosity. Only the flow of
the solid is considered and the gas occupying the pores is
neglected. Thus, at the bulk scale the model is a reduced
variant of the two-phase Baer–Nunziato model for granular
explosives described in [5]. The governing equations are

∂

∂t
(αρ) + ∂

∂x
(αρu) = 0, (1)

∂

∂t
(αρu) + ∂

∂x

(
αρu2 + αp

)
= 0, (2)

∂

∂t
(αρE) + ∂

∂x
(αρuE + αup) = 0, (3)

∂α

∂t
+ u

∂α

∂x
= F , (4)

where α is the volume fraction of the solid, ρ is the density,
u is the velocity, p is the pressure, and E is the total energy, all
depending on the position x and time t . Equations (1)–(3) are
conservation laws for mass, momentum, and energy of the
solid phase, respectively, while (4) describes the compaction
of the solid phase with compaction rate

F = α(1 − α)

μc
(p − β). (5)

Here μc is the (constant) compaction viscosity and β is the
configuration pressure given by

β = αρ
d

dα
B(α), (6)

where B(α) is the compaction potential.1 Following [15] we
take

B(α) = − p0 (2 − α0)
2

α0ρ0 ln (1 − α0)

× ln

[(
2 − α0

2 − α

)
(1 − α)(1−α)/(2−α)

(1 − α0)
(1−α0)/(2−α0)

]
, (7)

1 The origin and physical interpretation of the quantities appearing (5),
and of the compaction potential introduced in (6), are discussed in detail
in [5,10].

where the zero subscript denotes quantities at the ambient
state. The total energy in (3) is given by

E = e + u2

2
+ B(α),

where e is the internal energy. A stiffened-gas equation of
state is adopted for the solid having the form

e = p + γπ

(γ − 1)ρ
− qλ, (8)

where γ is the ratio of specific heats, π is the stiffening
pressure, q is the heat release due to reaction, and λ is the
bulk-scale reaction-progress variable, with λ = 0 corre-
sponding to the absence of reaction and λ = 1 to a complete
conversion of the reactant. For later purposes we note that
the temperature T and sound speed c of the solid at the bulk
scale are given by

CvT = e − π

ρ
+ qλ, c2 = γ (p + π)

ρ
, (9)

where Cv is the specific heat of the solid at constant volume,
taken to be a constant.

Equations (1)–(4) can be viewed as equations for the four
primitive variables (α, ρ, u, p) at the bulk scale, with the
additional variable λ determined by a model for the reaction
kinetics. This reactionmodel is given by the description at the
grain scale which consists of rate equations for a grain-scale
reaction-progress variable and a grain-scale temperature. The
bulk-scale λ is then specified as an average of the reaction
progress at the grain scale as described in Sects. 2.2 and 2.3.

For the reverse-impact problem the initial conditions for
the bulk-scale variables are taken to be

α = α0, ρ = ρ0, u = −up, p = p0, λ = 0, at t = 0,

where α0, ρ0, and p0 are, respectively, the ambient volume
fraction, density and pressure of the solid explosive and up >

0 is the piston velocity. The ambient temperature T0 and the
sound speed c0 are then given by the formulas

CvT0 = p0 + π

(γ − 1)ρ0
, c20 = γ (p0 + π)

ρ0
,

in view of (8) and (9). The left boundary is considered to
be the piston face where we impose the symmetry boundary
conditions

∂α

∂x
= ∂ρ

∂x
= ∂p

∂x
= 0, u = 0, at x = 0.

The right-hand side of the domain, x = L , is taken to be
sufficiently far from the piston face so that the disturbances
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R

r0

Fig. 1 Illustration of the solid grainswith radius R (gray-shaded disks)
and the localization sphereswith radius r0 (dashed blue circles) centered
at grain–grain contacts

generated by the impact at x = 0 do not reach the right
boundary over the time of interest. Thus, the boundary con-
ditions at x = L are taken to be zero Neumann conditions
for all variables.

2.2 Grain-scale equations

The grain-scale model, described in detail in Gonthier [1],
assumes an idealized structure consisting of a collection of
identical spherical grains, each of radius R, packed into a
configuration in which each grain is in contact with φ other
grains. The geometry is illustrated in Fig. 1. At each macro-
scale position x and time t , the entire grain volume per unit
total volume, given by the volume fraction α(x, t), is dis-
tributed among a collection of localization spheres based
upon the number density and the number of contact points
per grain. The radius r0 of the localization spheres (denoted
by dashed blue circles in the figure) then emerges as

r0 = R

(
φ

2

)− 1
3

. (10)

All of the localization spheres at a given x are assumed to
behave in the same way, thereby allowing us to focus on one
localization sphere at every x position of the bulk scale. Each
localization sphere will be the site of energy deposition due
to compaction and subsequent chemical reaction.

Figure 2 shows the geometry of a representative localiza-
tion sphere. It is assumed that upon loading, the spherical
grains undergo plastic deformation in the vicinity of each
contact point and a contact disk of radius rc is formed at the
interface between the contacting grains. The radius of the
contact disk is determined by the strength of the grain mate-
rial and the loading. The energy from compaction is assumed
to be deposited within a sphere of radius rc, which will be

R

r0

rc

Fig. 2 Illustration of plastic deformation at a grain–grain contact. An
energy-deposition sphere of radius rc (red-shaded disk) occurs within
its associated localization sphere of radius r0 (dashed blue circle)

referred to as the energy-deposition sphere. In the present
model both r0 and rc are taken to be constants.

The behavior at the grain scale within a localization
sphere, 0 < r < r0, and for a bulk-scale position x , is mod-
eledbya systemof reaction–diffusion equations for the grain-
scale temperature T̂ (r, x, t) and reaction progress λ̂(r, x, t),
with hats denoting grain-scale quantities. It is assumed that
the grain-scale system advects with the bulk-scale velocity,
diffusion of heat but not of the reactant is admitted, and
Arrhenius kinetics governs the reaction rate. The evolution
equations are

ρCv

dT̂

dt
= k

r2
∂

∂r

(
r2

∂ T̂

∂r

)
+ ρq(1 − λ̂)R̂(T̂ ) + ρŜ, (11)

dλ̂

dt
= (1 − λ̂)R̂(T̂ ), (12)

where the bulk-scale material derivative is

d

dt
= ∂

∂t
+ u

∂

∂x
.

The Arrhenius reaction rate in the grain-scale equations is

R̂(T̂ ) = z exp
(
−Ta/T̂

)
, (13)

where z is an Arrhenius prefactor and Ta is an activation tem-
perature. The reaction–diffusion equation in (11) involves
the bulk-scale density ρ(x, t), the specific heat Cv and heat
release q (defined previously and taken to be constants) and
the thermal conductivity k of the solid grains (also taken to
be constant). The energy from the bulk scale is determined
by the power source term Ŝ , and this provides a coupling
with the bulk scale as discussed in the next section.

The initial conditions for the grain-scale variables are
T̂ = T0 and λ̂ = 0. The heat flux at the boundaries of the
localization spheres is assumed to be zero so that
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∂ T̂

∂r
= 0, at r = 0 and r0. (14)

Formally, no boundary conditions are required at the piston
face since u = 0 there; however, we impose symmetry con-
ditions

∂ T̂

∂x
= ∂λ̂

∂x
= 0, at x = 0,

following the boundary conditions employed at the bulk scale
for numerical convenience. The right-hand boundary at x =
L is an inflow boundary since u = −up < 0, and we impose
T̂ = T0 and λ̂ = 0 there.

2.3 Coupling

The coupling between the bulk and grain scales involves an
averaging of grain-scale quantities to determine the corre-
sponding bulk-scale quantities, and a model for the energy
deposition from the bulk scale to the grain scale as given by
Ŝ in (11). We begin by defining an average of a grain-scale
quantity over a localization sphere, 0 < r < r0, namely

f (x, t) = 〈 f̂ (r, x, t)〉 ≡ 3

r30

∫ r0

0
f̂ (r, x, t) r2dr, (15)

where f and f̂ are generic quantities defined at the bulk and
grain scales, respectively. Using (15), we set

λ(x, t) = 〈λ̂(r, x, t)〉, (16)

to determine the bulk-scale reaction progress in (8) in terms
of the grain-scale reaction progress governed by (12).

We next consider an average of the grain-scale equations
as a guide to our modeling choice for Ŝ . Using (12) to elim-
inate the reaction term in (11) and then applying the average
defined in (15), we obtain

ρCv

d

dt
〈T̂ 〉 = ρq

d

dt
〈λ̂〉 + ρ〈Ŝ〉. (17)

Making the further assumption that

T (x, t) = 〈T̂ (r, x, t)〉, (18)

and using (16), the rate of energy balance in (17) becomes

〈Ŝ〉 = Cv

dT

dt
− q

dλ

dt
. (19)

We next apply the thermal equation of state in (9) and use
a straightforward manipulation of the bulk-scale equations
in (1)–(3) to express (19) in the form

〈Ŝ〉 = p − β

αρ

dα

dt
+ p + π

ρ2

dρ

dt
. (20)

The first term on the right-hand side of (20) is the average
rate of energy due to compaction of the grains, while the
second term is the average rate of energy due to compression.
(The term due to compression does not appear in [1] due to
the assumption of incompressibility made in that work.) We
assume that the contribution from compaction is localized in
our grain-scale model, and thus, we set

Ŝ = Sαr30
r3c

H(rc − r), (21)

where H is the Heaviside function and Sα is the bulk-scale
rate of energy deposition due to compaction given by

Sα = p − β

αρ

dα

dt
= p − β

αρ
F ,

using (4).We note that 〈Ŝ〉 = Sα according to (21) so that our
model assumes that all of the bulk-scale compaction energy
is deposited uniformly into the grain scale over the energy-
deposition sphere 0 < r < rc. The remaining energy in (20)
due to compression is not localized at the grain scale, and it
is accounted for by applying the constraint on temperature
in (18) as a uniform projection of the grain-scale tempera-
ture over the whole localization sphere 0 < r < r0. This
projection is discussed further in Sect. 4.

3 Model parameters and dimensionless equations

For ourmultiscalemodel,we consider a representative explo-
sive whose ambient state is taken to be

α0 = 0.8, ρ0 = 1900 kg/m3, p0 = 7.6 MPa, λ0 = 0.

The constitutive parameters of the explosive material are
assumed to be

γ = 5, π = 3.4124 × 109 Pa, q = 5.95 × 106 J/kg,

Cv = 1500 J/(kgK),

and thus, the ambient temperature and sound speed have the
values

T0 = 300 K, c0 = 3000 m/s.

The value for the compaction viscosity in (5) is taken to be

μc = 95.76 Pa s.

123



198 J. R. Gambino et al.

The choices made above are the same as those used in [15]
with the exception of the slightly lower value for the heat
release q, so as to be more representative of practical explo-
sives.

Additional quantities relevant to the grain scale, taken
from [1], are the thermal conductivity

k = 0.502 J/(m sK),

and the microstructure parameters

R = 2.5 × 10−5 m, φ = 12,

leading to

r0 = 1.3758 × 10−5 m, rc = 3.4395 × 10−6 m,

where (10) has been employed to determine r0 and we have
taken rc = r0/4. The reaction-rate parameters in (13), taken
from [21], are

z = 2.8 × 1011 s−1, Ta = 1.79 × 104 K.

We choose to work with the problem in dimensionless
form. To do this, we first select the reference quantities

tref = 10−6 s, ρref = ρ0, uref = c0, Tref = T0, rref = r0,

for time, density, velocity, temperature and grain-scale
length, respectively, and use these to define the additional
reference quantities

pref = ρref u
2
ref , Eref = u2ref , xref = tref uref ,

for pressure, energy and bulk-scale length, respectively.
We note that the reference lengths at the bulk and grain
scales are chosen differently, while the reference time is the
same for both scales. The governing equations are rendered
dimensionless by setting ψ ′ = ψ/ψref , where ψ is an inde-
pendent or dependent variable in the equations and ψ ′ is its
dimensionless counterpart, and by using the dimensionless
parameters

μ′
c = μc

pref tref
, π ′ = π

pref
, q ′ = q

Eref
, κ ′ = Eref

CvTref
,

k′ = k tref
ρrefCvr2ref

.

We also use the dimensionless grain-scale power source and
reaction rate given by

Ŝ ′ = Ŝ tref
Eref

, R̂′ = R̂ tref = exp

[
T ′
a

(
1

T ′∗
− 1

T̂ ′

)]
,

Table 1 Reference quantities

Quantity Value Quantity Value

tref 10−6 s uref 3000 m/s

xref 3 × 10−3 m pref 17.1 × 109 Pa

rref 13.758 × 10−6 m Eref 9 × 106 J/kg

ρref 1900 kg/m3 Tref 300 K

Table 2 Dimensionless model parameters

Parameter Value Parameter Value

q ′ 0.66111 μ′
c 0.0056

π ′ 0.19956 γ 5

κ ′ 20 k′ 9.3056 × 10−4

T ′
a 59.67 T ′∗ 4.7571

where thedimensionless activation temperature and crossover
temperature are given by

T ′
a = Ta

Tref
, T ′∗ = T ′

a

ln(z tref)
.

For large activation temperatures, the crossover temperature
T ′∗ in the Arrhenius factor acts as a cutoff, reducing the reac-
tion rate to negligible levels for T ′ < T ′∗. The reference
quantities are collected in Table 1, and the dimensionless
parameters are given2 in Table 2.

The dimensionless equations at the bulk scale have the
same form as the original equations in (1)–(4), while the
thermal equation of state in (9) assumes the form

T ′ = κ ′
(
e′ − π ′

ρ′ + q ′λ
)

, (22)

and the grain-scale equations in (11) and (12) become

∂ T̂ ′

∂t ′
+ u′ ∂ T̂ ′

∂x ′ = k′

ρ′r ′2
∂

∂r ′

(
r ′2 ∂ T̂ ′

∂r ′

)

+ κ ′ (q ′(1 − λ̂)R̂′(T̂ ′) + Ŝ ′) , (23)

∂λ̂

∂t ′
+ u′ ∂λ̂

∂x ′ =(1 − λ̂)R̂′(T̂ ′). (24)

2 The values of the diffusivity k′ and the activation temperature T ′
a

appearing in Table 2 are based upon data reported in the literature but
produce a system that is much too stiff to be computationally feasible.
We have therefore opted for a larger diffusivity and a smaller activation
temperature for our computations, making sure that our choices do not
alter the value of the planar flame speed. These choices are T ′

a = 33
and k′ = 0.03. The smaller activation temperature reduces stiffness,
while the larger diffusivity broadens the flame, thereby rendering it
more amenable to accurate numerical resolution.
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We now drop the primes on the dimensionless variables and
parameters in the subsequent sections of the paper for nota-
tional convenience.

4 Numerical method

In this section we describe the numerical approach used
to solve the evolution equations governing the multiscale
model. At the grain scale, the equations in (23) and (24)
determine the evolution of the temperature T̂ and reaction
progress λ̂ as functions of the radial distance r within the
localization sphere, the bulk-scale distance x , and the time
t . We begin by introducing a uniform grid in the r -direction
and setting

T̃i (x, t) = T̂ (ri , x, t), λ̃i (x, t) = λ̂(ri , x, t),

i = 0, 1, . . . , Nr + 1,

where ri = (i−1/2)h and h = 1/Nr . In terms of the vectors
T̃(x, t) = (T̃1, . . . , T̃Nr )

T and λ̃(x, t) = (λ̃1, . . . , λ̃Nr )
T , the

discretized equations corresponding to (23) and (24) have the
form

∂

∂t
T̃ + u

∂

∂x
T̃ = k

ρ
Lh(T̃) + κ

(
qR(λ̃, T̃) + Ŝ(α, ρ, p)

)
,

(25)

∂

∂t
λ̃ + u

∂

∂x
λ̃ = R(λ̃, T̃), (26)

whereLh is a centered second-order accurate approximation
of the diffusion operator, R is the reaction term, and Ŝ is the
power source term, which depends on the volume fraction,
density, and pressure of the solid at the bulk scale according
to (21). Second-order accurate approximations of the no-flux
boundary conditions in (14) are T̃0 = T̃1 and T̃Nr+1 = T̃Nr ,
and these have been used to eliminate the ghost values at i =
0 and i = Nr + 1, respectively, from (25). Also, we include
an ignition-temperature threshold to the reaction term, R, so
that the i th component of the reaction term is set to zero if
T̃i < Tign, where Tign = 1.05 is a value slightly greater than
the (dimensionless) ambient value, T0 = 1.

The bulk-scale equations in (1)–(4)may now be combined
with the grain-scale equations in (25) and (26) to give a sys-
tem of equations of the form

∂u
∂t

+ ∂

∂x
f(u) = D(u)

∂u
∂x

+ k(u), (27)

where

u =

⎡
⎢⎢⎢⎢⎢⎢⎣

αρ

αρu
αρE
α

T̃
λ̃

⎤
⎥⎥⎥⎥⎥⎥⎦

, f(u) =

⎡
⎢⎢⎢⎢⎢⎢⎣

αρu
α

(
ρu2 + p

)
αu (ρE + p)

0
0
0

⎤
⎥⎥⎥⎥⎥⎥⎦

,

D(u) =

⎡
⎢⎢⎢⎢⎢⎢⎣

0
0
0

−u
−uI

−uI

⎤
⎥⎥⎥⎥⎥⎥⎦

,

k(u) =

⎡
⎢⎢⎢⎢⎢⎢⎣

0
0
0

F(u)

kLh(T̃)/ρ + κ(qR(λ̃, T̃) + Ŝ(α, ρ, p))
R(λ̃, T̃)

⎤
⎥⎥⎥⎥⎥⎥⎦

.

and I is the Nr ×Nr identity. Here, f(u) contains the conser-
vative components of theflux at the bulk scale, D(u)∂xu is the
nonconservative advection term, and k(u) is a source term
involving grain-scale diffusion, reaction, and the localized
power source at the grain scale due to bulk-scale compaction.
The evolution equations in (27) are to be solved subject to
the coupling constraints

λ(x, t) = 〈λ̃〉h ≡ 3
Nr∑
i=1

λ̃i (x, t)r
2
i h,

T (x, t) = 〈T̃〉h ≡ 3
Nr∑
i=1

T̃i (x, t)r
2
i h, (28)

which are second-order accurate approximations of the inte-
gral constraints in (16) and (18), respectively. The initial
conditions and boundary conditions for (27) are taken from
those discussed in Sects. 2.1 and 2.2.

The evolution governed by the first-order system in (27)
is a mixture of nonlinear advection, stiff reaction and rela-
tively weak diffusion that acts on the components of T̃ at
the grain scale. The general form of the system is similar
to ones that have appeared in several of our previous papers,
e.g., [14,15,22], and we follow a similar numerical approach
based on a second-order, Strang-type splitting method which
handles the nonlinear advection terms and the nondifferenti-
ated source term in separate steps. The time-stepping scheme
has the form

Un+1
j = Sk(�t/2) Sh(�t) Sk(�t/2)Un

j , (29)
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where Un
j is an approximation of the cell average of u(x, t)

on a uniform grid x j = j�x at a time tn , and �t is the time
step from tn to tn+1. The operators Sh(�t) and Sk(�t/2)
represent numerical integrations of the equations

∂u
∂t

+ ∂

∂x
f(u) = D(u)

∂u
∂x

, (30)

and

∂u
∂t

= k(u), (31)

over the time intervals �t and �t/2, respectively. A high-
resolution extension of Godunov’s method is used for the
hyperbolic system in (30). This method treats both the con-
servative and nonconservative advection terms, and it follows
the methods discussed in [14,22]. Numerical integration of
the source term in (31) uses a second-order accurate Runge–
Kutta (RK) error-control scheme similar to the one discussed
in [15]. A value for �t is chosen at each time step according
to a CFL stability condition. The RK integration may use
sub-CFL time steps over the interval �t/2, and the value
for �t is reduced at subsequent time steps if too many steps
are taken (typically more than 4). Further details of these
elements of the time-stepping scheme can be found in [27].

The coupling constraints in (28) are imposed after each
application of the source operator, Sk(�t/2), in (29). The
computed components of λ̃ determine the bulk-scale reac-
tion progress λ following the averaging given in (28). The
bulk-scale λ is then used in (8) and (22) to determine the
bulk-scale internal energy and temperature, respectively. The
bulk-scale temperature at this stage is not equal to the aver-
age of the computed grain-scale temperature, in general,
since the contribution to the grain-scale power source in (20)
due to bulk-scale compression has been omitted from Ŝ as
discussed in Sect. 2.3. Thus, we regard the grain-scale tem-
perature computed from Sk(�t/2) as a predicted temperature
and denote it by T̃p. The temperature average in (28) is then
used to correct the components of the predicted temperature
by applying a uniform temperature projection over the grain
scale according to the formula

T̃i = T̃ p
i + �T, i = 1, 2, . . . , Nr , �T = T − 〈T̃p〉h,

(32)

for all grid cells x j at the bulk scale. This temperature adjust-
ment accounts for the nonlocalized power source imposed on
the temperature at the grain scale due to bulk-scale compres-
sion, �T > 0, or expansion, �T < 0.3

3 In practice, we also apply the projection in (32) after the subsequent
hydro step, Sh(�t), to account for convection of the bulk-scale temper-
ature.

Solutions of the model equations possess discontinuities
at shocks and contacts, aswell as thin layers inwhich reaction
and compaction are important. We use a scheme of adaptive
mesh refinement (AMR) in order to increase the grid resolu-
tion in x and t near these thin structures. The basic approach
follows that discussed in [15] for two-phase reactive flow in
one space dimension, which is a special case of the more
general multidimensional AMR schemes described in [23–
26]. Each simulation has a base grid covering the domain
x ∈ [0, L] with �x1 = L/Nx , where Nx is the number of
grid cells of the base grid. As the solution evolves in time,
grids at finer levels of refinement may be added into the
AMR-system in order to increase the resolution where the
solution is changing rapidly in either space or time. (Fine
grids may also be removed if the solution is sufficiently
resolved on coarser grids.) Thin layers in space are detected
by flagging cells where the magnitude of the second undi-
vided difference of the components of Un

j is larger than a
tolerance. Rapid temporal variations are flagged by mon-
itoring the number of sub-CFL time steps needed for the
integration of the source term. Once all the cells have been
checked, refinement grid patches are created over the flagged
cells.We use a refinement factor of nr = 4 for all calculations
and a maximum of 
max refinement levels, where 
max = 3
typically. We note that layers also exist in the grain-scale
direction balancing diffusion and reaction, but these layers
(i.e., flames) are resolved without AMR using a sufficiently
fine grid in the r -direction.

5 Verification

The convergence of numerical solutions on the AMR-grid
system may be judged by comparing solutions using a fixed
grid spacing on the base grid, �x1 = 1/500, with increasing
values of 
max to systematically increase the effective grid
resolution. Of particular interest is the behavior of the solu-
tion near thin-layered structures, such as compaction layers,
shocks and reaction zones, as well as the behavior in smooth
regions of the flow structure. Figure 3 shows profiles of the
bulk-scale density, velocity, pressure, and reaction progress
at t = 8 for varying choices of 
max between 1 and 3. The
(dimensionless) upstream conditions are given by

α0 = 0.8, ρ0 = 1, u0 = −0.0667,

p0 = 4.444 × 10−4, T̂0 = 1, λ̂0 = 0,

with the reaction, diffusion, and equation of state param-
eters provided in Table 2. The initial velocity corresponds
to a piston velocity of 200 m/s. The number of grain-scale
grid points used is Nr = 160 for all values of 
max. The com-
paction layer near x = 14 is well resolved for all three values
of 
max, while the primary reaction zone near x = 5 is well
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Fig. 3 Profiles of bulk-scale
density, velocity, pressure, and
reaction progress at t = 8 for

max = 1 (green curves), 2 (red),
and 3 (blue). All solutions use a
base grid with �x1 = 1/500
and a grain-scale grid with
Nr = 160
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resolved on the finest two grid resolutions, 
max = 2 and 3.
The convergence behavior shown in Fig. 3 is representative
of a developing detonation for the multiscale model.

In order to examine the convergence behavior for dif-
ferent resolutions at the grain scale, the calculations above
are repeated with 
max held fixed at a value of 3, but with
Nr = 40, 80, and 160. Figure 4 shows the behavior of the
bulk-scale density, velocity, pressure, and reaction progress
at t = 8 for the same initial conditions and parameters used
for the convergence study shown in Fig. 3. As before, we note
excellent agreement of the profiles for the highest two reso-
lutions indicating that the grain-scale is sufficiently resolved
to accurately determine the bulk-scale behavior.

The subsequent calculations presented in Sect. 6 use the
same value of �x1 along with 
max = 3 and Nr = 160.

6 Results

The aim of this investigation is to examine the evolution-
ary behavior of the model under study, with emphasis on the
mechanics of formation and propagation of detonation struc-
tures. A number of studies were conducted to explore the
dependence of the evolutionary process on system parame-
ters.We have chosen to focus on two parameters in particular,
the crossover temperature T ∗ and the diffusivity k, the former
representing chemical kinetics and the latter thermal trans-

port at the grain scale. The results are first described in detail
for Case 1, a base case corresponding to the representative
set of system parameters listed in Table 2. The results for
this case are followed by briefer descriptions of the results
for two other cases, Case 2 corresponding to a lower value
of T ∗ and Case 3 to a smaller value of k.

6.1 Case 1: Base case

6.1.1 Formation and propagation of the initial reaction
wave, Case 1

We begin with a description of the early-time evolution at the
bulk scale, with the relevant profiles displayed in Fig. 5. Fol-
lowing impact, passage of the piston-driven shock compacts
the material behind it to an increasing degree, even as the
shock itself loses strength due to energy transfer to the grain
scale. The shock disappears altogether by t = 0.4 as evident
in the profiles of pressure, density, and temperature. Tem-
perature increases gradually behind the wavehead but more
rapidly near the piston face which is also the site of strongest
reactant consumption. This rise in temperature is accompa-
nied by an increase in pressure and a drop in density. Thus, the
material, after having experienced a small amount of com-
pression immediately behind the wavehead, expands at the
rear of the wave.We shall see that this expansion has a signif-
icant influence on the events at the grain scale. We note that
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Fig. 4 Profiles of bulk-scale
density, velocity, pressure and
reaction progress at t = 8 for a
grain-scale grid with Nr = 40
(green curves), 80 (red), and 160
(blue). All solutions use a base
grid with �x1 = 1/500 and

max = 3
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the leading edge of the reaction zone continues to lag behind
the wavehead. By t = 0.8 the temperature increase behind
thewavehead has accelerated, accompanied by stronger reac-
tant consumption and faster increases in pressure and density
at the same location. By t = 1 this feature has become more
pronounced, causing the profiles to steepen further. It is note-
worthy that the highest bulk temperature of about 2.4 is still
significantly below the crossover temperature T ∗ = 4.75, so
that the reaction seen at the bulk scale at these early times
is the result of heating not at the bulk scale but at the grain
scale, as we now show.

The grain-scale events at t = 1 are captured in Fig. 6 in the
contours of grain-scale reaction progress λ̂ and grain-scale
temperature T̂ . In these contour plots, drawn in the x–r plane,
λ̂ ranges from 0 to 1 and T̂ from 0 to 20. The plots show that
when the compactionwave passes over a grain at location x , it
deposits compaction energy in the region r ∈ [0, rc] where
rc = 0.25. The temperature in this region rises to a value
above the crossover temperature, creating a hot spot in which
vigorous reaction is initiated. This results in the creation of
a flame front, essentially an interface between the unreacted
and fully reacted sections of the grain, that advances into the
region r > rc. The farther behind thewavehead an x-location
is, the farther in r the flame has advanced. (Corresponding
plots at earlier times show similar features and are there-
fore not displayed.) The plots at t = 1 show three other
noteworthy features. First, the flame is hottest at the wave-

head but becomes progressively cooler at locations farther
behind the wavehead. The reason is the bulk-scale expansion
alluded to above, which applies uniformly across the grains.
Second, at x = 0, λ < 0.5 (see Fig. 5) but λ̂(0, r, 1) = 1
for r ∈ [0, 0.6]. This seeming disparity is due to the con-
tribution of geometry in the computation of the bulk-scale
average of a grain-scale quantity. Third, near the piston there
is a hint of the flame slowing down. We examine this feature
in some detail by focusing on the radial profiles of λ̂, T̂ , and
the grain-scale reaction rate at the piston face, x = 0. The
evolution of these profiles is displayed in Fig. 7.

Figure 7a shows that as time increases from t = 0.2 to
t = 1.0, the flame travels radially outward from the energy-
deposition region, losing both strength and speed as it does
so. Profiles of λ̂ attest to the loss in flame speed, while the loss
in strength is evident in the profiles of the temperature and
the reaction rate. Figure 7b displays profiles from t = 2.0
to t = 3.5 wherein the flame stands still, weakening fur-
ther as heat is lost from the burned to the unburned side
of the flame. Profiles from t = 4.5 to t = 6.0, shown in
Fig. 7c, demonstrate that heat transferred to the unburned
side by diffusion has raised the temperature on that side suf-
ficiently to spur reaction there. The resulting energy release
accelerates the reaction and raises the temperature of the pre-
viously unburned region still further to the extent that the
direction of heat transfer is reversed. In fact the profiles in
Fig. 7d, from t = 6.5 to t = 7.0, point to a flame rever-
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Fig. 5 The formation of the initial reaction wave for Case 1. Profiles of volume fraction, density, pressure, temperature, and reaction progress at
t = 0.1, 0.4, 0.6, 0.8, and 1.0. The arrow indicates passage of time
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Fig. 6 Contour plots of the grain-scale variables T̂ (left) and λ̂ (right) at t = 1 for Case 1

sal, i.e., a flame traveling radially inward from the boundary
r = 1 to rapidly consume the pocket of the yet unburned
reactant.

We now turn to Fig. 8, which shows the states of the grain-
scale and the bulk-scale systems at t = 4.0. The bulk-scale
wave, which had shown signs of steepening as early as t = 1,
has now developed a shock, L1, at the wavehead, with a
correspondingly thin compaction zone. At the grain scale,
the flame immediately behind the wavehead is just at the
edge of the energy-deposition region there, but at locations
further behind the wavehead the flame has advanced radially
outward. Except for a discernible region behind and close
to the wavehead, the radial advance of the flame is more or
less uniform at all x-locations within the wave, a result of
the expansion-induced cooling of the flame back toward the
piston, discussed earlier. We note that throughout the wave

a broad swath of unreacted material persists near the outer
radial boundary, r = 1.

6.1.2 Formation and propagation of the secondary reaction
wave: Case 1, Cycle 1

The situation at t = 7.0 is shown in Fig. 9 and is best under-
stood in conjunction with Fig. 7d. We note that at the piston
face the consumption of the unreacted pocket near r = 1 by
the reverse flame, shown in Fig. 7d, has led to a local increase
in the grain-scale temperature, which in turn has contributed
to the appearance of local peaks in the bulk-scale quantities
near x = 0. Thus, a secondary wave is born near the piston
as the lead shock continues its advance. Figure 10, corre-
sponding to t = 7.1 and drawn on a magnified horizontal
scale, shows that this secondary wave quickly develops into
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Fig. 7 Flame quenching and
rebirth at the piston face for
Case 1. Profiles of λ̂, T̂ , and
grain-scale reaction rate R̂ at
a t = 0.2, 0.4, 0.6, 0.8, and 1.0;
b t = 2.0, 2.54, 3.0, and 3.5;
c t = 4.5, 5.0, 5.5, and 6.0; and
d t = 6.5, 6.7, 6.9, and 7.0.
Arrows indicate progression of
time
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a shock, A1, which moves rapidly into the partially reacted
region identified above and heats it to a temperature signifi-
cantly above the crossover temperature. A vigorous reaction
ensues and the hitherto unreacted material is rapidly con-
sumed, before reverse flames of the kind discussed above
have had the opportunity to do so. The secondary shock is
now located at x = 0.63.Behind this shock, between x = 0.1
and x = 0.4, there is a remnant of partially reacted material.
The secondary shock was too weak when it traversed this
section, but became strong beyond the leading edge of the
section to initiate the uniform reaction now seen immediately
behind the shock.

6.1.3 Formation and propagation of the secondary reaction
wave: Case 1, Cycle 2

Profiles of bulk-scale reaction progress and pressure dis-
played in Fig. 11 for times ranging from t = 7.0 to t = 10.0

show that the secondary shock A1, passing through mate-
rial already processed by the lead shock L1, separates fully
reacted material behind it from partially reacted material
in front of it, and is stronger than, and travels faster than,
the lead shock. The two shocks collide around t = 10.9,
and the collision event is shown in the profiles of bulk-
scale pressure, reaction progress and temperature displayed
in Fig. 12. The collision generates three waves, a weak
and barely discernible reflected shock traveling backward,
a shock L2 transmitted into the ambient material, and a con-
tact surface C1, all clearly evident in Fig. 12. It is now
the contact surface that separates the fully reacted mate-
rial behind it from the partially reacted material ahead of
it and behind the transmitted shock. The bulk-scale profiles
of Fig. 13 show the propagation of the transmitted shock
L2 over the period t = 11.0 to t = 13.0. Initially over-
driven, the shock decays to settle at a fixed strength by around
t = 12.0.
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Fig. 8 Profiles for Case 1 of the bulk-scale quantities p and λ (top) and contour plots of the grain-scale variables T̂ (bottom left) and λ̂ (bottom
right) at t = 4
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Fig. 9 Profiles for Case 1 of the bulk-scale quantities p and λ (top) and contour plots of the grain-scale variables T̂ (bottom left) and λ̂ (bottom
right) at t = 7

A combined portrait of grain-scale and bulk-scale quan-
tities at t = 13.0 is displayed in Fig. 14. The contour plots
in this figure show that between the now lead shock L2 and
the contact surface C1 there exists a flame spreading radially
outward at the grain scale. It is useful to contrast this flame
with a similar flame that appeared at t = 4.0 in the region

between the lead shock and the piston, as seen in the corre-
sponding contour plots of Fig. 8. At that early time, the flame
was propagating into essentially unreacted material, whereas
now thematerial, after having been processed by the stronger
transmitted shock, has already experienced some reaction.
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Fig. 10 Profiles for Case 1 of the bulk-scale quantities p and λ (top) and contour plots of the grain-scale variables T̂ (bottom left) and λ̂ (bottom
right) at t = 7.1, near the piston face

Fig. 11 The progression of the
secondary reaction wave for
Case 1. Profiles of pressure and
reaction progress at t = 7.0, 8.0,
9.0, and 10.0
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Fig. 12 The collision of the
secondary reaction wave with
the lead wave for Case 1.
Profiles of pressure and reaction
progress at t = 10.8, 10.9, and
11.0
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The flame is now hotter and has travelled closer to the outer
boundary r = 1.

The formation of a new secondary reaction zone immedi-
ately ahead of the contact is illustrated in Fig. 15, drawn for
t = 14.5. The situation is analogous to that of the re-ignition
of the quenched flame near the piston face at t = 7.0, dis-

played in Fig. 9. Such a quenched flame is now found in
the vicinity of the contact. Diffusion transfers heat from the
hot region behind the flame to the cold region ahead and in
this case propels the flame forward, rather than creating the
reverse flame seen in the earlier instance. This new secondary
reaction zone creates a wave at the macro-scale which will
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Fig. 13 The propagation of the
transmitted shock for Case 1.
Profiles of pressure and reaction
progress at t = 11.0, 12.0, and
13.0
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Fig. 14 Profiles for Case 1 of the bulk-scale quantities p and λ (top) and contour plots of the grain-scale variables T̂ (bottom left) and λ̂ (bottom
right) at t = 13.0

transition into another secondary detonation. This secondary
detonation, once initiated, begins to consume the unreacted
explosive left behindby the lead shockwave. Figure 16 shows
the bulk pressure and grain-scale reaction progress at t = 16.
We notice that the new secondary shock A2 is again stronger
and faster than the current lead shock L2 due to the higher
pressure ahead of this shock. The difference in shock speeds
will eventually lead to the collision of the two shocks much
in the same way as the earlier collision at time t = 10.9.

The new secondary shock is found to collide with the
lead shock at t = 17.6, leading to the transmittal of yet
another shock, L3, into the unreacted material. The process
of a new secondary shock forming and then colliding with
the new lead shock occurs repeatedly. The new secondary
shock appears near but not at the contact wave and again
overtakes the lead shock leading to another collision. Each
time the shocks collide, the initial transmitted shock has a

larger maximum pressure. Figure 17 shows the density, pres-
sure, reaction progress and temperature profiles at t = 10.9,
17.7, and 24.8. Each of these times immediately follows the
formation of a transmitted shock. As evidenced by the pres-
sure profile, each occurrence results in the new transmitted
shock being stronger than the previous shock.

6.2 Case 2: Lower crossover temperature

We now examine the case where the crossover temperature
T ∗ has been reduced to 4.0 from the base-case value of 4.75.
This makes the explosive more reactive at lower tempera-
tures. We shall find that the overall scenario following piston
impact retains the repetitive character seen in Case 1: A zone
of enhanced reaction appears behind the lead shock, giving
rise to a new shock which overtakes and collides with the
lead shock, thereby resulting in a faster and stronger trans-
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Fig. 15 Profiles for Case 1 of the bulk-scale quantities p and λ (top) and contour plots of the grain-scale variables T̂ (bottom left) and λ̂ (bottom
right) at t = 14.5
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Fig. 16 Profiles for Case 1 of the bulk-scale quantities p and λ (top) and contour plots of the grain-scale variables T̂ (bottom left) and λ̂ (bottom
right) at t = 16.0

mitted shock which becomes the new lead shock for the next
cycle. The details differ significantly, however, and it is on
them that the discussion will chiefly be focused. We shall
describe the events mostly by displaying bulk-scale profiles,
resorting to grain-scale contour plots sparingly for additional
clarification.

6.2.1 Formation and propagation of the initial reaction
wave, Case 2

The early-time evolution at the bulk scale is displayed in the
profiles gathered in Fig. 18. These profiles correspond to the
same instants of time, t = 0.1, 0.4, 0.6, 0.8, and 1.0, as were
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Fig. 17 The first three
transmitted shocks for Case 1.
Profiles at t = 10.9, 17.7, and
24.8 of pressure and reaction
progress
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chosen for the base case in Fig. 5. The development is akin
to that for the base case, but faster. The wavehead steepens
into a shock (labeled L1) sooner, the wave travels farther, the
compaction zone is thinner, and the peaks in temperature,
pressure, and reaction progress are all higher at the corre-
sponding time levels. The profiles of density again show an
expansion behind the shock. The contour plots of reaction
progress and temperature at the grain scale, shown in Fig. 19
for t = 1, reveal that in the region between the piston and
the wavehead, the flame has now propagated farther into the
grain than it did for the base case illustrated in Fig. 6.

6.2.2 Formation and propagation of the secondary reaction
wave: Case 2, Cycle 1

As the primary reaction wave headed by the shock L1

advances, a secondary reaction zone begins to form between
L1 and the piston face. Its structure at the grain scale, as a
flame advancing radially outward, is evident in the contour
plots of λ̂ and T̂ at t = 2.0 in Fig. 20. Its bulk-scale manifes-
tation appears in the profiles of λ and p plotted from t = 1.7
to t = 2.8 in Fig. 21. The profiles in Fig. 21a show the buildup
of reaction within the secondary zone and the broadening of
the associated pressure pulse. The profiles in Fig. 21b show
the left-traveling and right-traveling edges of the pulse steep-
ening into shocks at t = 2.0 and t = 2.1, respectively. The
left-traveling shock A1 quickly strengthens as the reactant
behind it is fully consumed. It collides with the piston and
reverses direction, now losing strength as it traverses right-
ward through the fully reacted region it had just created.
Meanwhile, shock B1 at the right edge continues to grow
at a slower pace, with only partial consumption of reactant
occurring behind it. Also noteworthy in the pressure profile at
t = 2.2 is the appearance of yet another right-traveling shock
B2 and the associated bump in the profile of λ. This shock,
though relatively weak at this stage, will play an important
role in later developments. The profiles in Fig. 21c show
the reflected shock A1 entering the region of partial con-
sumption, consuming the reactant fully and thereby gaining
strength. By t = 2.4 the reaction behind shock B1 has also
intensified sufficiently such that at this stage, both shocks are

followed by zones of complete reaction. At t = 2.5, shock
B1 has just collided with the comparatively weak lead shock
L1. The result is a contact surface C1, a very weak reflected
shock and a stronger transmitted shock L2 which becomes
the new lead shock. The profiles in Fig. 21d show L2 to be
losing strength as it advances into the ambientmaterial. Reac-
tion behind L2 is now only partially complete, and there is a
jump in λ across the contact surface. Meanwhile, shock A1

overtakes shock B2 just after t = 2.6, generating a reflected
shock traveling leftward which we shall continue to label
as B2. The transmitted shock, still labeled A1, continues its
passage through the partially reacted pocket, weakening as
it does so but fully consuming the pocket by t = 2.8. At this
time, a state of complete reaction exists between the piston
and the contact surface C1, and both shocks A1 and L2 are
becoming weaker.

6.2.3 Formation and propagation of the secondary reaction
wave: Case 2, Cycle 2

Figure 22a displays the profiles of pressure and reaction
progress at times t = 3.1 to t = 3.5. At t = 3.1, the
wave portrait consists of lead shock L2 followed in order
by the contact C1, shock A1 and shock B2. We observe that
shock B2 is traveling leftward, while the other two shocks
are propagating to the right. Between L2 and the contact sur-
face the region is one of partial reaction, while the reaction
is complete behind the contact. By t = 3.3 shock A1 has
overtaken the contact. The collision preserves the shock and
the contact but generates a weak rarefaction traveling back-
ward. The region between the contact and the shock A1 is
now an expanding site of enhanced reaction, as can be seen
in the profiles of λ at times 3.3 and 3.5. Also, the shock B2

is now traveling rightward, after having reflected off the pis-
ton face between times t = 3.1 and t = 3.3. The profiles
in Fig. 22b, drawn for times t = 4.0 to t = 4.8, show that
the shock A1 continues to travel through the partially reacted
material processed by the lead shock L2, strengthening the
reaction as it does so. By t = 4.4 a thin region behind shock
A1 has appeared in which full consumption has occurred.
At t = 4.6, this region has broadened as the shock A1 has
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Fig. 18 The formation of the
initial reaction wave for Case 2.
Profiles of volume fraction,
density, reaction progress,
pressure and temperature at
t = 0.1, 0.4, 0.6, 0.8, and 1.0.
The arrow indicates passage of
time
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Fig. 19 Contour plots of the grain-scale variables T̂ (left) and λ̂ (right) for Case 2 at t = 1
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Fig. 20 Contour plots of the grain-scale variables T̂ (left) and λ̂ (right) for Case 2 at t = 2
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Fig. 21 Evolution of the
secondary reaction zone for
Case 2. Profiles of reaction
progress and pressure
a at t = 1.7, 1.8, and 1.9;
b at t = 2.0, 2.1, and 2.2;
c at t = 2.3, 2.4, and 2.5; and
d at t = 2.6, 2.7, and 2.8
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advanced further. Between this region and the contact the
material is still only partially reacted. Shock A1 is moving
faster than the lead shock and by t = 4.8 has overtaken L2

so that the transmitted shock becomes the new lead shock,
L3. Also generated by the collision is a weak reflected shock,
and more importantly a second contact, C2, separating par-
tially reacted material ahead of it from fully reacted material
behind.

6.2.4 Formation and propagation of the secondary reaction
wave: Case 2, Cycle 3

Cycle 2 above endedwith the appearance of a new lead shock,
L3, followed by two contacts,C2 andC1, eachwith an incom-
plete reaction zone ahead of it and a complete reaction zone
behind it. The next stage of evolution is illustrated in the
bulk-scale reaction-progress and pressure profiles collected
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Fig. 22 Evolution of the
secondary reaction zone,
Cycle 2, for Case 2. Profiles of
reaction progress and pressure
a at t = 3.1, 3.3, and 3.5; and
b at t = 4.0, 4.4, 4.6, and 4.8
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in Fig. 23, covering the time span t = 4.8 to t = 8.0. The pro-
files of Fig. 23a show that between t = 4.8 and t = 5.0, the
shock B2 has crossed the contactC1. The result is a strength-
ening of the shock B2 and an enhanced reaction between
shock B2 and the contact C1. By t = 5.2 a thin zone of com-
plete reaction appears behind the shock B2. This situation is
similar to what was seen in Cycle 2, Fig. 22a, around t = 3.3.
Meanwhile, the lead shock L3 continues to advance into the
ambient region, with decreasing strength and a broadening
zone of partial reaction behind it. The profiles of Fig. 23b
show that by t = 5.5 the shock B2 has grown considerably
in strength and has nearly reached the right extremity of the
partial reaction region,which is fully devoured by t = 6.0.At
t = 6.0 and 6.5, the shock B2 finds itself in a fully reacted
region, losing strength in the absence of any energy input
from reaction. At t = 7.0, the shock B2 has crossed the
contact C2 and entered a region of partial reaction, where it
experiences a boost in strength as it enhances the reaction.
The profiles of Fig. 23c show that reaction enhancement and
shock strengthening continue at times t = 7.4 to t = 8.0, and
that the buildup of reaction behind the shock B2 gives rise
to a reaction wave propagating backward into the partially
reacted material. The lead shock L3 continues to advance at
an essentially steady rate. The final stage of Cycle 3 is dis-
played in the profiles of Fig. 24, plotted from t = 10.0 to
10.8. These profiles show the secondary shock B2 continuing
to strengthen as it closes in on the lead shock L3. The two
shocks collide between t = 10.6 and t = 10.8, giving birth
to a new lead shock, L4, and a new contactC3. The shock L4

exhibits a drop in strength as it propagates into the ambient
material.

To summarize, the lower crossover temperature makes the
explosive more reactive but the repetitive character of evolu-
tion, wherein a typical cycle consists of a secondary shock
overtaking the lead shock and generating a newcontactwhere
reaction enhancement and the birth of a new secondary shock
will occur in due course, is preserved.

6.3 Case 3: Lower diffusion parameter

We now consider the case for which the value of the diffu-
sion parameter k has been reduced from 0.03 for the base
case to 0.02. Diminution in the diffusive transport of heat
leads to competing effects at the grain scale. On the one
hand, energy is lost at a reduced rate from the deposition
region within the grains so that temperature there is higher,
thereby increasing the reaction rate and hence the initial
rate of flame spread. On the other hand, diffusive preheat-
ing of the ambient material ahead of the flame occurs at
a reduced rate, thereby lowering the flame speed. The out-
come of this competition is a scenario that is altered in fine
details from the two cases already considered, but is pre-
serving of the overall, cyclical nature of the evolutionary
process. A brief description emphasizing the differences fol-
lows.

6.3.1 Formation and propagation of the initial reaction
wave, Case 3

The early-time behavior following piston impact is essen-
tially the same as that for the base case. The profiles of the
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Fig. 23 Evolution of the
secondary reaction zone,
Cycle 3, for Case 2. Profiles of
reaction progress and pressure
a at t = 4.8, 5.0, and 5.2;
b at t = 5.5, 6.0, 6.5, and 7.0;
and c at t = 7.4, 7.6, 7.8, and 8.0
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Fig. 24 Evolution of the
secondary reaction zone,
Cycle 3, for Case 2. Profiles of
reaction progress and pressure at
t = 10.0, 10.5, 10.6, and 10.8
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bulk properties, not shown for the case under consideration
in the interest of brevity, are nearly identical to those for the
base case displayed in Fig. 5, with the exception that tem-
perature and reaction progress near the piston face are now
slightly higher.

6.3.2 Formation and propagation of the secondary reaction
wave: Case 3, Cycle 1

As in the previous cases the lead wave steepens into a shock,
L1, and continues its advance. Unlike Case 1 where a sin-
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Fig. 25 Contour plots of the grain-scale variables λ̂ and T̂ , at t = 6.0 for Case 3

gle secondary reaction zone developed at the piston (Fig. 9),
or Case 2 where a broad secondary reaction zone appeared
between the piston face and the lead shock (Fig. 20), two sep-
arate zones of secondary reaction now emerge. These will be
referred to as the trailing and leading zones,where the trailing
zone is situated at the piston as before and the leading zone
sits between the piston and the lead shock. These zones are
visible in the contour plots of grain-scale reaction progress
and temperature at t = 6.0, shown in Fig. 25. The trailing
zone has the same grain-scale origin as that in Case 1; a flame
propagating radially outward stalls before reaching the grain
boundary, and the pocket of unreacted explosive ahead of it
is ignited by heat transfer from the burned to the unburned
side. The process is illustrated in Fig. 26, which displays
the profiles of grain-scale temperature and reaction progress
against r at the piston face. A comparison with the corre-
sponding profiles for Case 1 drawn in Fig. 7 shows that the
process is somewhat faster in the present case. Specifically,
the reverse flame near the boundary r = 1 now develops
around t = 6.3, Fig. 26d, rather than around t = 6.7 for
Case 1. The origin of the leading secondary reaction zone,
between the piston and the lead shock, is analogous to that
seen in Case 2.

The corresponding development at the bulk scale is shown
in the profiles of reaction progress and pressure, displayed
in Fig. 27a from t = 1.0 to t = 6.0. Evolution of enhanced
reactivity at the two secondary zones identified above is evi-
dent in these profiles. Local bumps in pressure in the two
zones appear prominently at t = 6.0.

The profiles in Fig. 27b, plotted from t = 6.4 to t = 6.8,
show further strengthening of both secondary reaction zones
and the development of a shock in each, reminiscent of sim-
ilar developments in Case 2 that are displayed in Fig. 21.
At t = 6.8, the trailing-zone shock A1 is stronger than the
leading-zone shock B1, strong enough so that the reaction
is complete behind the shock A1 but only partially complete
behind the shock B1. The profiles in Fig. 27c, plotted from
t = 7.0 to t = 7.4, show that at t = 7.0 shock A1 has
moved closer to shock B1, which in turn is about to col-
lide with the lead shock L1. The collision occurs just before
t = 7.2 and results, as in previous cases, in a transmitted

shock L2, a contact C1 and a weak reflected shock T2. At
its birth, the shock L2 is strong enough to produce a thin
zone of complete reaction behind it, but as the profiles at
t = 7.4 show, L2 loses strength quickly as it travels through
the ambient material, leaving a zone of only partial reaction
between it and the contactC1, while the aforementioned thin
zone of complete reaction persists behind the contact C1.
At this time, the reflected shock T2 is stronger, and shock
A1 continues to advance and fully consume the partially
reacted material through which it travels, even as it loses
strength somewhat due to the positive gradient in λ ahead of
it.

6.3.3 Formation and propagation of the secondary reaction
wave: Case 3, Cycle 2

Figure 28a shows the bulk-scale reaction progress and pres-
sure profiles from t = 8.3 to t = 8.9. By t = 8.3 the wave
structure just described, consisting of lead shock L2, con-
tact C1, trailing shock A1 and reflected shock T2 as its main
ingredients, has undergone a slight adjustment in that shock
T2 has passed through shock A1 and is now receding away
from it. At t = 8.7, shock A1, continuing to weaken yet still
causing full consumption of the material through which it
passes, is approaching the thin zone of full reaction behind
the contact C1. At t = 8.9, shock A1 has advanced through
most of this zone, and the resulting loss of reactive support
has weakened the shock still further, now rather dramatically.
The loss of pressure at the shock has created a rarefaction R1

in the pressure profile behind the shock. The reflected shock
T2 has also lost strength upon passage through fully reacted
material. There are other small-scale disturbances in the pres-
sure profile in the fully reacted region, some traveling to the
right and others to the left.

Bulk-scale reaction progress and pressure profiles from
t = 9.1 to t = 9.7 are displayed in Fig. 28b. At t = 9.1,
shock A1 has just crossed contact C1 into the region of
partial reaction behind shock L2. Noteworthy features are
the strengthening of the shock due to the reinstatement of
reaction and a second rarefaction R2 behind the shock. The

123



Numerical study of multiscale compaction-initiated detonation 215

Fig. 26 Flame quenching and
rebirth at the piston face for
Case 3. Profiles of λ̂, T̂ , and
grain-scale reaction rate at
a t = 0.2, 0.4, 0.6, 0.8, and 1.0;
b t = 2.0, 2.5, 3.0, and 3.5;
c t = 4.5, 5.0, 5.5, and 6.0; and
d t = 6.2, 6.3, 6.4, and 6.5.
Arrows indicate progression of
time
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reason for this additional pressure loss is the presence of a
weak temperature dip ahead of the contact C1, which is not
shown in the figure. As shock A1 advances into the partially
reacted medium, it continues to get stronger, and as the pro-
files at t = 9.5 and t = 9.7 show, material passing through
this shock experiences an increasing amount of reactant con-
sumption. In fact, at t = 9.7 the reaction immediately behind
the shock is complete. Meanwhile, the lead shock has settled
down to a steady profile.

The profiles in Fig. 28c, drawn for times t = 10.0 to
t = 11.1, show shock A1 to be gathering strength still further
and gaining over the lead shock L2, as it leaves in its wake
an expanding region of complete reaction. Only a narrowing
pocket of partial reaction survives ahead of contact C1. At
t = 10.9, shocks A1 and L2 are about to collide, and the
post-collision profiles at t = 11.1 show a new lead shock L3

and a new contact C2, along with the hint of a weak reflected

shock. This structure is reminiscent of that in Cycle 2 of
Case 2, discussed earlier in Sect. 6.2.3.

6.3.4 Formation and propagation of the secondary reaction
wave: Case 3, Cycle 3

Figure 29a displays the profiles of reaction progress and pres-
sure from t = 13.0 to t = 16.0. For clarity we have elected
to limit the display to the region in the vicinity of the wave-
head. The profiles show the lead shock L3 followed by the
contact C2 which separates the fully reacted region behind
it from the partially reacted region in front of it. Behind the
contact but closing in on it is a weak shock D, the forward-
most remnant of the pressure disturbances identified in the
pressure profile at t = 8.9 in Fig. 28a.

The profiles in Fig. 29b, drawn for times from t = 16.1
to t = 16.7, show the shock D overtaking the contact C2 at
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Fig. 27 Evolution of the
secondary reaction zones,
Cycle 1, for Case 3. Profiles of
reaction progress and pressure
a at t = 1.0, 2.0, 3.0, 4.0, 5.0, and 6.0;
b at t = 6.4, 6.6, and 6.8; and
c at t = 7.0, 7.2, and 7.4

(a)

x

0

0.1

0.2

0.3

0.4

λ

x

0

0.2

0.4

0.6

0.8

1

1.2

p

L1

(b)

x

0

0.2

0.4

0.6

0.8

1

λ

x

0

1

2

3

4

5

6

7

p

A1

L1

B1

(c)

x

0

0.2

0.4

0.6

0.8

1

λ

C1
A1

L2

x

0 2 4 6 8 10 0 2 4 6 8 10

0 2 4 6 8 10 12 0 2 4 6 8 10 12

0 5 10 0 5 10
0

2

4

6

8

10

12

p A1

L2

B1

L1
T2

t = 16.1. The shock is strengthened by chemical reaction
upon entering the partially reacted region and by t = 16.7
has become stronger than the lead shock, causing complete
consumption of the material passing through it. Profiles for
times t = 20.0 to t = 23.0, shown in Fig. 29c, confirm
the inevitable: Shock D advances toward the lead shock and
collides with it at t = 22.2, generating a new lead shock L4

and a contact C3. Thus, the scenario is similar to those for
Cases 1 and 2.

7 Conclusions

Acomprehensive computational studyof compaction-induced
detonation in a high-energy granular explosive has been con-
ducted. The explosive is treated as a porous solid, modeled

at the bulk scale as a compacting continuum and at the meso-
scale as a collection of identical, closely packed spherical
grains capable of undergoing reaction and conductive heat
transport. The two scales are coupled in an energetically con-
sistent manner. Impact by the driving piston compacts the
bulk and induces plastic deformation and localized energy
deposition in the grains at the sites of intergranular con-
tact. The resulting temperature rise creates hot spots where
reaction begins preferentially. The space-averaged reaction
progress at the grain scale determines the reaction progress
at the bulk scale. Thus, the grain-scale model may be viewed
as the vehicle that supplies an averaged reaction rate to the
bulk scale.

Earlier work by Gonthier had focused on steady travel-
ing waves, with an eye on assessing whether the hot-spot
temperatures were high enough to result in the onset of sus-
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Fig. 28 Evolution of the
secondary reaction zones,
Cycle 2, for Case 3. Profiles of
reaction progress and pressure
a at t = 8.3, 8.7, and 8.9;
b at t = 9.1, 9.5, and 9.7; and
c at t = 10.0, 10.5, 10.9, and 11.1
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tained combustion. We have examined the transient behavior
in detail, for idealized modeling choices to be sure, to dis-
cover the evolutionary processes exhibited by the model and
the eventual outcome resulting therefrom. The study has
been conducted for three representative parameter choices
and finds that none of the cases exhibits a steady travel-
ing wave; rather, combustion proceeds in a cyclical fashion
in each case. Typically, a primary lead shock induced by
compaction and supported by reaction loses strength as it
propagates through ambient material. Reaction in the par-
tially reacted material behind the primary shock generates a
stronger and faster secondary shock which overtakes the pri-
mary shock to become the new lead shock, and the process
repeats itself. Although the precise mechanisms responsible
for the creation of the secondary shock are dependent upon
the prevailing parameters, the general features are preserved
from one case to the next. It is worth pointing out that we are

not aware of experimental evidence that would support the
above outcome.

The evolutionary conduct of themodel depends, of course,
upon the modeling choices made. For computational fea-
sibility we have chosen a larger diffusion coefficient and
a weaker temperature sensitivity of the reaction rate than
realism would require. Some experimentation with chang-
ing the relevant parameters shows little qualitative change in
the results. Other choices include the neglect of the intersti-
tial gas and the treatment of the explosive as a single-phase
material, the adoption of a simple equation of state, the local-
ization and energy-deposition strategies, the assumption of
incompressibility at the grain scale and the absence of dif-
fusive communication among grains. Accounting for the
gaseous constituents, both ambient gas and reaction prod-
ucts, would require the more complex multiphase approach.
Adoption of a realistic equation of state would also add to
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Fig. 29 Evolution of the
secondary reaction zone,
Cycle 3, for Case 3. Profiles of
reaction progress and pressure
a at t = 13.0, 14.0, 15.0, and 16.0;
b at t = 16.1, 16.3, 16.5, and 16.7; and
c at t = 20.0, 21.0, 22.2, and 23.0
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the complexity of the model. In recent work [27] with the
two-phase model and with realistic equations of state we
have shown that certain aspects of the results can be quite
sensitive to the reaction rate and the equations of state. Fur-
ther work exploring relaxation of some of the assumptions is
planned.
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