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Abstract A 4-species 4-step global reaction mechanism
for detonation calculations is derived from detailed chem-
istry through thermochemical approach. Reaction species
involved in the mechanism and their corresponding molecu-
lar weight and enthalpy data are derived from the real equi-
librium properties. By substituting these global species into
the results of constant volume explosion and examining the
evolution process of these global species under varied condi-
tions, reaction paths and corresponding rates are summarized
and formulated. The proposed mechanism is first validated
to the original chemistry through calculations of the CJ det-
onation wave, adiabatic constant volume explosion, and the
steady reaction structure after a strong shock wave. Good
agreement in both reaction scales and averaged thermody-
namic properties has been achieved. Two sets of reaction
rates based on different detailed chemistry are then exam-
ined and applied for numerical simulations of two-dimen-
sional cellular detonations. Preliminary results and a brief
comparison between the two mechanisms are presented. The
proposed global mechanism is found to be economic in com-
putation and also competent in description of the overall
characteristics of detonation wave. Though only stoichiom-
etric acetylene–oxygen mixture is investigated in this study,
the method to derive such a global reaction mechanism pos-
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List of symbols

ρ Mass density
p Pressure
T Temperature
T0 Reference temperature, T0 = 298 K
θ Natural logarithm of density, θ = ln ρ

ξ Reciprocal of temperature, ξ = 103/T
t Time
e Total energy per unit mass
Ru Universal gas constant
Ea Activation energy
H Mean molar enthalpy
Hi Molar enthalpy of i th species
W Mean molecular weight
Wi Molecular weight of i th species
λ Mole fraction
[X ] Molar concentration of species X
δ Stoichiometric coefficient
s Reaction order
Kc Equilibrium constant
k Reaction rate constant
Ω Chemical production rate
χ Stability parameter

1 Introduction

Chemical kinetic models applied in detonation calculations
can be categorized as two types—the elementary reaction
mechanism (ERM) and the global reaction mechanism
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364 Y. Zhu et al.

Table 1 Reaction mechanisms
for acetylene–oxygen
combustion

Reaction mechanism Species Reactions Reference

Lutz 39 154 [1]

Miller–Bowman 53 251 [2]

Konnov 127 1207 [3]

SanDiego 46 235 [4]

Petrova–Williams 37 177 [5]

25-Step short 16 25 [13]

7-Step reduced 11 7 [13]

(GRM). ERM is an aggregate of numbers of molecular-level
single-transition-state reactions among real chemical spe-
cies. This type of mechanism provides the most fundamen-
tal and precise chemistry for description of reactive flows.
By contrast, GRM contains global reaction steps that are
either deduced from elementary chemistry or concluded from
experimental measurements. It is often concisely formulated
to cover only the bold reaction paths or characteristics.

In Table 1, we show a few known ERMs valid for acet-
ylene–oxygen combustion. The top five are the comprehen-
sive ones that may address a wide range of hydrocarbon fuels
[1–5]. To elaborate the very fine chemistry, these mechanisms
have to include numerous species and reaction steps. The
large amount of species as well as the stiffness of the system
basically prevents them from being applied in large scale
numerical simulation. Varied techniques have been devel-
oped to simplify the complex system thereby, which are of
two levels in general. The first level aims to weed out the
redundant species and reactions, leading towards a skeletal
ERM. Techniques applied on this level include varied types of
sensitivity analysis (SA) method [6,7], computational singu-
lar perturbation (CSP) method [8,9], directed relation graph
(DRG) method and related [10,11], and the optimal elimina-
tion method [12]. The second level of simplification proceeds
further to condense the skeletal mechanism by carrying out
time-scale analysis and enforcing chemical equilibrium on
species with fast production rates. Quasi-steady state (QSS)
approximation [13,14] is a classical method on this level
where species that are minor and nearly steady along reac-
tion are eliminated; other techniques, such as the CSP method
[8,9,15] and the intrinsic low-dimensional manifold (ILDM)
method [16], introduce mathematics to identify and treat the
QSS species systematically. The last two in Table 1 are such
simplified mechanisms. The 25-step mechanism is a skel-
etal ERM deduced from a comprehensive one via SA and
experimental validation, whereas the 7-step mechanism is
derived from the 25-step mechanism via QSS approxima-
tion. By these techniques, it is possible to deduce a complex
ERM to moderate size while maintaining the preciseness of
chemistry in a narrowed scope.

GRM represents another end of the chemistry simplifica-
tion. It has two subclasses, i.e. the more realistic one which

still employs the elementary species system, and the idealized
one whose reaction units are further symbolized with often
no clear reference. In a strict sense, mechanisms reduced by
canceling out QSS species [13] belong to the first subclass of
GRM, as their reaction steps are packs of a series of elemen-
tary reactions. Following the 7-step mechanism, Varatharajan
and Williams [13] proceeded to derive a two-step GRM for
acetylene–oxygen detonation. It was also extended to address
a couple of other hydrocarbon fuels [17]. Sichel et al. [18]
proposed their two-step GRM for hydrogen–oxygen detona-
tion. Other GRMs with real species like [19,20] have a strong
engineering background on flames, and were lately reviewed
and revised by Anderson et al. [21].

Idealized GRMs are commonly used in detonation inves-
tigations, more specifically for theoretical purposes such as
the stability analysis of detonation wave. We shall refer to
symbolic reaction units as global species in contrast to the
elementary chemical species. The most classical case in this
family should be the one-step irreversible reaction model,
which considers only two global species, and converts one
to another following typically an Arrhenius law [22–25].
This one-step mechanism was found incapable of produc-
ing some important features of real combustion chemistry
(e.g. chain reactions). An ad hoc extension of it is to set a
neutral induction step before the exothermic reaction [26–
28], whereby the induction stage and heat-release stage are
separately modeled. The same technique was also applied in
the two-step mechanism of Sichel et al. [18]. Another well
known approach is the three-step mechanism [29–31], which
takes into account the chain initiation, branching, and termi-
nation processes systematically. For better restoration of the
explosion limits, Liang et al. [32] proposed a 4-step mech-
anism. They continued to raise a 5-step one to examine the
effects of radical competition [33]. These works have con-
tributed a lot to the understanding of detonation physics as
well as the improvement towards more sophisticated GRMs.

Nevertheless, the tradeoff between preciseness and com-
putational efficiency remains a dilemma in processing and
application of chemical kinetic models. The potential extend
of reduction of a complex ERM is limited. As reviewed by
Lu and Law [34], for small hydrocarbon fuels, the deduced
skeletal mechanisms still contain tens of species in general
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(e.g. [10,12,13]). Together with the stiff problem, large scale
numerical simulation with them remains a tough challenge.
Although the mechanism may be further reduced by remov-
ing QSS species, the resulted number of species seems to
reach a minimum around 10, e.g. methane mechanism with
12 species [8], acetylene with 10 [13] and ethylene with
21 [10], which are still costly for simulations upon normal
computer. On the other hand, when a mechanism is reduced
towards a solvable size, the chemical details are compro-
mised. For a mechanism with real species in its compact form,
say, species less than 10, it is fated that fewer species and
reactions will come out with a coarser chemistry as well as
a shrinking scope of applicability [34]. Mechanisms reached
by QSS type of approximation generally focus on high-tem-
perature regime other than low-temperature regime, and tend
to work better in flames other than ignition or detonation.
Though maybe acceptable for certain applications, the diver-
gence between outcomes of full mechanisms and GRMs is
also notable [13,17,21]. Idealized GRMs deflect from the
real chemistry even further. With the highly epitomized reac-
tion schemes and the symbolized global species, most of such
GRMs cannot strictly address any reaction in reality.

While there have been plenty of works dedicated to reduce
the detailed chemistry and to extend the idealized GRMs,
respectively, direct connections between these two threads
are fairly weak, despite of the primitive projection of global
activation energy on a one-step GRM [35,36]. None of the
simplification strategies has considered to substitute fami-
lies or packs of real species with fewer sets of global species;
barely has any tried enduing the symbolic reaction units of
GRM with equivalent thermodynamic properties, and mim-
icking the exact thermochemical paths produced by detailed
chemistry. This fact has sparked the basic idea of the present
study. That is, to approach the real chemistry with a GRM
on basis of thermochemistry.

For detonation, in view of the insufficiency of numeri-
cal simulation in quantitative reflection of the complex real-
ity thus far and the vital influence of the mixture chemistry
on varied aspects of detonation phenomenon, e.g. ignition
[29,31], quenching [37,38], instability [27,28,30,39], struc-
ture of wave front [32,33,40], there is always the demand for
more accurate but affordable reaction models. Furthermore,
the interaction between gas dynamics and chemical reactions
is essentially realized by the alteration of the thermodynamic
properties of the medium, which makes the thermochemical
approach of the real chemistry a straight and rational idea.
Such an approach is beneficial as well for detonation inves-
tigations, as it may help to bridge the complex reality and
the classical theory and models where chemistry is highly
idealized [41].

Overall, to serve our particular demand for numerical
simulation of acetylene–oxygen detonation, we attempt to
construct a simple GRM for this mixture and make it

quantitatively comparable to corresponding ERM in both
the reaction scales and the overall thermodynamics. We first
choose a comprehensive ERM as a reference. With this ERM,
chemical equilibrium (CEQ) and adiabatic constant volume
explosion (CVE) under varied conditions are calculated. The
CEQ results are inspected to set up a system of global spe-
cies with respective thermodynamic data and an equilibrium
constraint. The global species are then deployed to substi-
tute the real elementary species in CVE process. By analyz-
ing and summarizing the evolution history of these global
species and their parametric dependence, a reaction scheme
and corresponding rates are determined. Preliminary tests on
the proposed mechanism in numerical simulation of cellular
detonation are carried out at the end.

2 General considerations

2.1 Active mixture properties in Euler system

For a premixed reactive system, the interaction between gas
dynamics and the chemical reactions is realized by the alter-
ation of the overall thermodynamic properties of the mixture.
The exact properties that are actively involved in such a sys-
tem need to be clarified. Take, for instance, the one-dimen-
sional Euler equations

∂

∂t

⎛
⎝

ρ

ρu
ρe

⎞
⎠ + ∂

∂x

⎛
⎝

ρu
ρu2 + p

(ρe + p)u

⎞
⎠ = 0 (1)

with total energy

ρe = ρ
H

W
− p + 1

2
ρu2 (2)

and the equation of state (EOS)

p

ρ
= Ru

W
T (3)

where, p, ρ, T are pressure, density and temperature, and
H, W are the molar enthalpy and molecular weight, respec-
tively. If the flow is composed of N species with mole frac-
tion λi (i = 1, 2, . . . , N ), the averaged W and H can be
expressed as

W =
N∑

i=1

(λi · Wi ) (4)

H =
N∑

i=1

(λi · Hi ) (5)

Generally, Wi are known constants and Hi are known func-
tions of local thermal states. For perfect gas, molar enthalpy
is only a function of temperature, Hi = Hi (T ).
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The above completes a simple gasdynamic system, where
the active mixture properties that contribute to the system
are clearly given by two quantities, i.e. the averaged molar
enthalpy H and averaged molecular weight W . Mixtures with
the same H(T ) and same W are essentially equivalent in spite
of the details on Hi , Wi or λi . Chemical reactions influence
the flow by changing the mixture composition, e.g. λi , and
hence again the averaged W and H through Eqs. (4) and (5).
Given two sets of reactions that result in the same H and
W under any circumstance, these two are indistinguishable
from the perspective of overall gas dynamics.

These fundamentals suggest that, a reaction mechanism
that produces comparable dynamical effects to a real one
does not necessarily replicate all the chemical details as long
as the averaged enthalpy and molecular weight are simulated
properly.

2.2 Projection of real chemistry on a GRM

From the perspective of a symbolic GRM, for example, the
3-step chain-branching mechanism [29,30],
⎧⎨
⎩

Chain initiation : R → Y
Chain branching : R + Y → 2Y
Chain termination : Y → P

(6)

to match the dynamical effects produced by real chemistry,
two basic parts need to be addressed. First, to endue the global
species R, Y , and P with adequate thermodynamic data, e.g.
molecular weight and molar enthalpy, so that they can by
mixing produce all important thermochemical states in the
reaction. Second, to model the reaction rates so that they
can produce important reaction scales, such as the induction
time/length, heat-release time/length, etc.

The 3-step scheme (6) is laid out here for demonstration
and for later comparison. It is not proved fit for real detona-
tion chemistry though. Therefore, in practice, the design of
reaction scheme and the global species system according to
the need is also a crucial task.

2.3 Technical consideration

Accordingly, technical procedures of the current work are
outlined as follows.

Step 1: Provide a compact global species system that can
cover all crucial enthalpy and molecular weight
situations produced by real chemistry with accept-
able accuracy, including an equilibrium constraint
among them. To acquire necessary information,
chemical equilibrium (CEQ) of the reaction prod-
ucts with detailed ERM is calculated and investi-
gated. Section 3 will fulfill this part.

Fig. 1 Technical route to develop a global reaction model from real
chemistry

The species system derived from CEQ is then at
least suitable for calculations of equilibrium flow
and the CJ detonation wave. To describe the inter-
mediate state within a reaction process, it can be
either enough or not. If it is enough, we proceed to
Step 2. Otherwise, more species must be supple-
mented.

Step 2: Build reaction paths among those new species
and model their rates. For numerical simulations
solving fluid dynamics and chemical reaction sepa-
rately under conservation law, every single reaction
step is a segment of adiabatic CVE. Therefore,
in this study, the adiabatic CVE under different
conditions is computed to produce useful refer-
ence data. Afterward, the real elementary species
of CVE are substituted by the global species pre-
serving the same averaged thermodynamic proper-
ties. Developing traces of those global species are
then widely analyzed and summarized to construct
a global reaction scheme and related reaction rates.
Sections 4 and 5 will fulfill this part.

For clarification, a schematic of the procedures discussed
above is shown in Fig. 1

3 Global species system

Considering the premixed combustion, a chemical convert-
ing path starting from unburned mixture and terminating at
equilibrium [18], it will be appropriate to assume at least two
global species, one is unburned reactant and the other is the
final equilibrium product. This has been the most primitive
template taken by many idealized GRMs [22–33,35,36,39].
However, in reality, the equilibrium products of hydrocarbon
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combustion vary with ambient condition. When the condition
changes significantly, it becomes crucial for a reaction mech-
anism to involve this equilibrium variation effect. This has
directed us to find clues of global species from the thermo-
dynamic properties of equilibrium products.

3.1 Properties of equilibrium products and derivation
of global species

Under the restriction of EOS and minimum free-energy cri-
terion, there are only two free variables in determination of
equilibrium. Usually, the two take either pressure and tem-
perature (p, T ) with minimum Gibbs energy, or density and
temperature (ρ, T ) with minimum Helmholtz energy. This
study employs the latter one. Further more, as discussed in
Sect. 2.1, the active thermodynamic properties of the equilib-
rium products can be fully expressed by the averaged molar
enthalpy (H) and molecular weight (W ). Together, a four-
parameter system—ρ, T, W, H—is employed to investigate
the overall equilibrium properties, where the former two
serve as independent input variables, and the latter two as
output quantities.

The equilibrium is calculated with CHEMKIN EQUIL
code [42]. A set of chemical species and corresponding ther-
modynamic data need to be provided for the calculation. It
is found that a collection of species as compact as that of the
25-step mechanism [13] has been sufficient for description
of the final equilibrium state of the stoichiometric acetylene–
oxygen reaction. Extension of it will not make any sensi-
ble difference. The calculation is not as well sensitive to the
selection of available thermodynamic data. Despite that, the
full 127 species of the Konnov mechanism [3] and its affili-
ated thermodynamic data have been adopted in current study.

The resulted averaged molecular weight and molar
enthalpy of the equilibrium products are shown in Fig. 2. It
is obvious that both diagrams present three relatively steady
states, and other situations appear like a continuous transition
among them. We then attempt to compose proper chemical
packs that can produce these steady states equivalently.

The averaged molar enthalpy and molecular weight of a
chemical pack can be calculated through Eqs. (4) and (5).
For enthalpy, once taking the standard polynomial formula
(CHEMKIN format),

Hi = Hi (T ) =
m∑

k=0

(aik · T k) (7)

the averaged enthalpy of the chemical pack can be written in
exactly the same form

H =
N∑

i=1

(Hi · λi ) =
m∑

k=0

(ak · T k) (8)

Fig. 2 Averaged molar enthalpy and molecular weight at chemical
equilibrium (reaction products of stoichiometric acetylene–oxygen)

with coefficients

ak =
N∑

i=1

(aik · λi ) (9)

Interestingly, it is found that there are three simple chem-
ical packs—P1, P2, P3,

2C2H2 + 5O2 ��� R
� 4CO2 + 2H2O ��� P1
� 4CO + 4H + 6O ��� P2
� 4C + 4H + 10O ��� P3

(10)

whose enthalpy and molecular weight are nicely matching
those steady states (dashed lines in Fig. 2). Noticing that the
third pack P3 appears only under extremely high temperature
and low density which will not massively exist in normal det-
onation phenomenon, it is therefore ignored in later discus-
sion and only P1 and P2 are concerned. A further expectation
for these chemical packs is to produce by mixing the entire
enthalpy and molecular weight maps, plus unburned mixture
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Fig. 3 Mole fractions of three global species at chemical equilibrium
(reaction products of stoichiometric acetylene–oxygen)

R if necessary. As long as it works, these chemical packs can
be reasonably taken as the global species.

To check this idea, we presume that the equilibrium mix-
ture contains only three global species (R, P1, P2). Their
mole fraction λ (0 ≤ λ ≤ 1) for any given ρ and T can then
be solved through equation

⎧⎨
⎩

λR · WR + λP1 · WP1 + λP2 · WP2 = W
λR · HR + λP1 · HP1 + λP2 · HP2 = H
λR + λP1 + λP2 = 1

(11)

The derived mole fractions for four representative density
cases are plotted in Fig. 3. It shows up that all solutions are
smooth to ρ and T and well limited between 0 and 1, per-
fectly satisfying our presumption. Equilibrium product tends
to P2 at higher temperature and lower density, or P1 reversely,
which is expected because the gas molecule tends to disso-
ciate when heated or rarefied. Meanwhile, when P1 and P2
coexist, reactant R still remains. Since this R remnant is tiny
(less than 3 %, note the amplitude of λR in Fig. 3 is magnified
by a factor of 10), we decide to neglect it by distributing its
portion into P1 and P2. Consequently, the real complex of
elementary species at equilibrium is replaced by a mixture
of only two global species.

3.2 Equilibrium constraint between P1 and P2

A correlation between the equilibrium and the local thermal
state need to be set up mathematically to recover the data in
Fig. 3. In consistent with the former discussion and for later
application as well, mixture density ρ and temperature T are
chosen as the two free input variables.

Considering a reversible reaction

P1 � δ · P2 (12)

the basic thermodynamical approach of the equilibrium state
[42] is by

[P2]e
δ

[P1]e
= (Kc)

1/s = exp

(
−ΔG

RT

)
·
(

Patm

RT

)δ−1

(13)

where, Kc represents the equilibrium constant, s the order of
forward reaction, and ΔG = δ · G2 − G1 with G1 and G2

the Gibbs free energy of P1 and P2, respectively.
However, unlike the enthalpy, the mixture-averaged free

energy G1 and G2 are found mismatching the real case, and
consequently the equilibrium mole fractions derived from
Eq. (13) cannot agree with the data in Fig. 3.

The equilibrium correlation must be approached in other
ways, thereby. We present here a result of curve fitting which
yields an explicit function of mole fraction on total density
and temperature, λ = λ(ρ, T ).

Let θ = ln ρ and ξ = 103/T (ρ in kg/m3 and T in K). It is
found that the curves for different density in Fig. 3 become
rather similar to each other in plane of ξ −λ. An idea is then
to overlap these curves by translation and scaling, whereby
the two-variate dependence of λ on ρ and T may be carried
by one single variable,

η = η(ρ, T ) = ξ − ξc(θ)

�(θ)
(14)

Here, ξc is the value of ξ when λ = 0.5, and � is a scaling
factor of the width, say, the distance of ξ between λ = 0.2
and λ = 0.8. They are both functions of the density or θ .

Fitting ξc and � into polynomials of θ results in

η = 102 · ξ − (α1 + α2 · θ)

δ0 + δ1 · θ + δ2 · θ2 (15)

After that, we look forward to model the stepwise depen-
dence of λ on η with a Boltzmann sigmoid function,

λ = 1

1 + exp (μ · η)
(16)

For better accuracy, μ is again fitted into a polynomial.
And the mole fractions of P1 and P2 at equilibrium are finally
formulated.⎧⎪⎨
⎪⎩

λeP1 = 1

1 + exp[−η · (β0 + β1 · η + β2 · η2)]
λeP2 = 1 − λeP1

(17)

Values of the coefficients are given in Table 2.
One may also transfer mole fractions into molar concen-

trations (for later application) by

[X ] = λX · ρ

W
(X = R, P1 or P2) (18)

If only the equilibration of P1 and P2 is concerned, it
becomes

[X ]e = λeX · ρP1 + ρP2

λeP1WP1 + λeP2WP2
(19)
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Table 2 Coefficients for
equilibrium relation (units: ρ in
kg/m3, and T in K)

Fuel (Cx Hy) Hydrogen (H2) Methane (CH4) Acetylene (C2H2) Propane (C3H8)

z (s) 0.0 (l) 2.0 (s) 0.0 (l) 3.0

α1 23.8046 24.6368 26.9660 25.0754

α2 −1.7840 −1.7513 −1.7044 −1.7430

δ0 13.3542 13.0501 15.7345 13.3145

δ1 0.1950 0.2536 0.2625 0.2528

δ2 0.0048 0.0063 0.0048 0.0056

β0 3.7661 3.7696 3.7136 3.7182

β1 −0.9971 −0.9962 −1.4730 −0.9940

β2 0.3901 0.4663 1.0328 0.5705

Fig. 4 CJ detonation speed and temperature for stoichiometric acety-
lene–oxygen mixture

Now a system of three global species with corresponding
molecular weight and thermodynamic data, and a constraint
of equilibrium dependence on ρ and T is established.

3.3 A simple validation

The CJ detonation problem is calculated to validate above
global species system as well as the equilibrium constraint.
The problem concerns no chemical reaction paths or speeds,
and involves only a conservation law across a discontinuity
separating reactant R and products P1 and P2. Two additional
conditions are given to close the equations. First, the sonic
condition, i.e. uCJ = cCJ, in wave front frame [41]. Second,
P1 and P2 are at chemical equilibrium at the CJ point.

Figure 4 shows the CJ detonation speed and the tempera-
ture at the CJ point for stoichiometric acetylene–oxygen mix-
ture. Symbols are those calculated by program GASEQ [43]
with elementary species, and lines are results of the current
global species. The two are found in good agreement, which
indicates that the proposed global species and the fitted equi-
librium function are valid for prediction of thermochemistry
at chemical equilibrium.

3.4 Generality

The observed molecular and enthalpy characteristics of equi-
librium products are rather common for most lean hydro-
carbon–oxygen reactions, from which similar sets of global
species may be derived. Chemical packs for fuel Cx Hy with
x ≥ 0, y > 0 and z ≥ 0 (z = 0 : stoichiometric; z > 0 :
lean) can be summarized as

Cx Hy + (x + y/4 + z) · O2 ��� R
→ x · CO2 + (y/2) · H2O + z · O2 ��� P1
� x · CO + y · H + (x + y/2 + 2z) · O ��� P2

(20)

It is also possible to fit the equilibrium proportion with the
same formulas as Eqs. (15) and (17). The fitted coefficients
for another three sample mixtures are listed in Table 2.

As diluted by inert gases, the equilibrium constraint never
changes if one replaces the input total density with the partial
density of reactive mixture.

Rich mixtures, however, are found more difficult to deduce
into several global species, although they do present some
steady states as well. This may be partially ascribed to the
remnant of unstable fuel and its complicated dissociation and
recombination process.

4 Global reaction scheme

With the proposed global species system, the reaction initial
and terminal have been settled.

R −→ λeP1 · P1 + λeP2 · P2 (21)

The next objective is to build proper intermediate reaction
paths to realize above conversion. This requires a reliable
ERM and a standard reaction process to create necessary
reference data. Currently, the full Konnov mechanism [3] is
adopted as the reference ERM, and the adiabatic CVE process
is employed as the test platform. The reaction is integrated
with the CHEMKIN CV program [42].
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4.1 Adiabatic CVE and replacement of species

For adiabatic CVE, the energy conservation degenerates to

e = H − RuT

W
= H0 − RuT0

W0
= Constant (22)

where the subscript 0 denotes the known initial value. Since
density ρ is a constant, we have four overall parameters
changing along the reaction, i.e. H, W, T and p. Combin-
ing with Eqs. (22) and (3), free parameters are only two.
When T and p are known, W and H can be easily derived.
And once W and H are reproduced alternatively, the pre-
sented thermal state T and p will also match the originals.
Therefore, to replace the elementary species in reaction with
the three global species, we simply follow the same way in
Sect. 3.1 trying to match W and H with Eq. (11)

A question we raised in Sect. 2.3 can be answered here.
That is whether the three global species derived from CEQ
are adequate for description of the intermediate state during
reaction. If they are, the solution has to be mathematically
and physically appropriate at any point and under any sit-
uation. Two typical CVE cases are demonstrated in Fig. 5.
The upper figure shows the temperature and pressure profiles
from the Konnov mechanism, while the lower shows the mole
fractions of R, P1 and P2 derived from upper data. It turns
out that the results are quite acceptable. Mole fractions are
found smoothly changing and well limited between 0 and 1
throughout the reaction process. This confirms that the three
global species are adequate to replace the complicated ele-
mentary species involved in the real reaction, with no need
of supplementary.

4.2 Global reaction scheme

The reaction features presented in Fig. 5 are typical for pre-
mixed hydrocarbon combustion. The reaction process in term
of the new global species may be understood as follows.

First, the reaction undergoes an relatively steady stage
where mixture properties barely change. The duration of this
period is usually referred as induction time. Then the temper-
ature and pressure build up abruptly which forms the main
exothermic reaction period. Figure 5 shows that the reac-
tant R converts to P1 and P2 simultaneously till R is almost
exhausted. After this, the equilibrating process between P1
and P2 becomes dominant. For current mixture, the final
equilibration is endothermic and P1 is converted to P2 gradu-
ally leaving a peak in both temperature and pressure profiles.

According to above observations, we try to model the
whole reaction with three different regimes. Namely, (a)
a neutral induction regime, (b) an irreversible exothermic
regime converting R to P1 and P2 separately, and (c) an equil-
ibration regime between P1 and P2. The reaction scheme can

Fig. 5 Examples of adiabatic CVE and the equivalent description of
them with three global species for stoichiometric acetylene–oxygen
mixture

be written as
⎧⎪⎪⎨
⎪⎪⎩

(i) R0 → R1 ki

(r1) R1 → δ1 · P1 kr1

(r2) R1 → δ2 · P2 kr2

(e) P1 � δ3 · P2 kef , ker

(23)

The stoichiometric coefficients are

δ1 = WR

WP1
, δ2 = WR

WP2
, δ3 = WP1

WP2
= δ2

δ1
(24)

For current mixture δ1 = 6/7, δ2 = 2, δ3 = 7/3. ki, kr1,

kr2 and kef , ker are the absolute rate constants which rely on
the local thermal state only.

To mark the progress of induction, reactant R is divided
into two parts, one as the original unactivated one R0 and
the other the activated one R1. Both take the same molecular
weight and molar enthalpy as R. This extends the previous
3-species system to 4-species one.

It will be beneficial to make a comparison of current
mechanism with the 3-step global mechanism described in
Sect. 2.2. The activated reactant R1 plays a similar role as
the radical Y . Reaction (r1), (r2) and (e) together are an elab-
oration of the final chain termination step.

To bring in the chain initiation and branching effect as that
of the 3-step mechanism, reaction (i) is considered a packed
formula of the following two sub-steps,
{

Initiation : R0 → R1 ki1

Branching : R0 + s0 · R1 → (1 + s0) · R1 ki2
(25)
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Thus the production rate of R0 and R1 yields

d[R1]
dt

= −d[R0]
dt

= [R0] · ki1 + [R0][R1]s0 · ki2 (26)

Letting ki1/ki2 = ε ≡ Constant (ε � 1), Eq. (26) is
further simplified.

d[R1]
dt

= −d[R0]
dt

= [R0](ε + [R1]s0) · ki (27)

This form of rate expression has been investigated by
Fickiett et al. [22]. In this study, we simply set ε to be 0.001.
The overall production rates of the four species in molar con-
centration then become
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ΩR0 = d[R0]/dt = −[R0](ε + [R1]s0) · ki

Ωr1 = d[R1]/dt = +[R0](ε + [R1]s0) · ki

− ([R1]s1 · kr1 + [R1]s2 · kr2)

ΩP1 = d[P1]/dt = [R1]s1 · kr1 · δ1

− ([P1]s3 · kef − [P2]s3δ3 · ker)

ΩP2 = d[P2]/dt = [R1]s2 · kr2 · δ2

+ ([P1]s3 · kef − [P2]s3δ3 · ker) · δ3

(28)

where s1, s2, s3 represent the orders of forward reaction of
(r1), (r2) and (e), respectively. For reversible reaction (e),
the forward rate kef and reverse rate ker are correlated by the
equilibrium constant Kc, i.e. kef = Kc·ker. Kc has been avail-
able for any given temperature and density using Eqs. (13)
and (19)

In total, to complete the reaction system above, four reac-
tion orders—s0, s1, s2, s3, and four reaction rates—ki, kr1,

kr2, kef —need to be evaluated.

5 Reaction rates

Adiabatic CVE cases over a wide range of initial temperature
and density conditions are tested.

The CJ detonation speed in current mixture is about
2,400 m/s (Fig. 4), corresponding to a Mach number around
7.3. Allowing certain degree of overdrive, the temperature at
the Neumann point of a Mach 9.0 detonation is about 3,100 K.
Therefore, we will test the initial temperature ranging from
1,000 to 3,500 K. As for density, it is chosen to cover the post
state of shock waves with Mach number 1.1−9.0 under ini-
tial pressure 10−2−102 atm, which brings to a density scope
of 10−3−102 kg/m3.

5.1 Derivation procedures

Since the molar concentrations of R, P1 and P2 changing
along time have been achievable using Eqs. (11) and (18),
the changing rates of the the global species can be approxi-

mated by

ΩX ≈ Δ[X ]
Δt

= [X ]+ − [X ]−
t+ − t−

(X = R, P1 or P2) (29)

Note here only R([R] = [R0] + [R1]) is resolvable while
the exact share of R0 and R1 is unclear. We simply assume
that when the amounts of P1 and P2 become notable, reaction
(i) has almost completed. Thereby [R0] � 0 and [R1] � [R].
Using Eq. (28) reversely with predetermined reaction orders
(constants), rates kr1, kr2, kef and ker can be derived.

Figure 5 shows that when reaction (e) dominates (period
behind the vertical dashed lines) the remnant of R tends to
zero, which makes the influence from reaction (r1) and (r2)
negligible. Therefore, in this period, rate kef (or ker) can be
solely calculated regardless of other reactions,

kef = − ΩP1

[P1]s3 − [P2]s3δ3/Kc
(30)

Similarly, we may extract rate kr1 and kr2 from the main
exothermic period where reaction (r1) and (r2) are dominat-
ing and reaction (i) almost terminates. Have kef and ker been
modeled and [R1] � [R], kr1 and kr2 can be calculated as
followed.⎧⎪⎪⎪⎨
⎪⎪⎪⎩

kr1 = ΩP1 + ([P1]s3 · kef − [P2]s3δ3 · ker)

[R1]s1 · δ1

kr2 = ΩP2 − ([P1]s3 · kef − [P2]s3δ3 · ker) · δ3

[R1]s2 · δ2

(31)

The induction rate ki is treated at last and specially. Instead
of analyzing known molar concentrations, it is evaluated by
matching the real induction time.

5.2 Reaction orders and rates

Following above method, the rate data of kef , kr1 and kr2 are
distilled in batches through a processing program. Results
are displayed in Figs. 6 and 7 as hollow symbols. In each
of these figures, six symbol types correspond to six different
total densities (ρ = 10a kg/m3, a = −3,−2,−1, . . . , 2),
and the data points for each density are from about 45 test
cases of initial temperature.

A rough estimation on the reaction order s1, s2 and s3 has
been carried out in advance. The criterion for determination
of them is to assure the data points from the same density
disperse the least, such that the dependence of rate k on ρ

and T is purified as much as possible.
For the Konnov mechanism, the three reaction orders yield

{
s1 = s2 = 0.85
s3 = 1.02

(32)

Using those reaction orders, the data present evident regu-
larities. First, points for each density case gather into a narrow
strip in the plane of ln k versus 103/T , and the strip is nearly

123



372 Y. Zhu et al.

Fig. 6 Rate of forward equilibrating reaction, kef (for stoichiometric
acetylene–oxygen reaction)

straight, which suggests an Arrhenius type rate function. Sec-
ond, the strips of the six density cases are almost parallel to
each other, which suggests k ∝ ρm . Therefore, we attempt
to fit those data with the following function.

k = A · ρm · T n · exp

(
− Ea

RT

)
(33)

The equilibration rate kef is relatively ease to fit (Fig. 6),
which results in a simple equation.

kef = 1.78 × 1027 ρ T −4 · exp

(
−224.3 RT0

RT

)
(34)

The two main reaction rates kr1 and kr2, however, are far
more complicated (Fig. 7). Inspired by the stepwise feature
of previous equilibrium properties, we tend to consider the
total rate as an integration of two basic rates joined by a tran-
sit function. In each figure, there marks a dashed line dividing
the rate plane into two regions; and in each region the rate-
strips from different densities present evident similarities.
By fitting Eq. (33) throughout the regular part of respective
regions, one may get two basic rates, i.e. a high-temperature
rate kH in the left and a low-temperature rate kL in the right.
The total rate then can be assembled as

k = φ · kH + (1 − φ) · kL (35)

Similar to Eq. (16), the transit function φ applies a Boltz-
mann sigmoid function

φ = 1

1 + exp (μ · (ξ − ξc))
(36)

where, ξ = 103/T, ξc is the value of ξ when φ = 0.5, and
μ controls the transition slop (or width) between two states.

Fig. 7 Rates for main reaction r1 and r2, kr1 and kk2 (for stoichiom-
etric acetylene-oxygen reaction)

Fitting results are given below.

kr1

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

kr1H = 2.05 × 109 ρ1.10 · exp

(
−26.8RT0

RT

)

kr1L = 1.05 × 109 ρ1.13 · exp

(
−40.0RT0

RT

)

μr1 = 35.0 ; ξc1 = 0.13 + 0.070

ρ0.095

(37)

kr2

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

kr2H = 1.15 × 109 ρ1.09 · exp

(
−26.8RT0

RT

)

kr2L = 1.05 × 109 ρ1.11 · exp

(
−48.0RT0

RT

)

μr2 = 44.0 ; ξc2 = 0.15 + 0.072

ρ0.1

(38)

Note that, for kef the density ρ = ρP1 + ρP2, whereas for
kr1 and kr2 ρ = ρr1+ρP1+ρP2. A reference temperature T0 is
used to scale the activation energy, T0 = 298 K. Quantities
in this paper are all in SI units.
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Fig. 8 Induction time of adiabatic CVE varying with initial tempera-
ture and density for stoichiometric acetylene–oxygen reaction

The rates calculated with above functions are then put
back into Figs. 6 and 7 (solid lines) for comparison. In most
cases, they are in good agreement with the original data.

For kr1 and kr2, it seems that the data in low tempera-
ture region cannot be strictly subjected to a simple regularity.
When fitting kr1L and kr2L we have emphasized on the regular
part of the data, i.e. ρ ≤ 1.0 kg/m3, beyond which errors are
produced. These errors are considered unimportant, though,
for the following reasons. First, errors at low temperature
will not significantly affect the time/length scale of the main
heat-release zone where the high temperature rates play the
dominant role. Whatever the temperature is initially it hikes
up when exothermicity features. Second, the errors will not
affect the time/length scale of the induction zone either, as
they can be fixed up by an extra reaction (i) which is basi-
cally assigned to match the exact induction time. Third, the
fitted functions are substantially valid for most cases, and
the errors may be considered flaws of the rate data instead
of the imperfection of the established regularity. When
extracting data with Eq. (31) we have assumed [R1] � [R1]+
[R0]. This will lead to a less evaluation of kr1 and kr2 as
long as the induction reaction (i) is slow enough to survive
a notable fraction of R0. Figure 8 shows the induction time
of adiabatic CVE (symbols for real chemistry). Indeed there
appear an evident correspondence between the low regime
of induction rate (right to the dashed line) and the region of
errors in Fig. 7.

Even without reaction (i) and starting directly from reac-
tant R1, reaction (r1), (r2) and (e) have been sufficient to
develop an explosion that undergoes similar process of heat-
release and equilibration to those of ERM. The only crucial
divergence appears at the very beginning of reaction. See
Fig. 8, symbols are the CVE induction time of the Konnov
mechanism, and the dash–dot lines are that of the global
mechanism without reaction (i).

The induction rate ki and reaction order s0 is examined
to make up the difference in induction. Again, noticing the
step-wise feature of the induction time, the same jointing
technique (Eqs. 35, 36) is employed to formulate ki. The
following settings are finally reached.

s0 = 0.30 (39)

ki

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

kiH = 5.5 × 10−3ρ0.67T 3 · exp

(
−11.0RT0

RT

)

kiL = 9.1 × 109ρ0.63 · exp

(
−50.0RT0

RT

)

μi = 8.0 + 12.5

ρ0.25
; ξci = 0.79 − 0.069 ln ρ

(40)

Solid lines in Fig. 8 are the CVE induction time produced
by the full steps. One can find that it agrees quite well with
the reference date over the entire range studied.

With Eq. (32), Eq. (34–40), all the reaction orders and rates
have been available, and the target GRM is now completed.

5.3 Validation to the reference chemistry

To validate the proposed GRM, the mechanism is applied to
compute two classical problems of premixed reactive flow—
adiabatic CVE and the steady laminar structure after a shock
wave.

(a) Adiabatic CVE is a zero-dimensional reactive flow
problem. The current GRM is derived from the data of
adiabatic CVE. Here we simply put it back to revive the
reaction. A 4th order Runge–Kutta method is employed
to solve the ODEs.
Figure 8 demonstrates the agreement of the overall CVE
induction time between the two mechanisms. To check
the developing details of the reaction, temperature pro-
files of CVE with six different initial conditions (tem-
perature T0 = 1,500, 2,000, 2,500 K and density ρ =
0.1 and 10.0 kg/m3) are laid out in Fig. 9. Symbols are
produced by the Konnov mechanism, and lines are by
the current GRM. One may find that not only the time
scale of different reaction stages but also the exact ther-
mal state throughout the reaction are well depicted by
this simple mechanism.

(b) The laminar structure of reaction zone after a shock
wave is a one-dimensional problem which involves basic
coupling of chemical reactions and gas dynamics. The
flow with GRM is again solved by Runge–Kutta method,
and the one with ERM is by CHEMKIN ZND program
[42].
Figure 10 shows the temperature profile of the reaction
zone after different strength of leading shock wave, and
with two different initial pressures. The driven factor f
is defined as the squared ratio of shock speed and CJ
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Fig. 9 Temperature profiles of adiabatic CVE in stoichiometric acet-
ylene–oxygen mixture

detonation speed, f = U 2
s /U 2

CJ. Tested conditions are
listed in Table 3. Symbols in graphs are results of the
Konnov mechanism and lines are of the current GRM.
The two are found in accordance in both spacial scales
and thermal state all over the test conditions.
For current mixture, the overall effect of main reaction
(r1)+(r2) is exothermic, while the equilibrating reaction
(e) is endothermic. According to the classical detonation
theory, due to the competition effect of exothermic reac-

Fig. 10 Temperature profiles of the steady laminar structure after a
shock wave in stoichiometric acetylene–oxygen mixture

tion and endothermic reaction, there is often no continu-
ous path that can reach the final equilibrium under the CJ
speed [41]. Instead, a singular point appears amid reac-
tion, which causes a failure of the mathematical integra-
tion of the ODE. But when the detonation is overdriven
enough, the singularity may vanish and the calculation
may advance to the final state continuously (Fig. 10,
p0 =100 kPa, f =1.2). These important features are also
perfectly reproduced by the current mechanism. Sharp
and Falle [39] investigated the one-dimensional stability
of the pathological detonation with an idealized GRM.
They utilized a reaction scheme of A → B → C which
has a very similar effect as present mechanism.

6 Preliminary test in simulation of unstable detonation

As intended, the proposed GRM is applied to compute unsta-
ble detonation waves. Instead of focusing on the physics of
detonation or numerical techniques, in this paper we only test
the proposed GRM and demonstrate the capability as well as
the potential application of it.
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Table 3 initial pressure and
shock wave speed tested in
laminar reacting zone
calculation

Initial pressure (kPa) f = 0.8 (m/s) f = 1.0(CJ) (m/s) f = 1.2 (m/s)

1.0 1,972 2,191 2,410

100 2,185 2,428 2,671

Fig. 11 Induction time of adiabatic CVE with Konnov mechanism and
SanDiego mechanism (stoichiometric acetylene–oxygen mixture)

6.1 GRM for SanDiego mechanism

Before going to the simulation practice, we shall make a
comparison between different mechanisms.

In above discussion, we have adopted the most compli-
cated ERM in Table 1—the Konnov mechanism. As reported
by Schultz et al. [44], even the detailed mechanisms do not
always agree with each other. When it comes to the reaction of
stoichiometric acetylene–oxygen, the mechanisms in Table 1
break into two camps. One of them includes the Lutz, Miller–
Bowman and Konnov mechanism, and the other includes the
rest. Mechanisms within each camp predict similar induction
times, while between them the difference is large. The most
detailed ones in each camp, i.e. the Konnov mechanism and
the SanDiego mechanism, are tested. Figure 11 shows the
induction time of them.

The SanDiego mechanism predicts longer induction time
than the Konnov mechanism. At higher temperature and
lower density, the induction time curve of the two mecha-
nisms has a similar slope; whereas at lower temperature and
higher density, the SanDiego mechanism produces a much
steeper slope. This slope reflects the global activation energy
of the reaction, which is known to have a significant influence
on the properties of unstable detonation waves.

Directly applying these detailed mechanisms in numeri-
cal simulation to examine their effects on unstable detona-
tion wave remain an intractable mission. The present model-
ing technique provides a bypass to realize such a practice at

an acceptable expense. With the same reaction scheme pre-
sented in Sect. 4 and following the same fitting method in
Sect. 5, a GRM for the SanDiego mechanism is also derived.
⎧⎨
⎩

s0 = 0.85
s1 = s2 = 0.8
s3 = 1.02

(41)

kef = 3.5 × 1010ρ · exp

(
−148.0RT0

RT

)
(42)

kr1

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

kr1H = 3.5 × 109ρ1.2 · exp

(
−30.0RT0

RT

)

kr1L = 4.0 × 109ρ1.2 · exp

(
−43.0RT0

RT

)

μr1 = 60.0 ; ξc1 = 0.18

(43)

kr2

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

kr2H = 2.3 × 109ρ1.2 · exp

(
−40.0RT0

RT

)

kr2L = 1.9 × 109ρ1.2 · exp

(
−43.0RT0

RT

)

μr2 = 60.0 ; ξc2 = 0.18

(44)

ki

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

kiH = 8.5 × 10−4ρ0.2T 3 · exp

(
−13.0RT0

RT

)

kiL = 3.5 × 109 · exp

(
−63.0RT0

RT

)

μi = 8.0 + 40.0

ρ0.15
; ξci = 0.925 − 0.099 ln ρ

(45)

The two sets of GRM, written GRM–KNV for Konnov
mechanism and GRM–SDG for SanDiego mechanism, are
respectively tested.

6.2 Two-dimensional cellular detonation

Numerical simulation of two-dimensional cellular detonation
with above two mechanisms is carried out. The inviscid fluid
dynamics is solved by VAS2D [45], a Muscl–Hancock
scheme solver based on quadrilateral adaptive grid. The
chemical reaction is decoupled from the equation and sepa-
rately solved at each grid under conservation law.

The simulation is performed in a 200×10 mm rectangular
domain closed by solid walls. The computational domain is
initially covered by uniform square grids of 1 mm (level 0).
With a maximum adaptation level of 6, the minimum grid
size is 1/26 ≈ 0.0156 mm. For GRM–KNV, providing the
reaction zone length of the CJ detonation wave in a 2 kPa
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Fig. 12 A snapshot of detonation front showing contours of pressure, temperature, density gradient (numerical schlieren) and mass fractions of
R1 and P1 (stoichiometric acetylene–oxygen mixture)

Fig. 13 Numerical soot foils for detonation initiation in stoichiometric acetylene–oxygen mixture

mixture is around 0.25 mm, we have a resolution of 8 grids
per half reaction length. For GRM–SDG, the resolution is
doubled.

Snapshots of typical detonation wave front produced by
the two global mechanisms are shown in Fig. 12. Though both
of the wave fronts are highly irregular, the triple-point fea-
tures as well as the keystone-like structures are evident [40].
Two reaction products are not uniformly distributed behind
the detonation. P1 surges when temperature is low. From the
schlieren figures, we can see the transverse wave structures in
Fig. 12b are more complicated. In Fig. 12a, two isolated low-
temperature spots lag behind the detonation front. These two
spots correspond to the unburned pockets which are clearly
visible in images of mass fraction. In Fig. 12b, such unburned
pockets are more massive. These all indicate that the deto-
nation front produced by GRM–SDG is more violent and
irregular than that of GRM–KNV.

The difference in wave front may be explained with the
theory of Ng et al. [28], where a parameter χ ,

χ = εI · ΔI

ΔR
(46)

was proposed to characterize the detonation stability, with
εI the normalized global activation energy, ΔI the induc-
tion length and ΔR the heat-release length of the ZND struc-
ture, respectively. Larger χ tends to destabilize the detonation
wave. Figure 11 shows that, the SanDiego mechanism pro-
duces longer induction time than the Konnov mechanism;
and the global activation energy of the former is also greater
than or comparable to that of the latter. Moreover, the heat-
release rates of former is also slightly larger (compare
Eqs. 37–38 to Eqs. 43–44), which indicates a shorter heat-
release length. All these assure the SanDiego mechanism a
higher χ . Therefore the SanDiego mechanism produces a
more unstable wave front.

Figure 13 shows the numerical soot foils (maximum
pressure contour) of detonation waves produced by the two
mechanisms. The detonation is ignited by an explosion at
the left end of tube. One may note that, under same initial
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Fig. 14 Detonation cell width in stoichiometric acetylene–oxygen
mixture

pressure, the GRM–SDG produces larger cell size and more
irregular cell pattern than the GRM–KNV. The averaged cell
width are plotted in Fig. 14. It is found that both mechanisms
underestimate the cell size, but the results of GRM–SDG are
closer to the experimental data [46].

6.3 Head-on collision of detonation wave and shock wave

The head-on collision of detonation wave and shock has been
investigated by Ng [47], Botros [48] and coworkers. We pres-
ent here a preliminary two-dimensional numerical simulation
on this process.

Cellular patterns of the detonation after the collision are
shown in Fig. 15. The upper figure is the experimental result
and the lower is the numerical result with GRM–SDG. As
reported by [48], the detonation cell widths are correlated
with the induction length calculated from the ZND model.
Therefore, chemical kinetics and the gas properties are very
important for simulation of this problem. From the experi-
mental result, one may find that the cellular pattern exhibits
three main variations after the interaction. First, the cell size
becomes smaller; second, the cell pattern becomes more reg-
ular; third, the aspect ratio of the cell width to length becomes
larger. Those variations are all depicted by the numerical
result. With the same shock strength, the changing ratio of
cell size of both figures also agrees.

With only four species and a less-stiff reaction system
which allows a larger integration time step, the current global
mechanisms prove to be economic in computation. Above
numerical simulation involves a total grid number around
7 × 104. It takes about 24 h to complete such a case (detona-
tion propagating 200 mm) on a small computer with 3.1 GHz
CPU frequency. The simplest existing reaction mechanism
known to author that resolves the high-temperature thermo-

Fig. 15 Cellular patters showing the head-on collision of a shock wave
and a detonation wave in mixture of stoichiometric acetylene–oxygen

chemistry of acetylene–oxygen mixture is the 7-step mech-
anism [13]. Yet this mechanism costs hundred-odd hours for
the same task on same computer.

7 Conclusion

The premixed reaction of stoichiometric acetylene–oxygen
with detailed reaction mechanism are systematically investi-
gated. It is found that not only the thermodynamic properties
of reaction products at equilibrium but also those among reac-
tion process can be generally described by three global spe-
cies with their respective molecular weight and enthalpy data.
By substituting these global species into the reaction zone of
adiabatic CVE, a 4-step 4-species GRM is proposed, where
the reaction rates are summarized and formulated based on
an extensive study on the CVE data under varied conditions.

The proposed mechanism is validated to the detailed
chemistry by calculating the CJ detonation wave, adiabatic
CVE and the laminar structure after a strong shock wave.
Good agreement in both reaction scales and averaged ther-
modynamic properties has been achieved.

The thermochemically derived global mechanism provides
an economical bypass to examine the effects of detailed ele-
mentary chemistry on unstable detonation waves. For com-
parison, the Konnov mechanism and SanDiego mechanism
are respectively summarized into simple GRMs which are
then applied for numerical simulations of two-dimensional
cellular detonation. Another simulation on the head-on col-
lision of detonation and shock is also carried out to estimate
the performance of the current global mechanism in a more
complicated situation. Results are encouraging.

Though the current study has been focusing on the stoichi-
ometric acetylene–oxygen mixture, brief tests on other lean
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hydrocarbon mixtures have been carried out and similar fea-
tures of data have been found. This indicates that the present
method to derive a global reaction mechanism possesses a
certain generality for premixed reactions of lean hydrocar-
bon mixtures.
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