J Evol Econ (1999) 9: 487-526 ——Journal of

Evolutionary
Economics

© Springer-Verlag 1999

The hunt for S-shaped growth paths
in technological innovation: a patent study”

Birgitte Andersen

ESRC Centre for Research on Innovation and Competition (CRIC),
The University of Manchester, Tom Lupton Suite, University Precinct Centre,
Oxford Road, Manchester, M13 9QH, UK (e-mail: birgitte.andersen@man.ac.uk)

Abstract. Since the works by the business cycle theorists in the 1930s, no
attempts have been made to study empirically the long term evolution paths
of individual technologies starting with long time series. This is an empirical
exploration and confirmation of the now almost assumed image or meta-
phor of the way technology develops; that it follows an S-shaped growth
path which is commonly associated with a similar shaped diffusion function
of entrepreneurial activity. The paper also confirms the diversity of tech-
nology dynamics and explores how technological cycle takeoffs appear to
be clustered within certain historical epochs. The results have implications
for our understanding of the evolution paths of individual technologies, and
of the evolution of technological systems and waves of innovation.

By use of computational statistics, logistic growth functions are fitted to US
patent stocks, 1920-1990, at a detailed level of aggregation, including
chemical, electrical/electronic, mechanical, transport and non-industrial
technologies. Some practical considerations when developing an empirically
testable model of innovation cycles are addressed in the paper as well.
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comments I received (especially from Francisco Louga, Jan Fagerberg and Keith Pavitt)
when this paper was presented and ‘poster’-presented, respectively, at the two conferences
“II Conference on Complexity in Economics: Cycles and Chaos in Economics” (Lisbon
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1 Introduction
1.1 Thinking in S-shapes

Following on Schumpeter’s (1939) contribution to business cycle theory,
which deals with the association between the distribution of entrepreneurial
ability and cyclical movements in the rate of innovation (Kuznets, 1940,
p.114), it is now commonly argued among Schumpeterian economists that
the development and diffusion phase of a selected variable generally follows
a Sigmoid curve (popularly termed an S-curve). Such studies have, for
example, covered the areas of population growth, technology growth,
diffusion of innovations and market shares, and much more.

Within economics the most prominent literature on S-curves concern the
product life cycle literature (e.g. Kuznets, 1930a; Burns, 1934; Vernon,
1966; Utterback and Suarez, 1993; Utterback, 1996; Klepper and Simons,
1997), or are related to the diffusion process of technologies among firms
(e.g. Mansfield, 1961; Silverberg, Dosi and Orsenigo, 1988; Cantwell and
Andersen, 1996). However, the ‘product life cycle’-based literature has been
concerned with the characteristics of products, technologies and industries
along associated life cycles, while treating the cycles themselves in a very
informal way. The diffusion literature within evolutionary economics,
likewise, seems to have just assumed that the diffusion curves were related
to associated S-shaped development or growth curves. Related literature
within the same tradition has focused on diffusion processes of technologies
within societies (e.g. the extensive amount of literature on innovation sys-
tems, Lundvall, 1992; Nelson, 1992), or focused on cross-sectional analysis
of the structural dimensions of the way technologies develop in an in-
creasingly interrelated complex fashion (see e.g. Kodama, 1986, 1992; von
Tunzelmann, 1995; Andersen, 1998). Finally, literature based on ‘long
waves’ in economic life (Kondratieff 1979) has also been associated with
S-curves. This has mostly been in relation to economic booms or crises or
on identifying clusters of waves of innovations (e.g. Mensch, 1975; Free-
man, Clark and Soete, 1982; Solomou, 1986; Kleinknecht, 1990), rather
than identifying to what extent the individual development patterns them-
selves are S-shaped.

Hence, since the empirical works by the business cycle theorists in the
1930s (Kuznets, 1930a; Merton, 1935), no recent efforts have been made to
study empirically the long term evolution paths of individual technologies
starting with long time series'. Given the lack of empirical evidence on
S-shaped growth patters, the S-curve is still merely an image or metaphor of

! Griliches (1957) studied output growth related to the diffusion of hybrid seed corn
among farmers in 31 different states of the US.
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the way technology develops, as argued by Lindquist (1994). Therefore, the
key issue addressed in this paper is an empirical test of the theoretical use of
the S-curve in relation to the S-shaped innovation growth cycle of
technological development®. Thus, this study can be seen as a recent con-
tribution to an analysis of the long term evolutionary growth paths of
individual technologies. Patent data are appropriate for this kind of study
as they are registered historically (1890-1990 in this case) and at a detailed
level of disaggregation®.

This paper also stresses some practical considerations concerning the
development of an appropriate empirically testable model of S-shaped
growth. Still, despite the great use of S-curves or S-shaped development
patterns, up to the present there is no dominant theoretical framework
relating to S-curves, or any associated statistical tests of such. Hence
conceptual, technical and statistical issues are given importance in this
paper.

The diversity of technology dynamics is also commonly recognised in
post Schumpeterian approaches, in terms cycle duration, the timing of
technological takeoff, technological opportunity, and the level of accumu-
lated socio-economic capability or historical impact. These now almost
stylised facts are also areas the paper attempts to measure. Special attention
will be given to the notion of clustering of innovation in terms of the timing
of takeoff which is still a controversial issue.

1.2 The organisation of the paper

The long run (1890-1990) US patent data on which this analysis is based
will first be presented, and it will be shown how the patent data can be
used as a proxy for innovation (Section 2). Then we set out to discuss
the conceptual framework concerning the image of the shape of the

2The aim of this paper is not a theoretical one discussing why it is believed that technology
develops not in a smooth line but in cycles. These issues have been dealt with plentifully
elsewhere in the business cycle literature on diffusion processes of innovations, ‘entre-
preneurial swarming’ and processes of retardation, as well as in the literature on economic
booms and crises or ‘clustering of innovations’ (see e.g. Schumpeter 1939; Kuznets, 1930a,
1940; Kondratieff, 1979; Freeman, Clark and Soete, 1982; Solomou 1986; and Klein-
knecht 1990).

*In studying time series of US patenting activity, this paper can best be considered as
being in line with the empirical works of Kuznets (1930a) and his student Schmookler
(1966) and their work on US patenting activity, which they addressed in relation to
production and prices as well as sectoral investment demand. However, as mentioned
above, this paper is purely about evidence for cyclical S-shaped movements in techno-
logical activity (and related cycle attributes). Such S-shaped movements may of course be
correlated with their counterpart industry specific patterns of innovation (e.g. chemical
technological growth cycles may be strongly correlated with the chemical industry’s
pattern of innovation, Cantwell and Andersen, 1996; Andersen, 2000), although less so
over time due to the increasing complexity of technological evolution associated with
blurring of industry boundaries (Andersen and Walsh, 2000), but this is not an area this
paper will elaborate upon.
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technological growth curve (Sect. 3), so as to develop an empirical model
from which the data can be analysed. The cyclical units of the growth
curve and the position of cyclical phases — depression, revival, prosperity
and recession — will be identified®. As these are relative measures, we also
need to bring in notions of a system’s ‘theoretical norm’ and equilibrium.
The periods of possible cyclical growth in technological development will
then be identified, and emphasis will be on distinguishing sustained
growth cycles from fluctuations. Although the conceptual framework will
mainly be based on Kuznets (1930s, 1940), it is synthesised with the
views of Schumpeter. As Schumpeter was mainly a theorist, his theo-
retical innovation cycles were not directly testable’.

Section 4 presents the fitting of logistic growth curves to patent data.
The use and transformation of the logistic biological growth model of
the type used by Grilliches (1957) is justified. There are numerous types
of models which give raise to S-shaped paths, but they are quite different
in the mechanism which actually produces this trajectory. We then
examine whether technological development in different technological
fields tends to follow S-shaped curves, and if so, the characteristics and
properties of such curves are identified quantitatively. Each cycle will be
characterised in relation to the parameters that guide its evolutionary
path.

When identifying the diversity of technology dynamics (Sect. 5), each
cycle will be characterised in relation to the four phases of development
(depression, revival, prosperity and recession), their timing as well as total
cycle duration. The cycle’s socio-economic capability or impact at different
cyclical stages as well as the cycle’s overall technology opportunity are also
identified. After a cross technology comparison of the timing of techno-
logical takeoff and cycle saturation, the notion of clustering of innovations
will also be tested.

* Economic concepts of the phase or state of the innovation cycle is here used as a proxy
measure, as the paper builds upon Schumpeter’s first approximation (prosperity and re-
cession) and second approximation (depression and revival) which broadly read refer to
innovation investment and hence innovative activity (Schumpeter, 1939, chapter IV). It
can be compared to Kuznets’s primary trends in production and prices which reflect the
life cycle of a given technical innovation (Kuznets, 1930a).

>Kuznets and Schumpeter share some striking similarities and some equally striking
differences. Whereas Schumpeter was a theorist and Kuznets an empirist they agreed that
changes in technique are the decisive factor in growth. However, for empirical measure-
ment purposes, Kuznets’ conceptual framework differed rather sharply from Schumpeter,
although the two were not inconsistent with one another (Rostow, 1990, pp. 233-246).
Although they both agreed on the existence of S-shaped growth paths, Schumpeter (for
theoretical reasons) focused on the movements from ‘prosperity and recession’ to
‘depression and revival’, whereas Kuznets (for technical statistical reasons) focused on the
movements from ‘depression and revival’ to ‘prosperity and recession’ (i.e. from trough to
peak, see also Sect. 3) (Kuznets, 1940). Also, whereas Schumpeter begins with a theory of
an economic dynamic system of circular flows into which he introduces a disruptive,
creative, innovating entrepreneur, Kuznets begins with a set of observations (long time
series) based on empirical evidence and statistical methods. Finally, whereas Kuznets
asserted that S-shaped curves were randomly distributed, Schumpeter believed that they
were clustered (Kuznets, 1940).
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Some concluding remarks will follow in the last section of the paper
(Sect. 6).

2 Data and indicators
2.1 The patent data base

This study is based on all corporate and individual patents granted in the
US between 1890 and 1990°. Each patent is classified by the year in which it
was granted, and by the type of technological activity with which it is most
associated. Various broad categories of technological activity can be de-
rived by allocating classes or sub-classes to common groups of activity. In
that way, patents have been allocated to one of 399 technological sectors
(which indicate a class or occasionally a subdivision of a class), which in
turn belong to one of 56 technological groups’. The 56 categories have been
amalgamated into five broad technological fields: Chemical, Electrical/
electronic, Mechanical and Transport technologies, plus a residual con-
sisting of Non-industrial technologies®. For the purpose of this paper the
analysis is carried out at the level 56 technological group level. The 56
technological groups are listed in Table 1.

2.2 Patent data as indicators

Applying this classification scheme the patent data in this paper serves as a
proxy for three variables, as presented below.

Proxy 1: Patent data as a proxy for technological innovation/technological
activity.

As patent data is only a direct measure of invention, there is a potential
difficulty with this approach. To justify the relevance of this assumption, it
is suggested that cumulative calculations (stocks) are appropriate when
patents are used as a proxy measure for innovation, as that measure tends
to capture the most central features of new technology. In this context it is
argued that accumulated inventive activity does not take place unless

SThe US patent data base is based at the University of Reading. It has been compiled by
Professor John Cantwell with the assistance of the US Patent and Trademark Office.

7 As the system of patent classes used by the US Patent Office changes, fortunately the
Patent Office reclassifies all earlier patents accordingly, so the classification is historically
consistent. The 1990 classification is used. Furthermore, although the US Patent Office has
assigned most patents to more than one technological field or class, the Office identifies the
most important or primary class of every patent, and in this study the primary classifi-
cation was used in all cases.

8 Note that the patent class as well as a technological group reflects an area of techno-
logical activity, as opposed to industrial activity, although the two may be interrelated (as
mentioned in footnote 3).
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Table 1. Identification of the 56 technological groups sorted by broad technological field

Broad technological field Code Technological group
Chemicals 2 Distillation processes
3 Inorganic chemicals
4 Agricultural chemicals
5 Chemical processes
6 Photographic chemistry
7 Cleaning agents and other compositions
8 Disinfecting and preserving
9 Synthetic resins and fibers
10 Bleaching and dyeing
11 Other organic compounds
12 Pharmaceuticals and biotechnology
51 Coal and petroleum products
55 Explosive compositions and charges
Electrical/electronics 30 Mechanical calculators and typewriters
33 Telecommunications
34 Other electrical communication systems
35 Special radio systems
36 Image and sound equipment
37 Illumination devices
38 Electrical devices and systems
39 Other general electrical equipment
40 Semiconductors
41 Office equipment and data processing systems
52 Photographic equipment
Mechanical 1 Food and tobacco products
13 Metallurgical processes
14 Miscellaneous metal products
15 Food, drink and tobacco equipment
16 Chemical and allied equipment
17 Metal working equipment
18 Paper making apparatus
19 Building material processing equipment
20 Assembly and material handling equipment
21 Agricultural equipment
22 Other construction and excavating equipment
23 Mining equipment
24 Electrical lamp manufacturing
25 Textile and clothing machinery
26 Printing and publishing machinery
27 Woodworking tools and machinery
28 Other specialised machinery
29 Other general industrial equipment
31 Power plants
50 Non-metallic mineral products
53 Other instruments and controls
Transport 42 Internal combustion engines
43 Motor vehicles
44 Aircraft
45 Ships and marine propulsion
46 Railways and railway equipment
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Table 1 (Continued)

47 Other transport equipment

49 Rubber and plastic products
Non-industrial 32 Nuclear reactors

48 Textiles, clothing and leather

54 Wood products

56 Other manufacturing and non-industrial

applied, so that accumulated patent stocks reflect the process of appli-
cation and diffusion of new technology (i.e. the interaction-process be-
tween scientists, inventors, engineers, innovators and entrepreneurs,
learning and market diffusion). Hence, by using accumulated patent
stocks, this paper takes an appropriately broad view of technology, where
it tends to include the interaction between (i) the universal element of
technology relating to information or codified knowledge (for example
patents), which is potentially tradable and potentially transferable; (ii) the
tacit element of technology, which is context specific and tied to local
technological competence or capability; and (iii) market diffusion. In this
way (i) may serve as a proxy for (ii) and (iii), as well as being a direct
measure of itself®.

Cumulative stocks of patents were calculated for technological groups
using the perpetual inventory method as in vintage capital models, with an
allowance for a depreciation of the separate contribution of each new item
of technological knowledge (reflected in a patent) over a thirty year period.
This is the normal assumption for the average life time of capital, given that
new technological knowledge is partly embodied in new equipment or de-
vices, as well as the conventional method now used in patent statistics based
on long time series'’.

The use of patent stocks is also consistent with the theoretical notion of technological
accumulation (which again is analogous to capital accumulation), and which follows from
the view that technological change is a cumulative, incremental and path-dependent
process (Nelson and Winter 1982; Rosenberg 1982; Dosi et al. 1988). Analysing stocks
also helps to reduce statistical problems that might otherwise be created by small numbers
of patents and by year-to-year fluctuations in patenting, problems which are more serious
at more detailed levels of disaggregation, and which causes only random results. Finally,
when working historically we also have to take into account that the propensity to patent
is not constant over time. The propensity to patent generally tended to increase over time
(Cantwell 1998), and is of course also expected to be affected by wars and other random
historical events. The effect this may have on the results is also reduced by working with
stocks rather than absolute flows.

19 John Cantwell and his associates pioneered the use of accumulated stocks of long time
series within patent statistics [see. e.g. Andersen (1998, 2000), Cantwell and Andersen
(1996) and Fai and von Tunzelman (1999) concerning technology and industry dynamics
issues; Cantwell (1995) concerning the product cycle model; as well as Cantwell and Fai
(1999) concerning firm dynamics issues].
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We see that the stock in 1919 represents a weighted accumulation of
patenting between 1890 and 1919, a thirty year period with weights rising
on a linear scale from 1/30 in 1890 to unity (30/30) in 1919, using
‘straight line depreciation’. The analysis covers the period 1920-1990.
Although all innovations are not necessarily embodied in plant and
equipment, this method of a 30 years depreciation takes into account (or
is a proxy for) the lifetime of the underlying technological knowledge and
the tangible devices with which it is associated. (i.e. it is not intended to
capture lifetime of the patent (which is shorter) or the life of the
economic value of the patent''))

Proxies 2 and 3: Patent data as proxies for technological opportunity and
socio-economic capability or historical impact.

Within post-Schumpeterian approaches it is now commonly believed that
the rate of technological activity is related to the degree of technological
opportunity, and that the size of the accumulated patent stock is related to
the collective accumulated technological capability or socioeconomic
competence in society.

Accordingly:

e The rate of growth of the patent stock over a given period can serve as a
proxy for the extent of technological opportunity in the technology in
question over that period, in which a high rate of growth in a techno-
logical field reflects an area of high technological opportunity.

e The size of the accumulated patent stock can serve as a proxy for the
collective accumulated technological capability or socio-economic
competence, in which a large stock reflects an area of high capability or
competence, acquired from a succession of innovations over time.

The latter two proxy measures play an important part in section 5 only,
whlezn identifying cycle properties and the diversity of technology dynam-
ics

"' The assumption of a thirty year life is admittedly arbitrary. However, although patent
stocks would fluctuate more if a shorter life time was assumed, as the smoothing process
associated with accumulation would be less pronounced, the identification of ‘innovations
cycles’ (as opposed to ‘random fluctuations’) depends on the cut-off points between what
is recognised as a cycle and what is taken as a random fluctuation on the cycle and not by
the rate of depreciation. As some stability has been built into the data by allowing for a
thirty years depreciation, this analysis very strictly allows for only one year fluctuation on
the cycle before identifying a cyclical break. This principle, when distinguishing between
sustained growth periods and fluctuations, is taken from Franses (1996, p. 85) and Watson
(1994, pp. 24-46) who determine turning points in US industrial production data while
investigating seasonality in business cycle turning points. See Section 3.2.

12 As the aim of this article is not to review the literature on the last two mentioned
proxies, which is now commonly used in the literature, this article here refers to Andersen
(1998a) and especially Andersen (2000) which discuss and justify these proxy measures in
detail while reviewing literature concerning the possibilities and problems of these
measures.
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3. The S-shaped image of the technological growth curve'’
3.1 The conceptual framework

The aim of this section is conceptual, dealing with how best to identify
cyclical units (i.e. when a cycle starts and ends) and to identify the cyclical
phases and saturation levels, in order to perform empirically the model
fitting of patent stocks to S-shaped growth functions. This is an area where
there is still no dominant approach.

In the definition of cyclical units, this paper uses troughs and peaks as
turning points (commonly used by national statistical offices). Between the
turning points, indicating the growth cycle from trough to peak, the cycle
passes through four cyclical phases of development, moving from depres-
sion to revival to prosperity and to recession. Instances of negative growth
will be disregarded, and will instead be referred to as periods of crisis.

Hence, the analysis is based on Kuznets’ conceptual approximation of a
cycle using troughs and peaks as turning points. There is a dispute between
Schumpeter and Kuznets concerning how to define the cyclical units of
analysis. Schumpeter suggests that cyclical units should be defined from the
beginning of prosperity (the point at which the time series begins to rise
above the ‘normal’ level) to the end of revival (the point at which the time-
series again reaches the new ‘normal’). Kuznets stressed the empirical dif-
ficulty of developing statistical procedures that would correspond to
Schumpeter’s theoretical model: “By refusing to accept peaks and troughs
as guides in the determination of cycles he [Schumpeter] scorns the help
provided by statistical characteristics of cycles in time series. One cannot
escape the impression that Professor Schumpeter’s theoretical model in its
present state cannot be linked directly and clearly with statistically observed
realities” (Kuznets, 1940, p. 116). “[N]o proper link is established between
the theoretical model and statistical procedure” (Kuznets, 1940, p. 123).
That is, we have technically developed statistical growth functions which
illustrate a path from trough to peak, as opposed to Schumpeter’s growth
functions illustrating evolution path from the beginning of prosperity to the
end of revival. Schumpeter’s and Kuznets’ conceptual approximations of
innovation cycles are illustrated in Figure 1.

The cyclical phases (i.e. depression, revival, prosperity, recession, crises)
or stages of the cycle introduced by Schumpeter represent a relative measure.
As Schumpeter argues, the different cyclical phases of development must be
around something and, if pressed, that something is more or less related to

3 Throughout, the paper refers to innovation ‘cycles’ and the ‘cyclical’ character of in-
novations with respect to S-shaped growth patterns. [The appropriate application of such
phrases are discussed in Solomou (1986) and Kleinknecht (1990).] The use of the term
‘cycle’ in this paper is justified by the subsequent application of an evolutionary model
endogenously producing S-shaped (cycle-like) growth patters. Hence they are investigated
as ‘real’ phenomena rather than purely statistical coincidence. However, the analysis does
not to the same extent establish the ‘cyclical’ character of innovation cycles (i.e. their
endogenously caused regular recurrence), so the paper admittedly uses this concept in
relation to a post-schumpeterian theoretical belief on the behaviour of many economic
variables.
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Patent
stock P(t)

I .

1 2 3 4 5 6 7 8 9 10 11 12 13
Time (divided into phases of growth)

PHASES OF GROWTH
0-1; 5-6 and 9-10: Depression
1-2; 6-7 and 10-11: Revival
2-3; 7-8 and 11-12: Prosperity
3-4; 8-9 and 12-13: Recession
4-5: Crises
2-7 and 7-11: Illustrative examples of Schumpeter’s innovation cycles
0-4, 5-9 and 9-13: Illustrative examples of Kuznet’s innovation growth cycles (the one adopted in this analysis)
Equilibrium (or level of saturation): @
Punctuated equilibrium: @
K: Offset
:The system’s ‘theoretical normal’
_— or - : The innovation cycle

Fig. 1. Conceptual framework

an equilibrium concept (Schumpeter, 1939, p. 44). For analysis and diag-
nosis purposes Schumpeter refers to equilibrium in a dynamic context (as
opposed to the Walrasian system) in which any stage of a cycle can conve-
niently be defined in relation to its distance from a theoretical normal or
‘theoretical norm’ (Schumpeter, 1939, p. 23). Kuznets also acknowledges
making business cycle theory an integral part of an economic system by
coupling it to the achievements of equilibrium economics: “Instead of a
system we are likely to find ourselves with a chaotic description” (Kuznets,
1930b, p. 31), and he agreed with Schumpeter that the stable static equi-
librium has to be substituted with a general recognition of the time element.

The growth cycle, wrapping around the system’s theoretical norm,
moves from one level of equilibrium to another at a qualitatively different
level. If the troughs and peaks of every two successive growth cycles
coincide in time, the technological development may have a pulsating
character causing punctuated equilibrium (in the way argued by Yakovets,
1994, p. 400), although it is also argued here that this may not always be so
if there is a long period of a crisis or a structural break when developing and
adjusting to a new technological trend. As stated by Schumpeter, the
equilibrium reached by recovery is not necessarily identical with that which
would have been attained had the crisis not taken place.

As growth cycles between equilibrium points both for statistical tech-
nical purposes and theoretical purposes needs to be understood individually
(cf. each growth cycle being of different qualitatively kind — the nature of



The hunt for S-shaped growth paths in technological innovation 497

each cycle being unique), an offset — provided by a constant K — is inserted
in the beginning of each cycle to avoid the previously accumulated patent
stock entering the analysis. Hence, K reflects the size of the accumulated
patent stock for each cycle’s initial level, and is therefore of different value
for each new cycle (see Fig. 1 and Sect. 4.2)',

3.2 Identification of periods of potential technological growth cycles

When identifying periods of potential technological growth cycles, it is
important to distinguish between sustained cyclical growth periods and
random fluctuations.

Using troughs and peaks as turning points, a growth cycle is considered
to end or move into a crisis when two consecutive years display negative
growth. The year before a sequence of two such negative growth observa-
tions is considered to be a peak, while the last observation of two consec-
utive years is considered to be a trough. By definition, a trough for a new
growth cycle can at the earliest come two years after a peak of an earlier
growth cycle, as we allow for one-year fluctuations within the growth
cycles'®. Thus, in the context of this analysis, if a trough for a new growth
cycle comes two years after the peak of an earlier cycle, we have defined this
as a series of punctuated equilibria. However, if a trough for a new cycle
comes more than two years after an earlier cycle, we have a series of neg-
ative growth rates reflecting a crisis.

Using this principle, the turning points in technological development of
the technological groups have been identified and will subsequently be used
for model fitting to test for the existence of S-shaped growth paths. Periods
of sustained decline in the patent stock (i.e. periods of crisis, see Fig. 1) are
cut out of this analysis, and the remaining periods illustrate potential growth
cycles. As much as 172 sustained growth periods were found across all the 56
technological groups and the structure of those are illustrated in Table 2.

Of the 172 sustained growth periods, 6 technological groups of the 56 in
total experienced only 1 sustained growth period, 14 groups experienced 2
sustained growth periods, 13 experienced 3, 17 experienced 4, 5 experienced
5, and finally, 1 technological group experienced 6 sustained growth periods
between 1920 and 1990. Hence, the technological groups, identified in
Table 1, show a notable difference in the number of growth periods.

Table 2 also indicates that in general we have longer periods of
growth than periods of decline (which are left out), because (i) the total
periods of sustained growth are longer than the total periods of sus-
tained decline, and (ii)) we often have one growth period after another,
suggesting a series of punctuated equilibria between growth cycles. Of

%1t is relevant to mention that, as this paper is based on a patent data classification
scheme, we only measure technological activity in a certain technological area rather than
a specific innovation. However, the type and nature of the technological activity varies
over time.

!5 The principle is taken from Franses (1996, p. 85) and Watson (1994, pp. 24-46), who
determine turning points in US industrial production data while investigating seasonality
in business cycle turning points.
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Table 2. Structure of sustained growth periods between turning points*

Numbers of Number of Total number of Total number of
technological ‘technological ‘sustained growth ‘sustained growth
groups by broad groups’ with periods from trough periods linked with
technological field sustained growth, to peak’ across all  punctuated equilibria’
derived from Table 1  between 1920 and technologies/ across all
1990, for more (Sustained growth  technologies.
than 40/50/or periods of at least ~ (Assuming they can
60 years in total, five observation be fitted to S-shaped
respectively years) growth cycles)
Chemical: 13 12/10/7 31/(25) 6
Electrical: 11 9/7/4 38/(32) 6
Mechanical: 21 12/7/1 66/(56) 15
Transport: 7 3/0/0 23/(16) 4
Non-industrial: 4 1/0/0 14/(11) 6
Total: 56 37/24/12 172(140) 37

* Documentation of all the observed sustained growth periods (in years) for each of the
individual technological groups are omitted here, but they are forthcoming in Andersen
(2000). However, Tables a, b, ¢, d, and ¢ in the Appendix include the identified years of
sustained growth with respect to those cycles, which have been successfully fitted to
S-shaped growth paths.

the 56 technological groups in total, 37 experienced sustained growth
between 1920 and 1990 (a total of 70 years) for more than 40 years in
total, and among those 37 groups, 24 experienced sustained growth for
more than 50 years, and 12 even experienced sustained growth for more
than 60 years. Hence, it is not surprising that we also find that as many
as 37 of the 172 sustained growth periods can be linked with punctuated
equilibrium (i.e. one growth cycle after another without any decline in
accumulated patent stock) assuming they subsequently can be fitted to S-
shaped growth cycles. Accordingly, (i) and (ii) above also indicate that
the critique often raised, that technological growth curves used for pic-
turing technological development only depict half of the technology’s
‘life’, as they ignore the period of absolute technological decline (see e.g.
Lindqvist, 1994), is proven not to be the case when using patent data as
a source of evidence.

In the further analysis only those sustained growth periods which have
at least 5 observation years will be used (as this is the minimum time series
number for fitting an S-curve to the data). Of these, Chemicals represents 25
potential growth curves, Electrical/electronics 32, Mechanical 56, Transport
16 and the Non-industrial technological group 11, which gives a total of 140
potential growth curves.

4 Fitting S-shaped growth paths
4.1 Model selection

Just as there is no dominant approach to the study of S-curves, there are no
conclusive S-curve models associated with definite statistical tests. There are
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numerous types of models which give raise to S-shaped curves (see e.g.
Mahajan and Peterson, 1985), but they are quite different in the mechanism
that actually produces this trajectory. Each development or diffusion model
usually facilitates a theoretical explanation of the dynamics of the devel-
opment or diffusion process in terms of certain general characteristics, as
well as permits predictions concerning the continued evolution of the de-
velopment or diffusion process. Several different kinds of such models have
been applied in economics.

For the purpose of this study the biological internal-influence (i.e. en-
dogenous) growth model, which has been applied by, e.g. Griliches (1957),
is most applicable. The advantage of this type of internal-influence bio-
logical growth model is that it illustrates a growth process in which tech-
nology is the variable that grows over time and is not of a constant size
which then diffuses, as in the internal-influence epidemic diffusion model
(e.g. the one applied by Mansfield, 1961). However, the disadvantage of the
simple internally-influenced diffusion model is that it is of limited flexibility
in terms of the two alternatives (i.e. symmetry or positively skew), as
opposed to the flexible cumulative lognormal density models (e.g. used
by Bain, 1964)'®. That is, they are generally built around a logistic or
a Gompertz growth curve.

As Kuznets (1930a, p. 197), in his empirical research, finds that the
simple logistic model (as compared to the Gompertz model (e.g. used by
Chow, 1967)) best describes long term movements of growing industries,
and subsequently links these results to the technology life cycle (using cu-
mulative stocks of US patent data) the logistic model is the most obvious to
consider. The logistic model is also the most widely used, e.g. by Griliches
(1957), who studied the output growth related to the diffusion of hybrid
seed corn among farmers in the US, and by Mansfield (1961) who studied
the diffusion (or rate of imitation) of several industrial innovations among
major firms. Metcalfe (1981) used the logistic curve in his extended model of
innovation diffusion, which built partly upon the work of Kuznets’ theory
of industrial growth and retardation; and Andersen (Andersen E.S., 1994,
Chapter 3) illustrated the way in which the logistic equation can provide us
with a rough theoretical scheme which may help to organise the study of
several of the issues raised by Schumpeter.

As the logistic function is symmetric around the inflection point the
growth of the patent stock (or innovation growth) in the internal-influence

1 The limitations of the flexible density model is however that, although it can deal with
any skewness, it is basically a distribution function providing information concerning
when you have the highest probability for growth or diffusion, but it does not provide any
explanation concerning the mechanism behind the S-shape. It could be argued that any
density model would fit any smooth movements in long time series, but as it does not
provide any explanation concerning the mechanism of the movements, the results con-
cerning the highest probability for growth or diffusion may be a pure illusion. (a statistical
coincidence). Also, in relation to this present study the density model is inappropriate, as
we do not in all cases have the data from the initiation of the technological growth curve
all the way to its long run potential.
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growth model is proportional to the growth already received and to the
distance from the ceiling'’.

4.2 Model fitting

Accordingly, the logistic internal-influence biological growth model is very
useful when examining time series of patent data, and the parameters in the
model are subject to simple and meaningful interpretation. The funda-
mental logistic internal-growth model as provided by Griliches (1957,
p. 504) and applied to patent growth, is given here by:

P .
"1+ exp[—(atbt) (i)

P(t) represents the accumulated patent stock at time t, P represents the
ceiling (or long run equilibrium) value, ‘b’ represents the rate of growth
coefficient, and ‘a’ is a constant of integration which positions the curve on
the time scale.

As Griliches (1957), Mansfield (1961), Bain (1964) etc. worked with
diffusion expressed in percentage terms (and not real values), their model’s
initial stage, P(tiniial), 1S by definition close to zero, so the simple logistic
model could be applied directly. The technological growth model will also
subsequently be constructed along similar lines, by transforming the time-
series of patent stocks for each growth curve into a percentage share of the
long term technological potential or ceiling.

However, when constructing the model we can gain a better impression
of the diversity of technology dynamics (see Section 5), derived from the
cycle properties, if the cycle’s origin, takeoff point, inflection point, satu-
ration level, and phases of depression, revival, prosperity and recession are
expressed in terms of patent stocks and time. In this way it is also possible
to see by how much the technological field has increased in absolute im-
portance or impact during the growth cycle, and it is possible to estimate
directly the duration of the growth cycle. This is done by adding an offset K
to the growth function provided in equation (i) (K being a constant and
different for each cycle), so that when calculating the accumulated patent
stock in absolute terms, P(t;,;i.) = K reflects an initial level of zero de-
velopment (see also Fig. 1). In this way, P(t) for any stage of development
will always reflect a true value of the accumulated patent stock. Also, as the
cycles do not start at year 0, a variable tq (to being different for each cycle)
has been inserted to represents the year of the first empirical observation of
each growth curve, as listed in Table 1. In this way the estimated t value for
each stage of development will represent a true year.

Hence, the fundamental logistic biological growth model of patent
growth over time is here rewritten as:

P(t)

71t is the last property which has made the logistic function useful in relation to Wolf’s
law of retardation, the importance of which was stressed by Kuznets.
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P
pr— K
T+ expl—(a + bt —t))] (ii)
where lim P(t) ~ (P + K) fort — oo

P(t)

P(t) represents the accumulated patent stock at time t. As the cycles does
not start at year 0, ty (to being different for each cycle) represents the year of
the first empirical observation of each growth curve. P represents the cycle
ceiling value, ‘b’ represents the rate of growth coefficient, ‘a’ is a constant of
integration which positions the curve on the horizontal time scale. K is the
constant of integration which positions the curve on the vertical patent
stock scale. (K is the size of the accumulated patent stock at which the curve
is initiated (i.e. (tinia1) or P(t) for t — —00).)

Computational statistics based on non-linear least squares regression are
then used to fit logistic curves to the sustained growth periods identified in
Section 3.2. In this process the computer simultaneously optimises or fits
the parameter values of the origin or K, the cycle ceiling P (from which we
can calculate P(teciling) = (P +K)), the integration coefficient on the time
scale ‘a’, and the growth coefficient ‘b’.

4.3 Model fitting results: The existence of S-shaped growth paths

The results of the parameter estimates can now be used to identify the
characteristics, or cycle properties, of the S-shaped growth paths (identified
in Section 3.2) successfully fitted to the logistic biological growth model;
subject to a few constraints. First, the goodness of fit, R?, has to be greater
than 0.94. Second, it might be expected that the technological growth cycle
will be interrupted or be the subject of structural breaks due to random
historical events before its estimated long run performance level or full
potential is reached. Thus, another constraint is that an empirical break
from the growth cycle model (i.e. the time of the last empirical observation
of the cycle) has to be at least after 60% of the long run estimated tech-
nological cycle potential in terms of accumulated patent stock, i.e.
(P(t) — K)/P has to be at least 0.6 (60%). This includes even those tech-
nological groups whose cycles break empirically in 1990 owing to data
constraints. It is necessary to go beyond the point of inflection of 50% in
order to make sure that we actually have an S-curve and not exponential
growth. A third constraint is that the accumulated patent stock at the first
empirical observation of the cycle, i.e. ty, has to be below 10% of the patent
stock at the cycle ceiling (i.e. full estimated growth cycle). This means that
we allow the technology to ‘die’ relatively young (already after 60% of its
full potential) but, as in biology, it cannot by definition be ‘born’ old in
terms of empirical observations. However, as there is no reason to believe
that these technology growth cycles first entering in 1920 due to constraints
in the data source were actually born in 1920, we allow them into the model
as long as 1920 is still in the first phase of the growth cycle, i.e. below 25%
of the full cycle (i.e. (P(t) — K)/P can be up to 0.25 (25%) in 1920), which
also represents the initial growth phase before takeoff and revival.
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Among the growth paths identified in Section 3.2 that were eligible
for estimation, the broad Chemical group went down by 4 (from 25 to
21), Electrical/electronics down by 9 (from 32 to 23), Mechanical down
by 11 (from 56 to 45), Transport down by 8 (from 16 to 8), and the
Non-Industrial technological group went down by 2 (from 11 to 9).
Hence 106 technological growth curves out of 140 survived the
constraints, and could be fitted to the selected S-curve model. The results
of the parameter estimates are listed in Tables a, b, ¢, d and e in the
Appendix.

With respect to the first and third constraint, the results in the Appendix
also show that the goodness of fit is usually at the 0.99 or 0.98 level
(applying to 86 out of the 106 S-curves), and that the accumulated patent
stock at the time of the first empirical observation is below 5% of the full
technological potential for most of the growth cycles (applying to 65 out of
the 106 S-curves).

Finally, as mentioned in constraint two, it might be expected that the
technological growth cycle will be interrupted or be the subject of structural
breaks due to random historical events before its estimated long run per-
formance level or full potential is reached. It is interesting here to compare
the estimated accumulated patent stock at the time of the last empirical
observation (identified in Appendix in Tables a—e) of the cycle with the
estimated cycle potential (or cycle ceiling) to see to what extent the cycle
reaches it long run potential (identified in Tables 3—7) (The calculation of
the percentages share of technological development in relation to the po-
tential ceiling of the growth curve is represented in Section 5.) Evidence
from such analysis shows that almost all cycles (i.e. 72 out of 106 in total)
survive more than 90% of their long run potential or ceiling level without
any external shocks to break the cycle, and that it is very rare (i.e. only 10
out of 106) that they get interrupted before 80% of their estimated ceiling
value. Actually, as many as 44 out of the 106 growth cycles represent a full
cycle (i.e. more than 95% of their long run potential or ceiling level) without
any breaks. Here it ought to be mentioned that many of the cycles ending
empirically in 1990 are most likely because of data constraints (as the
compiled data used for this study range from 1890 to1990) than anything
else. So although external factors and ‘history’ have a large influence on
change and growth, it is still important to understand the mechanism and
the internal system dynamics.

These factors indicate that we have good model-fitting results, which in
turn justifies the use in evolutionary economics of the S-shaped image or
metaphor concerning the way technology develops.

5 Diversity of technology dynamics
5.1 Fitting cycle properties

When fitting cycle properties (see ““Cycle properties” below) concerning the
diversity of technology dynamics (including timing and socio-economic
capability or impact at the year of takeoff and for the four phases of the
growth curves, (depression, revival, prosperity and depression), as well as



503

The hunt for S-shaped growth paths in technological innovation

cET9s ¢C 8v61  08°LS8L ov6l  9T°SLE9 geol  olcesy [€6l  ¥6°899¢ €col 0P 98I11 B[S
81°96 L1 0861 €6'¥SPE SL6T  TO'LLOE CL6T  997909C 8961 6£°CEIT €961  6£°8SLI q01
LS6CC 0c ol 1T°06£C 8¢61  CC0C0T ve6ol  vLLSS 0c6l  STS601 Yeol  9T'STL B0l
€SPyl ¥9 €00C €ocsITy €861 OI'16€€EE [L61  06°6£¥CC 6561  0L'88vII 6¢6l  IL°LTLT 6
oveee [47 L661  ¥6°6CS v861  ve6ty 9L61 01'9cE 8961 ¢8°CIT ¢s61  STTTl q8
187191 33 0s6l  8¢S01 6¢61 16706 €e61  C8'TL 96l TLYS Slel  sCOv B8
Y9 €C 9861  ¥T'L9991 6L61  0S°EYCSI SL6T  08°¢€9vEl 0L61 OT'¥89I11 €961 0909201 oL
8091 cl 9961  ¥9°¥Cv0l €961  0L°€0101 0961  ¥¥C0L6 8561  TT'10€6 yS6l  ¥T0868 qL
169L1 1€ €561 965896 €6l ¥8°01¢€8 LE6L  ¥6°1659 [e6l  v0€L8Y ccol  l16'Leve BL
IL8LTT 19 800C  T'69cvl 6861 0CTIVELL LL6T  0S°C69L 9961  €8'8E0¥ L6l 06°SIII 9
8E°E€TT 33 [661  LOPST8E 0861 06°18¢£CE €L61  0L'1Y0ST L961  0STOLLT 9S61  0¥'6C8II1 q¢
€cerl €C P61l 688801 LE6L  LY'E9Y6 ce6l  €PC8IL 8C61  0¥'106S Icol  LS9LYY 'S
90°8+9 9 000C  L1°€€9¥ 9861 ITIvLE LL6T  9T9T9C 8961 ICTISI vysel  9¢€°619 v
LT'9v 9 9¢6l  LTSIY veol  19°Cey €e61  8L716¢ ce6l 96°0S¢€ 0c6l  0€8I¢ 'Y
0rvel 8C 861 20016 €L61  I8°L96L 8961 SO'SISH €961 607790 ys6l 607006 q¢
w9 Sl 6c61 I8 vrSy veol  vesvly I€6l  9L°CS9¢ 8¢6l  8I'LSIE vcol  1L°09LC B¢
9Y'LTLY 86 8661  TTCLI L961  €¥°09¢€1 6v6l  TT'806 [eol 109y 0061  ¥T¥6 [4
9% (91e1 y1moI1Dn)) SIBOA JeK #%9P0D
“exsfNUNIIOddo  ur wonemp Teox  (%6)g X (%hyd  deox  (%0)g  pooyel  (%FA)d 1w L(%)d
JAPAD APAD e KAqedes e Aqedes e Aqedes e Aqedes ;e Kpqeded

OIIOU009-0100§

SIIOU00-0100S

SIIOU099-0100S

OIIOU099-01008

JIOU09-0100S

Kradsorg

UOISSAOIY

[eAIASY]

suorssardo(q

speorway) sentadord 9pA) g dqel



B. Andersen

504

(") d/ %001 * [(7S)d — (7°563)d] :uoneinp 904> pajewnsd Y} SS0Ioe }203s judjed ur yIMoI3 sagejuddrad oyl se passardxa st A11unroddo 9[9AD) 4y s

‘(suwnjod

IB9 X 99S) awn) ul sporrad JudIoyIp sso1or dnoid [Bo130[0uydd) SwWes JO SA[OAD JUAISYIP Joudp ‘Ioquunu Ipod dnoid [eo15o[ouyod] ay) I9JJ. O PUB ‘q ‘B 4y
“pare[nofed are ((%56°0) S6°0 PUB (%SL°0) SL°0
“(%09) 050 “(%%S2) ST0 (%) S0°0 = d/(1 — (1) 10§ o1) aseyd yons Aue 10y (Souerodwr 10 KIqeded SIWOU0II-0100s 10) 300)s Judjed paje[nWNOOL
pue (1vak) awn YL "("[°¢ 303G 938) /(3 — (1)d) :BuI[Ie0 3[40 ayy 03 uostredwod ur padofeAsp J[0Ad JO dIvYS 9, SB PIssaIdxd dIe YIMOIT JO SIASBY 4

LL™8EC
0091
18761
6¢° 11

€C
S
4!
€

0861
Pe6l
SL61T
6561

L6°SOVI
0T 8LY
¥8°6SC01
6£7°C9¢8

€L61
ceol
IL61
8561

9L°S8I1
PS ey

LO'6L86
LLL9E8

8961
1€61
6961
8561

05016
(4444
01°80¥6
6v'vCls

7961
06l
L961
LS61

€069
06°9Ty
€1'LE68
CCI88L

LS61
6c6l1
€961
9¢61

0 Sy q¢¢
STty BGS
9€°09¢8 J1¢
09°989L qI¢

(panunuoD) ¢ dqeL



505

The hunt for S-shaped growth paths in technological innovation

"€ OIQBL 99 sxx ek #

9g'6cy [44 L661  01'968CI ¥861  OL'TLSOI 9L6T  ¥1°999L 8961 6S°09LY SS61 9I'9¢eve TS
61’8 € IS61  ¥I'SSLT 0S61  0880LC 0S61  88°0S9T 6761 96'T6ST 8761 CT9'9¥ST qcs
06y 6 8C6l  S9'ICIC ST6l  ¥9°660C €col  €1°CL0T 1261 19°v¥0C 6161 090 BCS
6798 9¢ €10C  00°CLT0S S661  OL'LLIOY S861  08'V89LT vL6T 061611 LS61 19°L61S Iy
T6'LY91 9¢ 1861  CI'€T68 €L61  S9'€S0L 8961 1891L¥ €961 L6'6LET SS61 0501 ov
IL°€8 0€ L861  06°C81Y 8L61  06°S09LE L6l 09°60€TE 9961 0€°€10LT LS61 0€9LLTT 26¢
6C9 [4 0S61  0¥'6061C 0S61  01'1291¢ 6v61  08°09CIC 661 0¥°0060C 861 01°TI90C q6¢
$6'69 IT 0r61  05°9061C re6l 06720661 0g6l  0¥'86¢€LI 9761 06°¢6871 6161 0T 068CI Bo¢
96'L 9 1661  0L°C9TYS 6861  08°€LEES 8861  0LT9TCs L861 OL'ISTIS ¢861 08°T9T0S %43
LTIOL 149 0861  OL¥8SPS L6l 0l'9ceop 8961  OV'SLLTY €961 0L¥179¢ 9661 01'9960¢ o8¢
1L 14 ¢S61  01°€c00¢e IS61  01'0856C 0561 0€9206C 661 09°TLY8T 8761 09'6C08C q8¢
¥8°88¢C 8¢ 861  08'¥S9I€ 9¢61  05°6C19C 6C61  08°L686I 6l 0T99¢cl 0161 98°0vI8 e8¢
LTTI 14 0961  0S°SI6II 6561 OV'LYOII 8561  0CTICII LS61 00°LL60T 9561 08°80L01 qL¢
LTTL 1 el 0€°85TCl Se6l  0SOIIIT 0€61  S1'6896 9t61 +8°19¢8 8161 66°611L BLE
$9°€0€ ov 010C  0L'6E¥ST S661  00°L811T 9861 0CTIL8SIT LL6T 0€°SSSOT 1961 ¥9°C0€9 q99¢
L9°0¢ 6 €eol  ISIVIL [€61  LL'ELLY 6C61  €8°L0€9 LT61 06°1¥8S ve6l S169v¢ B¢
8y S 1661 L9°966S 0661  86'7E6S 8861 L8'LS8S L861 SL'08LS 9861 90°61LS qe¢
6S°6LET 09 8861 £9'1S89 6961  €EVEVS 8561 S6'859¢ LY6l 85°€881 8C61 8T'E9Y BGE
€e6g 31 961 05°916¢ 61 9$°€ELT LE6T  06'10ST ve6l €T9LTT 8C61 0£°€60C 143
1L798 [44 1761 €5°0€96 Se6l  €9'9¢98 0€61  STYOEL 9t61 88ISI9 6161 L6°LSIS €€
91°6¢ 91 9661  8S'ICTLE [661  S8°881¢ 8861 S6'L6IE G861 ¥0°L06C 0861 CTEVLIT 20¢
88 S 9L61  €S7ETLT vL61  06°689C €L61  L8'LY9T CL6T €8°509C IL61 1TTLST q0¢
L6'S 9 LT61  TETO6Y STol  T8'6C6V vcol  0L'1S8% €C61 6S'ELLY 1261 60°T1LY BO¢
% (181 |ImoID) sIeak Teox  (%e)d  awdx  (%Sh)d Ieex  (%05)g Ieak gooye]  (%U)d  TeOX ("N xxPOD
Lexxfunyzoddo  ur uonernp e Apqedes e Aiqedes e Apqedes e Apqedes e Aiqedes
LD QLD SIWIOU099-01008 JIUIOU09-0100S SIWIOU099-01908 OIIOU0D9-0100§  OIWOU0IR-0100S

Kadsoag

UoISS300Y

[eATADY

suorssardo(

SOIU0.1309[g /80139 :sentadoid 9[04) *p dqe],



=
2 788 4 Lol ITLSIL [L61  TS'LSOL 0L6T  0V'S689 6961  8T'EELY 8961  8S°€099 q1¢
‘m (429! Ll 7961 8¥°6LS9 6561  8C'S8E9 9¢6l  TSTrI9 ¢S61  9L°668S Ly6l  SS'SOLS BIC
< 8196 ve  v861  8S'L0O08E vL6T  06998¢¢ L961  S6°0698C 1961  OI'SISEC  0S61  OEvLE6] 0¢
o 68°9C 4! 9L6T  6S5°LS9E [L6T  SE'S8YE 6961  S0°0LCE 9961  SLVSOE 961 1S7T88T qel
6¢°81 Il I€61  ¥6'9L6Y L6l €1°S08Y gcel  8E06SY €col  T9SLEy 0c6l  18°¢0cy B6l

80°¢€9 ¢ 6L61  £5°0T9CI CL6T  OL°SESTI 8961  CTL'6L101 Y961  1L°€T88 LS61  16'8ELL q81

§9°0¢ Sl 8e6l  SY'I9TY6 veol  1TTTLY Ie6l  16°118L 8c6l 1971969 €col  9¢°LSTY Byl

9¢C S 6861  98°19LCE L861  0L°€6STE 9861  Sy'e8ece ¢861 0CTELITE  v861  01°€00CE qLl

c6°SE Sl 8L61  60°SELVE €L6l  01°569CE 0L61  60°SYI10E 8961 01'S6SLT €961  01°65SST BLI

88y 0¢ 1861  vI'ILELY PLO6T  0TSSE8E IL61  9€°686h¢E L961  0S°S180¢ 1961  09°66LLT 91

0re 4 ¢S6l  91°C8ELT ¢s6l  0T°LSTLT Is61  16°001LC Is6l  0Lvv69C  0S61  0L°6189C 991

9L°8C L1 8¢61  90°8£ECE g6l 01°€EL0E 6C61  96'9CL8C 961  08°0CL9C Ic61  06°STISC B9

06°1¢C I SL6T  60°LESE CL6T  68°S6EE 6961  6£°61C¢ L961  68°CH0E 961 69°106C ¢

o S 0961  S¥'6S61 856l 818561 LS61  LT'LS6I 9661  LO9S6I §S6l  0I'SS6l q¢1

6L°S 4 ¢S61  66°€L0E Is61  65°9¢0¢ IS61  ¥8°686C 0S6l  60°cr6C 0S61  69°S06C BCl

SST1 9 661 SI'LYICL 0661  0L798%0L 6861  CTT'11189 8861  0L'GEE99 9861  0E€°SLIYY avl

L6l ¢ Le6l  9£'86016 0t6l OV’ I9LLS 961  LT065E8 ccol  oI'6lveL  SI6l  0TTI09L Byl

1€°LTI vC 861  TO'0SSET SL6T  00°6190C 0L61  €1'SS691 9961  0¢'I16CEl 8561 0T°09¢01 qel

£6'9¢1 8C  PP6l  TheELll Se6l  00°9STII 0€61  19°9L16 Sl 9TL6IL 9161  6L°€19S BEl

6C’L [4 0661  vC'68L6 6861 81196 6861  LS9S¥6 8861  SL'1LT6 8861  68°¢CI6 o1

60°CL vC €861  8L'88I6 SL6T  9E'eee IL61  60v9CL 9961  T8¥619 6561 0v'6¢ES qI

90°¢L € Syl L6'119S 8¢61  05°S80S pe6l LTy 6C61  VE69LE ol L8THCE Bl

% (91e1 IMOID) SIBAA Ul JeK #%9P0D

pxsfiiumIoddo  uonemp  IeOX (%sNd  TeOX (%s)g aeox  (%0g gooyeL  (WSYd IeOX (%N)d
LD JPLD e Amqedes e Amqedes Je Amqedes 2 Amqedes e Aqedes

JIIOU032-0100S

JIOU0I2-0100S

JIIOU032-0100S

JIIOU033-0100S

JIOU0I2-0100S

Aradsoxg

UOISSAVY

[eATADY

suorssardog

506

[eorueyo9yA :senradoid 9[04 °§ dqe



507

The hunt for S-shaped growth paths in technological innovation

"€ OIABL 99 snex wx %

(444
0€9C
S80S
6L°LS
LELET
or'e
I1°LC
9C°0¢
oy
60°C
0L€c
£0°€T
9ovee
LO'6
[4%Y
6L'61
€196
£6°8CC
¢8Il
01°0s1
8¢°CE
6C’L
656

600¢
9¢61
661
161
6L61
661
9L61
9¢61
6L61
€561
seol
6L61
961
8L61
9961
8¢ol
6L61
ove6l
6L61
el
LL61
Peo6l
9761

0E"LIVICI
61°LTTYY
68°1SThE
¥8°68981
LTTC08
06'706C9
(A4
66'179€69
60°CL60Y
81 9156¢
6T 1186¢
P9 ISS1
YT 6SCI
01°809¢
£8°0CCS
66'8SS1C
0C°¢0L
89'vLT
6L’LY16
09°€88%
99°88¢C
0¥°0C6C
61°C9LC

0661
1€61
1861
seol
8961
6861
L6l
1€61
IL61
s61
0€61
vL61
8561
SL6l
9961
£eol
€L61
geol
IL61
seol
IL61
(43!
ST6l

9°€58¢C01
0€°081¢Cy
09°vL96C
00°S91IL1
96°L9L9
01" Sy¥C9
0y ¥8S8S
01°89L99
0L709¢8¢
01°C8¢6C
01" SPI8E
0r'L8yl
80°6811
05 70SS
€Ca9Is
0S°L9L0T
09929
cceee
1T°Sy08
8T LTy
£8°85CC
CE9L8C
81°80LC

8L61
LT61
SL6l
Ieol
961
8861
6961
6c61
L961
Is61
LT61
IL61
Ss6l
€L61
5961
0¢61
6961
(43!
9961
1€61
8961
Ie6l
veol

60°6¥96L
YL 1T96¢
10°€56¢£C
$8°€9¢S1
90°00¢S
1€°0L819
S9'overs
00°TCSE9
r'960S¢
Y0'¥1C6C
8°PC09¢
e o0r1
6¢° 1011
00°SLES
86°880S
L1"8LL6I
98°0¢S
ST6Ll
869999
P1I8IPE
£57960¢
1T 1¢8¢
SEIY9C

9961
vio6l
6961
LT61
ssel
9861
9961
9761
€961
Is61
Y6l
8961
€56l
cLel
c9e6l
9761
9961
6C61
961
9761
7961
0g6l
gcol

09'v¥¥9s
0C°€90LE
Oy 1€C81
08C9¢el
L1°Ce9¢
0S°56C19
06'96C1¢S
06°5LT09
0CCesle
00°906¢
09'v06¢£€
SLSCel
69°¢€101
0S°Sves
€L’ S10S
08°88L8I
crsey
L079CI
SL'88CS
66°€09¢
YTreol
11°99LC
1TYLST

961
8161
8561
0c61
P61
7861
1961
1col
9¢61
0s61
6lel
€961
6v61
6961
7961
1261
6561
¥C61
PS6l
6161
8561
8C61
ol

06°088LE
0€910S¢
0I'vS9¢€l
06" 1¥811
S8'LLET
0L°5€809
06°18¢8Y
00°6L9LS
08°0¢C6C
09°1168¢
0¥"80TcCE
cC19cl
PSEV6
06°I¥1S
el'LS6Y
Ov°L66L1
£6°86¢
19°¢8
L1981y
L97CS61
0¥ 7081
¢0°CCLT
05°0CsT

qes
BES
908
BOS

1€
26¢
q96¢
B6C
98¢
q8¢
BRC
qLT
BLT
q99¢
B9C

4
'
ByC
qec
BET
e
qce
BT

(ponunuo)) ¢ dqeL,



B. Andersen

508

"€ OIQBL 99 sk wx %

0S°SS1 e L8861  0€¥9901  9L61  00°CCC6 6961 90°61¥L €961 91'919¢  ¢Se6l S8ELIY q6¥

91 S vl 69°06C8 6l 0576208 Icol C0°€0LL 0cel €S9LEL 616l SECIIL BoY

8C91 L 9L61 €8°6£CS vL61  08°9L0S €Lo6l 80°CL8Y 161 €699 6961 €€°90SY 9

6CSY1 € 6L61  S8PPPS cLel  0T'8CLY 8961 [4N4%1 £961 Ly'9e6C 9561 6L°61CC qasy

809 € ceel pleses [€61  08°C06¢ 0g61 76°6£8¢ ool SO'LLLE  6C61 YL9CLE BSY

10°C6 ST 8¢o6l 10°S91¢ €e6l 0019y ogol 1§°LT6¢E Lol oorce  €col 10°069C 144

0S°LET LE 1661  88°6LEL 6L61 0V 0Er9 cLel 8S VTS 9961 YL9SOY  ¥S6I 8CLOIE 194

L0'T6l LT L661  09°¢sevl 8861  00°9SCCI €861 096 8L61 c0TIOL  0Lel Ir'viey [4%

% (9181 IMOID))  SIBdA ul BTN «%9P0D
exxfiuniioddo  wonemp  resx (%61)d  1BOX (%s1)d  IeOX (#051)d  poayeL (759)g  TeOX «(7)d
APAD AL e Aqedes e Aqedes e Aqedes e Aqedes e KAqedes

JIWOU00-0100S

OIWOU099-01008

OIWIOU099-01008

JIWIOU0I-0100S

OIIOU003-0100§

Kyradsord

UOISSAOIY

[eAIASY

xuorssaxdoq

j1odsuer], :sonradoid 9(9K) 9 dqe],



509

The hunt for S-shaped growth paths in technological innovation

"€ OI9BL 99 s sk

€891 61 0861  0€96CYE PL6T  0L°G98I¢ 0L6T  0€°LT88T L961 00°68LST 1961  0¥'85€€ET q99¢

£9°¢l 6 6c6l  09VSLIE 9c61  01'8060¢ Y261 08°6¥86C £C6l 09°T6L8C 0c6l  0I'S¥6LT B9¢S

8C91 L [661  ¥0°C0E9 6861  C6'SOI9 8861  8L°098¢ L861 €9°619¢ 861  CS'61YS %729

ILy S SL6T  9Y'€0T9 L6l IIvi9 L6l 96°€909 L6l 9¥"986¢ 0L6T 9V ¥T6S Ri2Y

148! 4! IL61  SO'T1019 9961  9L°TT6S Y961 686695 1961 €0°LLYS LS61  ¥L'86CS Ei%Y

L8°CI %4 €561 8LCETS ¢s6l  81°001S [S61  evpeoy 0s61 89'89LY 6v61  80'9¢9Y ByS

9¢'0C Ll Pe6l  06'81¢6 8c6l  ¥¥'L668 Gc6l  TI'85S8 (44! 6L°8118 LI61  €€°L9LL 8Y

[42Y! € 8861 0¥'86l¢ L861  L6°E0IE L861  €6'S86C 9861 88°L98C G861 SY'ELLT qce

96'66L1 81 L6l  ¥8'8IVC 8961 1976061 S961  80'€LTI 1961 $$°9¢€9 9s6l  1€°LTI BTE

9% (9181 YIMOID))  SIBIA Ul Teak %x9P0D
Sessfiluniroddo  wopemp  reex  (%S0)d  awex  (WS)d Iwdx (%05)d gooyeL ("sa)d aeex  W(%SNd
JPLD kD e Aqedes e Aqedes e Aqedes e Aqedes e Aqedes

JIIOU0I3-0100S

JIOU0I2-0100S

JIOU0I2-0100S

JIIOU0I3-0100S

o

0u033-0130§

Aradsorg

UOISSAOIY

[eAIASY

xuorssaxdoq

resnput-uoyN :sanodord 9pA) L dqelL



510 B. Andersen

the cycle duration and technological opportunity of the cycle), the time and
level of accumulated patent stock for any stage on the cycle first need to be
identified. For this purpose, the growth model is transformed so as to
calculate the share of the technology (i.e. patent stock) which has been
developed in relation to its long run level of technological potential or
equilibrium. Hence, the technological relative position at a given time will
always be in terms of the share of its long run potential'®.

By first subtracting K from P(t) (in order to scale the model so that
P(tinitial) = 0% of development), and then dividing both sides of the logistic
model (see equation ii) by P (in order to consider the stage of the growth
cycle in relation to the long run level of its potential), we have the form:

(P(t) —K) 1

P l+exp[—(a+b(t—1ty))]

where lim {(P(t)T_K)] ~ 1(100)% for t — oo (iii)

Denoting ‘x’ as the stage, (P(t) — K)/P, which the technology have devel-
oped out of its long run potential, the accumulated patent stock, P(t), for
any given time, t, can then be calculated as (P(t)=(x)P + K. By rewriting
equation (ii) and inserting P(t), the time t for any stage of development can
be calculated by:

)

b

E.g. by inserting P(t) for the point of inflection, x = 0.5, we get the time, t,
of cycle inflection to be —a/b + t,.

+ to (iv)

Cycle properties

As the logistic model is symmetrical around the inflection point, the model
can now be directly associated with the following properties, concerning
different cyclical points (initiation, takeoff and ceiling) and concerning the
four phases of the growth cycle (depression, revival, prosperity and reces-
sion), which are playing an important part in identifying the diversity of
technology dynamics.

e [Initial level of potential technology growth curve, if (P(t) —K)/
P=0 (00/0)

1% Although Griliches (1957), Mansfield (1961), Bain (1964) etc. worked with diffusion or
growth expressed in relation to a given total, in which the total represents 100%, their
ceiling value was not necessarily at the 100% level. For example, Griliches (1957) had
some land which would never get planted with hybrid seed corn so the ceiling level would
be below 100%. Similarly, in innovation diffusion studies, some firms may never adopt a
new technology so the ceiling will be below 100%. However, in the current model con-
cerning the growth of technology, the ceiling level is by definition 100% representing the
technology’s full potential.
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e Depression, if (P(t) — K)/P < 0.25 (25%) of the technological growth
curve
Takeoff of technology, if (P(t) — K)/P = 0.25 (25%)
Revival, if 0.25 (25%) < (P(t) — K)/P < 0.5 (50%) of the technological
growth curve
Inflection point, if (P(t) — K)/P = 0.5 (50%)
Prosperity, if 0.5 (50%) < (P(t) — K)/P < 0.75 (75%) of the techno-
logical growth curve

e Recession, if 0.75 (75%) < (P(t) — K)/P < 1 (100%) of the techno-
logical growth curve

e Potential ceiling of technology growth curve, if
(P(t) — K)/P ~ 1 (100%)

Besides the degree of synchronisation in time in terms of different cyclical
points and phases of development, the diversity of technology dynamics is
also characterised in relation to three of the most consulted properties
relating to the structure of technological cycles: Cycle duration, techno-
logical opportunity of cycle, and technological socio-economic capability or
impact of the cycle (see Sect. 2.2. concerning use of patent data as proxy
measures for technological opportunity and socio-economic technological
capability or impact).

e The potential duration of the cycles are calculated over the period in
which the accumulated patent stock moves from 5% to 95% of the
ceiling level, as we will only approach 0% when t — —oco and 100%
when t — oo.

e Overall potential technological opportunity of a cycle is expressed as the
percentage growth in patent stock across the estimated cycle duration:
[P(tose,) — P(tse,)] * 100%/P(tse,).

e Accumulated socio-economic capability or impact of a cycle at a given
phase or time is expressed as the accumulated patent stock, P(t), at that
time.

5.2 Cycle property results

The results of the timing and socio-economic capability or impact at the
year of takeoff and for the four phases of the growth curves, as well as the
cycle duration and technological opportunity of cycle are displayed in
Tables 3-7.

The results shows absolutely no evidence of a fixed cycle duration, as the
length of each cycle spans from just a few years up to several decades, and
this is true for all broad groups: chemicals, electrical/electronics, mechan-
ical, transport and non-industrial. Sorting the 106 identified cycles in Tables
3-7 by cycle duration, we have: 34 cycles <10 years; 10 years > 27 cycles
<20 years; 20 years = 25 cycles <30 years; 30 years > 10 cycles <40 years;
40 years 2 4 cycles 50 years; and finally, 6 cycles with a cycle duration > 50
years. Hence, we see that, the longer the cycles the more rare they become.
However, there is no evidence for innovation cycles to be longer or shorter
depending on the historical period. Given no fixed periodicity of the time-
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span of each cycle, as well as no evidence for innovation cycles to be longer
or shorter depending on the historical period, these results are in accor-
dance with the findings of Schumpeter and Kuznets, who saw no need for
such cycles to have a fixed length as the nature and impact of each new
innovation is different'”. That is, the length of the cycle depends on the
nature and environment of the particular innovation (Schumpeter, 1939
p. 119).

The results also indicate cross technology differences in terms of the size
of accumulated patent stocks at different stages of development, reflecting
different socio-economic capability or historical impact, and in terms of
change or growth in accumulated patent stock across the full cycle dura-
tion, reflecting different opportunities across technologies.

These results certainly confirm the diversity of technology dynamics in
terms of cyclical phases, cycle duration, technological opportunity and level
of socio-economic capability or impact.

As an empirical illustration, a few randomly selected full cycles from the
broad categories — chemicals, electrical/electronics, mechanical, transport
and non-industrial — have been plotted and are graphically presented in
Figures 2-7. However, the plotted cycle for the transport patent class only
reaches 81.58% of full potential, possibly due to a data constraint, as it ends
in 1990.

5.3 Clustering of innovations: An exploration

As each cycle does not have the same time span, the cyclical phases are not
appropriate to focus on when comparing the timing of innovation cycles.
What is important is the point of technological takeoff. Synchronisation of
such has often been used in tracing possible clusters of innovation. The year
of technological takeoff for each growth cycle presented in Tables 3—7 has
been plotted in Figure 8.

It is important to note that periods with no takeoff in technological
patent groups are not indicative of a lack of inventive or innovative activity.
The cycle might be on the inflection point with the most rapid rate of
development, or may be well into the innovative prosperity phase. It may
also be a period when radical (or basic) inventions are being patented, and
individual patents are very significant for future exploitation, but are not
important in numbers (i.e. the field as a whole has not reached the collective
competence necessary for takeoff or revival).

From Figure 8 it can be observed that although takeoffs do not move in
any synchronised fashion, they do seem to follow a certain band-like (or
epoch-like) character, with a clustering of takeoffs from 1920 (the beginning
of the data set eligible for analysis) to 1934. Then there is a gap with no
single takeoff up until 1946, followed by numerous takeoffs (especially in
the upswing of the 1960s) up to about 1972. Hence, Figure 8 does suggest

!9 The ‘cycle duration’ issue (i.e. time span of each S-curve) discussed here ought not to be
confused with the long ‘wave’ debate with is about ‘clustering of innovations’ (or syn-
chronisation of cycle takeoffs).
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Fig. 2. Technological growth cycle [year; patent stock]
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Fig. 3. Technological growth cycle [year; patent stock]
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Transport (42): Internal combustion
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Fig. 6. Technological growth cycle [year; patent stock]

Non-industrial(56): Other manufacturing and non-
industrial
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Fig. 7. Technological growth cycle [year; patent stock]

that something puzzling is happening with the takeoff bands. There is no
single takeoff between 1934 and 1946, and relatively few takeoffs in the
1970s and the beginning of the1980s. However, the fact that takeoffs are not
close to 1990, is a reflection on the constraints of the data (i.e. that the
technological growth curve has to be at least 60% in 1990 to make sure that
we are dealing with an S-curve).

There could be several explanations for this. For instance, a point
which is commonly argued by historians is that takeoffs in technological
innovations were held up by World War II and the (oil) crises of the
1970s. This would support an argument that takeoffs were otherwise
randomly distributed. However, although external factors may account
for much in innovative and economic fluctuations, it still leaves us without
an understanding of whether and how the system by its own working
produces clusters of innovation and booms or crises [issues addressed by
Kuznets (1930a, 1940) and Schumpeter (1939)] and consequently, the most
prominent discussions within evolutionary economics concern the possi-
bility of clustering of innovations [if not merely a statistical observation
due to random historical events] as a by-product of the internal dynamics
of the economic system. There are several potential strings to the latter
argument.

If the clustering of patent takeoffs in Figure 8 is treated as an indicator
of clusters of innovations, they allow us to offer additional insight into the
possible existence of long Kondratieff waves (Kondratieff, 1925). That is,
one could well argue that there has been a Kondratieff upswing from the
1890s up to the late 1920s (there are only a few dots in Figure 8 in the
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1990.00

1980.00
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1950.00 ° 0 .o

1940.00
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1920.00 e .
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Fig. 8. Timing of technological cycle takeoff [technological group; year]. Technological
groups are randomly numbered on the x-axis (i.e. they do not reflect the technological
codes in Tables 3-7): Chemicals (1-21), Electrical/electronics (22—44), Mechanical
(56-89), Transport (90-97) and Non-industrial (98-106)

period after) interrupted only by World War I, then a downswing of the
third Kontradieff in the late interwar — World War II period (i.e. late 1930s —
early 1940s), followed by an upswing of the forth Kontradieff in the 1950s
and 1960s, and finally a downswing in the 1970s and 1980s. Such an
argument would also be in line with the argument of Freeman et al. (1982)
and Kleinknecht (1990). However, other could argue that this upswing
ended in 1913, and subsequently interpret the boom of the 1920s in terms of
a reconstruction boom. Mensch (1975) suggested that depressions induced
clusters of innovations acted as the driving force for the next upswing, but
his notion of ‘basic innovations’ is not really applicable in this context, as
we are dealing with clusters of innovation takeoffs.

Freeman, Clark and Soete (1982) argued that upswings are not to be
related to the appearance of basic innovations so much as to their dif-
fusion, and that there would be a clustering of related product, process,
and applications innovations making up the new technology and asso-
ciated with the ‘entrepreneurial swarming’ process (rather than a clus-
tering of unrelated innovations). This is supported by Coombs, Saviotti
and Walsh (1987), who highlight the fact that technological acceleration
and diffusion in an upswing are very much related to institutional factors
(i.e. no war, no financial crises, stable business environment etc.) rather
than the extent to which the technologies are new or old (basic or not).
In this perspective, innovation clusters are driven by a series of new
‘technology systems’, despite a more random distribution of basic inno-
vations or innovation activity in general. Hence, it might be argued that
the clusters in Figure 8 are ‘Schmooklerian’ or ‘band-wagon’ effect patent
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takeoffs, or clusters of technological trajectories [using Dosi’s (1982)
terminology], rather than (basic) radical inventions, in which case it
neither contradicts nor supports Mensch’s argument. In order to in-
vestigate whether there is a clustering of radical innovation in the down-
swing (Mensch’s argument), it would be necessary to investigate in detail
the content of every patent within every technological field to identify
which are the patents representing radical innovation. This is outside the
scope of this paper.

From the literature we have also learned that innovation clusters may
be a sectoral phenomena with macroeconomic manifestations (Schmookler,
1966; Schumpeter, 1939), which derives their character from innovations in
the industry where they begin; or, alternatively, they may be a ‘real’ phe-
nomenon of long waves, associated with related induced innovations that
gives rise to expansionary effects in the economy as a whole, in which
clustering of innovations cannot be linked to a particular type of innova-
tion as against other types carried out during the same epoch (Kondratieff,
1925; Rosenberg and Frischtak, 1984). However, the evidence presented
here is much too tenuous to be worth stating any such conclusion. A
validation of whether the documented periods of takeoff are due to ‘sec-
toral phenomena with macroeconomic manifestations’ or ‘long waves’ in
economic life, would require further investigation into the relationship
between invention, innovation and the economic effects and externalities of
such, as well as require further investigation into a qualitative interpr-
etation of history. Such analysis is indeed interesting, but outside the scope
of this paper.

From a technology system perspective (following up on Freeman et al.,
1982), grouping the technological growth cycles with respect to their two
band of takeoffs within this century (as identified in the text above and in
Fig. 8), and sorting those technologies within each band by cycle oppor-
tunity (cycle growth rates) and historical impact or socio-economic capa-
bility (accumulated patent stocks), (see Tables 2—-6), it can be observed that
epochs differ radically with respect to (i) the technologies involved,
including (ii) their scope (i.e. socio-economic capability (or accumulated
patent stock) and opportunity (or cycle growth rate)) and (ii1) overall
‘technological configuration’ (i.e. the combined structure of i and ii).

Assuming that the overall configuration of technologies within a certain
band of takeoff can be associated with an overall system takeoff (as sug-
gested in Andersen, 1999; Andersen and Walsh, 2000), this suggests how we
might start to measure and understand evolving technological systems of
innovation clusters.

The notion of ‘uneven system development’, in terms of the timing of
takeoffs (i.e. they seems to follow a certain band- (or epoch-) like char-
acter, although they are not totally synchronized), and in terms of the
periodicity of the time-span of each cycle (i.e. cycle duration), combined
with cross technology differences in socio-economic collective capability or
historical impact, and differences in opportunities of different technolog-
ical fields, also suggests that the formation of technology systems might
evolve in the way suggested by Hughes (1992), who refers to salients (or
reverse salients) in the technology development phase and to the solving
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of critical problems. The salient metaphor and the notion of uneven
technology development can also be related to Dahmen’s (1989) concept
of development blocks and Dosi’s (Dosi, 1982; Dosi et al., 1988) concept
of technological paradigms and technological trajectories. Rosenberg
(1982) writes of bottlenecks in technological development to capture a
similar idea to Hughes’ ‘reverse-salients’. Rosenberg also uses the notion
of ‘focusing devices’ in arguing that technological change historically
moves in ‘patches’. Although a qualification of such arguments in relation
to this study also seems of have great potentials, it is outside of the scope
of the paper.

Hence, the results certainly confirm clustering of innovation, and sug-
gests how we might start to understand evolving waves of innovation or
technology systems.

6 Conclusion

Using Kuznets’ cyclical units of troughs and peaks as representing the
growth cycle of a technology, and applying them to Schumpeter’s four
phases of development (depression, revival, prosperity and recession), it can
be concluded that technological growth tends to follow an S-shaped growth
curve, and that the biological growth model in logistic form is an appro-
priate approximation to describe the paths of evolution.

When identifying the technology cycles of sustained growth (as
opposed to periods of random fluctuations), we saw how we often have
periods of punctuated equilibrium in which one growth curve follows
another with no period of absolute decline. However, periods of sus-
tained decline (i.e. crisis), when they occur, tend to be of very short
duration in comparison to the growth cycle. This suggest that the
S-shaped growth curve does not reflect only half of a technology’s ‘life’,
as has sometimes been argued.

The results also indicate that, although the timing of takeoffs tends to be
clustered within certain time bands (normally associated with upswing
periods), the technologies vary in terms of the timing of operation (i.e. no
synchronisation in the timing of phases of depression, revival, prosperity
and recession) due to the great diversity in cycle duration. The results also
indicate cross-technology differences in terms of collective experience and
opportunity (identified from the accumulated patent stock and change or
growth in stock over the life cycle, respectively). This confirms the variety
of technology dynamics, as well as a scope for how we might start to
understand evolving waves of innovations within clusters or technology
systems.

The results also show that most of the S-shaped growth cycles are not
subject to significant external shocks, but are carried through or survive
almost all the way to their potential long run ceiling level. This reinforces
the relevance of Schumpeter’s point that development proceeds not in a
smooth line but in cycles, and that although external factors have a large
influence on change and growth, it is still very important to understand the
mechanics and dynamics internal to the system.
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