Journal of Evolutionary Economics (2021) 31:251-299
https://doi.org/10.1007/s00191-020-00683-7

REGULAR ARTICLE

®

Heterogeneous expectations, forecasting behaviour | check for
and policy experiments in a hybrid Agent-based updates
Stock-flow-consistent model

Severin Reiss|'2

Published online: 27 June 2020
© Springer-Verlag GmbH Germany, part of Springer Nature 2020

Abstract

This paper presents a hybrid agent-based stock-flow-consistent model featuring het-
erogeneous banks, purposely built to examine the effects of variations in banks’
expectations formation and forecasting behaviour and to conduct policy experiments
with a focus on monetary and prudential policy. The model is initialised to a deter-
ministic stationary state and a subset of its free parameters are calibrated empirically
in order to reproduce characteristics of UK macro-time-series data. Experiments
carried out on the baseline focus on the expectations formation and forecasting
behaviour of banks through allowing banks to switch between forecasting strate-
gies and having them engage in least-squares learning. Overall, simple heuristics
are remarkably robust in the model. In the baseline, which represents a relatively
stable environment, the use of arguably more sophisticated expectations formation
mechanisms makes little difference to simulation results. In a modified version of
the baseline representing a less stable environment alternative heuristics may in fact
be destabilising. To conclude the paper, a range of policy experiments is conducted,
showing that an appropriate mix of monetary and prudential policy can considerably
attenuate the macroeconomic volatility produced by the model.
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1 Introduction

This paper presents a hybrid agent-based stock-flow consistent (AB-SFC) macro-
model with an agent-based banking sector. Its purpose is to investigate the effects
of various assumptions concerning banks’ expectations formation and forecasting
behaviour and, along the policy dimension, the impacts of monetary policy and
prudential regulation. The hybrid model is constructed by fusing a macroeconomic
stock-flow consistent model featuring households, firms, a government and a central
bank with an agent-based banking sector which interacts with the aggregate portions
of the model.

The model is initialised to a deterministic stationary state using UK data as a
rough guide to give rise to realistic initial values, whereby the aggregate stock-flow
consistent structure is utilised to reduce the degrees of freedom. A subset of the
remaining free parameters is then calibrated empirically using the method of simu-
lated moments, utilising a set of statistics calculated from UK macro time-series data,
with the result that the model can reproduce these quite closely. Following validation
exercises and a presentation of the dynamics produced by the baseline simulation
thus obtained, I carry out two sets of experiments. Firstly I experiment with allow-
ing banks to use a variety of forecasting heuristics in their expectations formation
and decision-making, including heterogeneous expectations with heuristic switching
and OLS-learning. The result is that these changes produce little to no difference
in the overall dynamics when implemented in the baseline model, which provides
a relatively stable environment. More sophisticated heuristics do not appear able to
significantly outperform simpler ones, giving rise to very similar simulation results.
When implemented in a modified version of the baseline model representing a less
stable environment, however, it turns out that varying the expectations formation
mechanism of banks can have a strongly destabilising impact. In addition, it is shown
that when banks use an alternative, arguably more sophisticated heuristic for setting
their interest rates, this can produce inferior outcomes for them. These results are in
line with existing research and the concept of ‘ecological rationality’ which empha-
sises that the fitness of behavioural rules is highly context-dependent. The second
set of experiments concerns the implementation of various stabilisation policies. It is
shown that an appropriate mix of monetary and prudential policy can considerably
reduce the macroeconomic fluctuations present in the baseline simulation, a result
which is strengthened when fiscal policy is added to the policy mix. A different policy
mix is necessary, however, to contain the instability triggered by alternative expec-
tations formation heuristics in the modified version of the model. Along the policy
dimension, the paper hence makes a case for concerted action incorporating a range
of different tools and highlights the possible dependence of policy effectiveness on
expectations formation mechanisms used by agents.

The paper contributes to research on hybrid AB-SFC models in that the particular
focus on bank heterogeneity is novel to the literature. Moreover, the literature exam-
ining expectations formation in macroeconomic agent-based models in detail is at
present still underdeveloped. Finally, the paper contributes to the increasing empir-
ical orientation of the AB-SFC literature through the application of an empirical
calibration algorithm to the presented model.
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The paper is structured as follows: Section 2 gives a brief motivation for this
research and reviews some relevant literature. Section 3 outlines the structure of the
model and the behavioural assumptions. Section 4 discusses the initialisation and cal-
ibration strategy and presents the baseline simulation. Section 5 contains the results
of the experiments carried out on the baseline. Section 6 concludes the paper. Online
Appendix A presents the traditional balance sheet and transactions-flow matrices
summarising the stock-flow consistent structure of the model. A description of the
initialisation and calibration procedure, as well as a full list of initial and parameter
values can be found in online Appendix B. Online Appendix C contains a sensitiv-
ity analysis on the monetary policy rule as well as several parameters which are not
included in the empirical calibration procedure.

2 Motivation and literature review

The purpose of this paper is to combine insights from various strands of the liter-
ature to advance research on agent-based stock-flow consistent (AB-SFC) models.
Over the past 10 to 15 years there have been substantial advances in the use of
agent-based models (ABMs) in macroeconomics, leading to the emergence of a
number of frameworks which have been applied to a variety of topics in macroe-
conomic research. Among others, these include the family of ‘Complex Adaptive
Trivial Systems’ (CATS) models (Delli Gatti et al. 2011; Assenza et al. 2015), the
various incarnations of the Eurace model (Cincotti et al. 2010; Dawid et al. 2012),
and the Keynes+Schumpeter (K+S) model (Dosi et al. 2010). The basic goal of
all these frameworks is to provide an alternative way to ‘micro-found’ macroeco-
nomic models rooted in the complex adaptive systems paradigm, emphasising both
micro-micro and micro-macro interactions, adaptation, as well as emergent prop-
erties. Agent-based approaches, including to macroeconomics, have also attracted
increasing interest among policy-makers (see e.g. Turrell 2016; Haldane and Tur-
rell 2018, 2019). Dawid and Delli Gatti (2018) provide a comprehensive review
of agent-based macroeconomics and compare the major different frameworks in
detail.

A by now fairly closely related strand of the literature which emerged out of the
post-Keynesian tradition in macroeconomic research is that of stock-flow consis-
tent (SFC) models (see Godley and Lavoie (2007), who develop the approach, as
well as Caverzasi and Godin (2015) and Nikiforos and Zezza (2017) for surveys).
Stock-flow consistent models are aggregative (i.e. not ‘micro-founded’), depicting
dynamics at the sectoral level, and aim in particular at jointly modelling national
accounts variables and flow-of-funds variables within a fully consistent accounting
framework. This approach provides an important disciplining device and consistency
check in writing large-scale computational models and is essential in comprehensive
depictions of real-financial interactions. While by now there exist a range of large-
scale pure SFC-models, including one developed in a central bank (Burgess et al.
2016), there is also a growing literature which combines stock-flow consistent frame-
works with agent-based modelling in various ways (Dawid et al. 2012; Michell 2014;
Seppecher 2016). Among these, Caiani et al. (2016) stand out in their emphasis upon
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the SFC structure of their model and the creative use thereof in initialisation and
calibration.

The present paper follows the trend of combining agent-based and SFC modelling
techniques and in particular represents a contribution to the development of hybrid
agent-based models in which certain parts or sectors of the economy are modelled
in an aggregate/structural way or using representative agents whilst others (typically
one sector) are disaggregated and modelled using AB methods. Examples of this
include Assenza et al. (2007) and Assenza and Delli Gatti (2013) who apply this
approach, using heterogeneous firms, to the Greenwald-Stiglitz financial accelerator
model (Greenwald and Stiglitz 1993). Michell (2014) uses an agent-based firm sector
within an otherwise aggregate SFC framework to model the ideas of Steindl (1952)
regarding monopolisation and stagnation along with Minsky’s (1986) trichotomy of
hedge, speculative and Ponzi finance. Pedrosa and Lang (2018) construct a more
complex model than that of Michell (2014) to investigate similar issues. Botta et al.
(2019) focus on heterogeneity among households to investigate inequality dynamics
in a financialised economy. The advantage of such a hybrid approach is that important
insights arising from agent heterogeneity can be gained from a hybrid model with-
out the necessity of constructing a fully agent-based framework, instead focussing
only on a subset of sectors. While, as indicated above, there exist several canoni-
cal macroeconomic agent-based modelling frameworks, this is not the case for pure
SFC models and the class of hybrid models described in this paragraph. Rather, these
models are typically purpose-built for a given research question.! The present paper
follows this approach, presenting a model purpose-built to discuss banks’ expecta-
tions formation under bounded rationality and to conduct policy experiments with a
particular focus on monetary policy and prudential regulation. The emphasis is hence
on introducing heterogeneity only within the banking sector; an approach which to
my knowledge is novel to the literature.” The hybrid approach allows me to pay par-
ticularly close attention to the banking sector which is modelled in great detail in
order to investigate the effect of banks’ behaviour and particularly their expectations
formation on macroeconomic dynamics. This stands in contrast to many existing
non-mainstream macroeconomic models, particularly those with a post-Keynesian
flavour, in which banks are frequently modelled as relatively passive entities.

The issues of bounded rationality, learning and expectations formation are rela-
tively long-standing components of the macroeconomic literature. Bounded rational-
ity is a broad concept, with contributions ranging from works such as that of Sargent
(1993) which arguably involves only minimal departures from full rationality, via
the heuristics and biases approach of (new) Behavioural Economics (Kahneman and
Tversky 2000) to the ‘procedural/ecological’ rationality concepts of Simon (1982)
and Gigerenzer (2008) which aim to replace the traditional concept of perfect ratio-
nality altogether.> Any departure from full rationality in the traditional sense raises

! Although they are often broadly comparable in that SFC models frequently incorporate behavioural
assumptions based on the post-Keynesian paradigm (Lavoie 2014).

2Indeed, even in many otherwise fully-fledged macro-ABMs (e.g. in Assenza et al. (2015) and Seppecher
2012), it is assumed for simplicity that there exists a unique/representative bank.

3This latter paradigm is arguably closest to the concept of rationality espoused in macroeconomic ABMs.
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several thorny issues, especially how economic agents are envisioned to form expec-
tations in the absence of full rationality. Several ways of tackling this problem
have been proposed. Evans and Honkapohja (2001) develop the so-called e-learning
approach whereby one can derive conditions under which agents, through attempting
to estimate model parameters, may be able to ‘learn’ the rational expectations equi-
librium of a model even in the absence of full rationality and perfect information.
Hommes (2013) is a book-length treatment of the idea, stemming from the seminal
contribution of Brock and Hommes (1997), that agents may switch between a number
of different forecasting strategies based on their relative performance, and possibly
the cost of acquiring the necessary information. Arifovic (2000) discusses the use of
evolutionary learning algorithms in various macroeconomic settings.

While expectations formation, including under bounded rationality, is thus widely
discussed in the literature, such considerations have had relatively little impact in AB
and SFC models in which simple adaptive or naive expectations are often assumed
without much discussion. Thus for instance, Dosi et al. (2017) appears to so far be the
only paper explicitly applying structural heterogeneity and OLS learning of expec-
tations in a macroeconomic ABM. Furthermore, while in most ABMs, agents are
by necessity boundedly rational and endowed with imperfect information, specific
modelling choices with regard to how agents form expectations are seldom discussed
in detail, meaning that there is much room to contribute to the existing literature.
Generally, there appears to have so far been little systematic investigation of the
consequences of variations in the behavioural assumptions commonly contained in
AB-SFC models. In this context, it should however be noted that the modelling of
learning, which is of course closely related to expectations formation and adaptation
of behavioural rules, has played a much more prominent role in the macro-ABM lit-
erature (see e.g. Dawid et al. 2012; Salle et al. 2012; Landini et al. 2014; Seppecher
et al. 2019), with various forms of genetic algorithms (Dawid 1999) being a popular
choice to depict the adaptation of agents to a changing economic environment. The
present paper contributes to the literature along similar lines as Dosi et al. (2017),
focussing on the consequences of varying assumptions about agents’ expectations
formation. Despite not being based on any pre-existing framework, the model pre-
sented here incorporates a range of behavioural assumptions which are common in
the AB and/or SFC literature and hence the simulation results discussed below should
be of some general interest to researchers in the area.

Recent years have seen major advances in the development of AB(-SFC) mod-
elling as a viable alternative paradigm in macroeconomic analysis. Chief among
these has been the work carried out on empirical estimation/calibration and valida-
tion of macro-ABMs, moving away from the rather informal validation protocols
which had been standard in the earlier literature (Windrum et al. 2007). Grazz-
ini and Richiardi (2015) discuss the use simulated minimum distance estimators as
developed e.g. by Gilli and Winker (2003), and Grazzini et al. (2017) suggest the
application of Bayesian methods for the estimation of macroeconomic ABMs. Lam-
perti et al. (2018) show how machine learning surrogates can be used to empirically
calibrate macro-ABMs in a computationally economical manner. Barde and van der
Hoog (2017) present a detailed validation protocol for large-scale ABMs using the
Markov Information Criterion and stochastic kriging to interpolate the response of the
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model to parameter changes. Guerini and Moneta (2017) suggest a validation method
based on comparing structural vector autoregressive models estimated on both empir-
ical and simulated data. These contributions represent a major step in increasing the
credibility and empirical orientation of macro-ABMs as one particular weakness of
this approach has always been the large number of parameters contained in any rea-
sonably detailed model. While a range of different empirical estimation/calibration
methods for macroeconomic ABMs have hence recently become available, their
application to relatively complex models, especially newly developed ones, is still
not standard in the literature. In applying a simulated minimum distance approach -
in particular the method of simulated moments - to the model developed here, this
paper hence contributes to the increasing empirical orientation of the macro-ABM
literature. In addition, the paper represents, to my knowledge, the first attempt to
apply an empirical calibration algorithm to a hybrid AB-SFC model containing only
one agent-based sector, meaning that it should also be of some interest to researchers
working on pure SFC models, the empirical grounding of which is also somewhat
underdeveloped.

The chosen focus for this paper, as already mentioned, lies on the expectations
formation of the banking sector. On the policy front, the detailed modelling of the
banking sector also provides opportunity to contribute to recent debates surrounding
the appropriate conduct of prudential regulation policy and its possible interactions
with monetary policy (Galati and Moessner 2012; Barwell 2013; Claessens et al.
2013; Freixas et al. 2015). Prudential policy has begun to gain importance in the
ABM literature, with several of the major frameworks being used to conduct pol-
icy experiments in financial regulation (e.g. van der Hoog 2015a, b; Popoyan et al.
2017; Salle and Seppecher 2018; Krug 2018). By contrast, there have been relatively
few treatments of this topic in pure aggregative SFC models (exceptions include
Nikolaidi 2015; Detzer 2016 and Burgess et al. 2016). The model presented here is
purposely constructed so as to incorporate a rich structure of prudential policy levers
and potential feedback effects of monetary and prudential policy which are detailed
in the model description below.

3 Model outline

The current section provides an overview of the model and its behavioural assump-
tions, beginning with its general sectoral structure.

3.1 General structure

The macroeconomic sectoral structure of the model is summarised in Fig. 1. The
more traditional balance sheet and transactions flow matrices representing the aggre-
gate structure of the model (i.e. excluding transactions occurring within the banking
sector) are shown in Tables 11 and 12 in online Appendix A.

As can be seen, the model consists of 5 sectors, namely households, firms, the
government, the central bank and the banks. The first four sectors are modelled as
aggregates without explicit micro-foundations whilst the banks are disaggregated.
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Fig.1 Model overview

In particular, the model contains an oligopolistic banking sector consisting of 12
individual banks which are structurally identical (i.e. they all hold the same types
of assets and liabilities) but may differ w.r.t. their decision-making and the precise
composition and size of their balance sheets. The following sub-sections provide a
sector-by-sector overview of the behavioural assumptions. The basic tick-length in
simulations of this model is one week (with one year being composed of 48 weeks),
and it is assumed that while all endogenous variables are computed on a weekly basis,
main decision variables adjust to their target or desired values at differing speeds in
an adaptive fashion, as will be detailed below.

3.2 Households

Every week, households compute a plan for desired consumption according to the
Haig-Simons consumption function

T U (1)

where « is the propensity to consume out of weekly disposable income, yd® is
expected real household disposable income for the week, «» is the annual propensity
to consume out of accumulated wealth and vy, is real household wealth. The expec-
tations formation mechanism for all expected values in the model is discussed in
Section 3.7. The motivation of this consumption rule, which is standard in the SFC lit-
erature, bears similarity to many of the canonical ABM rules described by Dawid and
Delli Gatti (2018) and is also used in the benchmark AB-SFC of Caiani et al. (2016),

cg =0y -yd°+
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is that if disposable income is defined in a manner consistent with the Haig-Simons
definition of income, then this rule implicitly defines a target steady/stationary state
household wealth to disposable income ratio to which households adjust over time.*
One variation on the usual assumption of constant consumption propensities («; and
o) is that here these are assumed to depend on the (expected) real rate of return
on households’ assets (government bonds, deposits and houses), rry, according to
a logistic function, meaning that the target ratio of wealth to disposable income
(and hence households’ saving) also becomes a function of this return rate. o is

determined by

U L
oy o

2

ar =ai + | e o2 )
1 + e@upc " —%upc)

where alL and a{] are the lower and upper bounds of the consumption propensity
and the o’s are parameters. The same functional form also determines «. House-
hold consumption demand hence becomes a decreasing function of interest rates in
the model (in particular government bond and deposit rates). This introduces a feed-
back effect of monetary policy (as well as banks’ interest rate setting behaviour)
on economic activity which is a basic building block of the New Keynesian frame-
work (Gali 2015) but which is largely absent from the AB and SFC literatures. While
the strong link between interest rates and consumption implied by the standard New
Keynesian model may be viewed as unrealistic, it does appear reasonable to sup-
pose that the return rate households can expect on their savings should have some
effect on their consumption demand. Both desired consumption and the ‘desired’
consumption propensities are computed every period, but it is assumed, using an
adaptive mechanism, that consumption adjusts more quickly towards the desired
level than do the consumption propensities. The idea is the following: Equation 1
is interpreted as giving an aggregate level of desired consumption of all households
represented by the modelled aggregate household sector. At the same time, I assume
that households on average update their consumption every quarter, i.e. every 12
periods. Accordingly, I assume that every period (week), 1/12 of the gap between
actual and desired consumption (which may of course itself change from period to
period) is closed. The same mechanism is applied to the consumption propensities,
but here I assume an updating frequency of 24 periods. This mechanism enables me
to mimic asynchronous adaptive decision-making at differing frequencies even in
the case of sectors modelled as aggregates, whilst sticking to the basic model-time
unit of one week. Importantly, this imparts a degree of real stickiness to the model
which is central in enabling the model to generate realistic macroeconomic dynam-
ics. The adjustment mechanism is applied throughout the model to decision variables

‘Ina stationary state it must be the case that v, = vj,,—1, which implies ¢; = yd (= yd® = c) and hence
v 1—o

yd T %

3In addition to these assets, households are also assumed to privately own the firms and banks in the
model. However, as firm and bank equity are assumed to be non-tradeable their rates of return do not enter
into the computation of the consumption propensities as households cannot decide to save more or less in
order to accumulate more or less firm or bank equity.
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pertaining to the aggregate sectors, which adapt according to a process of the form

desired __ xi(itual

xactual — xicltual + : (3)
horizon

where x is the decision variable in question and horizon is the adjustment speed
which might be 4, 12, 24 or 48 as the case may be. Beyond the determination of
consumption and the consumption propensities, the mechanism is also applied to
the determination of demand on the housing market, households’ portfolio deci-
sions, wage-setting, firms’ pricing and investment decisions as well as their leverage
adjustment and dividend payouts described below. Where appropriate, adaptive
expectations formation as described in Section 3.7 is also specified so as to match
the stickiness of the variable to be predicted.

Households are assumed to privately own the firms and banks in the model, i.e.
there are no traded firm or bank shares. Consequently, in allocating their financial
savings to different financial assets, households have a choice between bank deposits
and government bonds. Households” demand for government bonds is given by a
Brainard-Tobin portfolio equation (Brainard and Tobin 1968; Kemp-Benedict and
Godin 2017), which is standard in the SFC literature (though not in ABMs). In this
case, deposits act as the buffer stock absorbing shocks and errors in expectations,
hence the share of financial wealth held as deposits by households is a residual. It is
assumed that households revise their portfolio decisions at a frequency of 12 periods
(quarterly).

The final two important behavioural assumptions regarding households are their
demand for housing, and the dynamics of the wage rate. Households form a ‘notional’
demand for houses according to

H} =po+p1(Vi—1 = V) +p2- LTV — p3(raa s — T r), 4)

where LTV is the maximum loan-to-value ratio (which is constant in the baseline
but represents a possible prudential policy lever due to its effect on notional housing
demand), Vh* is the current target level of nominal household wealth derived from

Eq. 1, and m is the expected average real interest rate charged on mortgages, with
rm /" being its ‘normal’ or conventional value, set equal to the value in the initial
stationary state. There is hence no ‘direct’ speculative element in housing demand
(in the sense that, for instance, (expected) house prices do not enter directly into the
function), although appreciation of the housing stock obviously has a positive impact
on Vj,. With notional housing demand, the updating time horizon using equation 3
is assumed to be one quarter. Based on the notional housing demand, households
formulate a demand for mortgages based on the LTV (it is assumed that households
always use the maximum permissible LTV ratio). This demand for mortgages, which
may or may not be fully satisfied based on banks’ credit rationing behaviour, in turn
gives rise to an ‘effective’ demand for houses equal to

HY = min(H), My + (1 — LTV) - H}), (5)
where M; is the total amount of mortgages supplied by banks in the current period.

Banks’ behaviour (as well as prudential policy, which, as described below, has an
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impact on rationing behaviour) hence affects the housing market both through mort-
gage rates and the extent to which mortgage demand is rationed. The supply of houses
is determined by the assumption that in each period, a constant fraction 1 of a con-
stant total stock of houses in the model are up for sale. The price of houses is then
determined by market clearing.

Regarding wages, it is assumed that the (desired) nominal wage rate is determined
by a Phillips-curve-type equation of the form

W=W,+B- @ —u))+m;) (6)

which is supposed to mimic the aggregate outcome of a wage-bargaining process. uj,
is the households’ expected rate of industrial capacity utilisation, 7r; is their (semi-
annualised) expected rate of inflation whilst u, is an exogenous ‘normal’ rate of
capacity utilisation. The wage rate is anchored around W,,, its level in the stationary
state, which appears reasonable since there is no long-run growth in the model and
factor productivities are fixed. The actual wage rate adjusts to the desired one with a
time-horizon of 24 periods which appears roughly consistent with available evidence
regarding the duration of wage-spells.

3.3 Firms

Firms produce a homogeneous good used both for consumption and investment
according to a Leontief production function the coefficients of which are fixed
throughout. The good is demanded by households, the government and firms them-
selves (for capital investment) and it is assumed that demand is in general satisfied
instantaneously. However, the Leontief production function in principle implies a
maximum level of output which can be produced given the existing capital stock
if capacity utilisation = 1. Accordingly it is assumed that if total demand exceeds
capacity, consumption demand is rationed. Unless aggregate demand exceeds firms’
productive capacity y, output is hence demand-determined, i.e.

y=min(cg +iq+ gd4,Y)- @)

The production function together with actual production implies a demand for labour
which is assumed to always be fully satisfied by households at the going wage rate.
Firms set the price for their output according to a fixed mark-up over the sum of unit
labour cost and ‘unit interest cost’, defined here as a one-year moving average of
firms’ net interest payments over output.® The price level adjusts with a horizon of
24 periods.

This implies that monetary policy prima facie has an ambiguous effect on inflation; increases in the
central bank rate will tend to decrease aggregate demand and economic activity, which will tend to lead to
lower wages and hence prices, but will also increase unit interest cost, which tends to lead to higher prices.
The actual effect on the price level will depend on the relative strength of these effects. Such contradictory
feedback channels can also be found in some DSGE models (e.g. Christiano et al. 2005).
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To determine the demand for investment goods, firms compute a desired growth
rate of the capital stock according to
ue —u P o n
f n rLr —FLyr

k J
. Loof = L 8
g1 = . V2 = (8)

where K is the expected average real interest rate charged on bank loans (with "
being once more a ‘normal’ or conventional level given by the value in the initial
stationary state) and u‘} is firms’ expectation of the future rate of capacity utilisation.
This formulation for the investment function is similar to the one adopted by Caiani
et al. (2016). More generally, the formulation of investment demand as a function
of capacity utilisation, implying that firms invest more in periods of high utilisation,
targeting a ‘normal’ level of utilisation, is standard in the SFC literature and also quite
common in ABMs (Dawid and Delli Gatti 2018). The incorporation of the interest
rate on loans introduces an additional feedback effect of monetary policy (as well
as the behaviour of banks) on aggregate demand. The desired growth rate of capital
is assumed to adapt at a frequency of one quarter. Together with the depreciation of
capital (which takes place at a fixed rate) the desired growth rate of capital implies a
demand for investment goods. Despite the presence of a capital stock and investment,
the model does not feature long-run growth but rather aims to depict business cycle
fluctuations around a stationary state.

It is assumed that firms possess a fixed target for their leverage ratio (defined
as loans over capital stock). Based on firms’ existing stocks of loans and capital,
current loan repayments and depreciation as well as their current investment plans,
one can derive a gap between current and target leverage and firms attempt to slowly
close this gap by using appropriate combinations of loans and flows of current net
revenue in financing their investment (indeed, if leverage is below target, firms may
also take out new loans exceeding current investment in order to increase leverage).
The actual combination of internal and external finance may differ from the planned
one due to possible rationing of loan demand which is described below. If firms are
unable to obtain the amount of loans for which they apply due to credit rationing,
investment expenditure is curtailed accordingly. Deposits with the banking sector
act as the buffer stock of the firm sector, just as they do for households, absorbing
unexpected fluctuations in revenues and expenditures. Firms’ dividend payouts are
determined by firms’ profit after deducting net revenues used to internally finance
investment, adapting with a frequency of 24 periods.

3.4 Government

The government collects taxes on a one-year moving average of household income
(wages, interest and profits/dividends accruing to households) at a fixed rate 7. In
addition it may levy a tax on firms’ retained earnings if it suffers persistent deficits.
In the baseline model, the real value of government spending is assumed to be fixed.
Deficits are covered as they occur by the issuance of government bonds of an amount
corresponding to the deficit in the current period, while in the case of a surplus, repay-
ments are made to households and the central bank proportionally to their respective
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holdings of bonds. Government bonds hence in principle have an infinite maturity
(i.e. the government does not have to repay or roll over particular bonds at a spe-
cific time), but can be repaid when a surplus allows the government to do so. These
assumptions are made so as to keep the government bond market relatively simple.
A more elaborate maturity and issuance structure of bonds would greatly compli-
cate the model without, in my view, adding much insight on the main objectives of
the paper, which are to investigate the role of expectations formation among the het-
erogeneous banks and the impacts of monetary and prudential policy. For similar
reasons, banks do not participate in the government bond market as the focus lies
on modelling banks’ lending behaviour to the private sector, the associated competi-
tion and balance sheet dynamics, as well as the expectations banks have to form in
this context. The balance sheet structure assumed for banks in the model is sufficient
to allow for quite rich asset and liability management behaviour, as outlined in the
description of bank behaviour in Section 3.6.

New government bonds are offered in the first instance to households and the
government varies the interest rate on bonds in an attempt to clear the market. It
does so by equating the updated stock of government bonds (following any issuance
in the current period) with the previous period’s demand for bonds from households
(emanating, as outlined above, from a portfolio equation) by adjusting the interest
rate.

3.5 Central bank

The central bank sets a nominal deposit rate according to a Taylor-type pure inflation-
targeting rule:

Febd =10+ 7€+ ¢y - (7° — 7', 9

where 7, is the central bank’s expected inflation rate and 7’ is its target, set equal
to 0. This rate is adjusted once every month and then remains constant for the fol-
lowing 4 periods. The central bank’s lending rate is given by a constant mark-up
over its deposit rate, giving rise to a corridor system. In addition, I suppose that the
central bank has in mind a target interbank rate in the middle of this corridor and
continuously carries out open-market operations in order to steer the level of cen-
tral bank reserves to a level consistent with this target. It does so by purchasing and
selling government bonds from/to the households, transferring/withdrawing reserves
to/from the banking sector which in turn increases/decreases households’ deposits
by the corresponding amount (for simplicity I assume that the households are always
willing to enter into such transactions). Given the sequence of events within a period,
the central bank is in fact always able to perfectly target the correct level of reserves,
meaning that in practice banks are never ‘in the Bank’ to acquire advances and sim-
ilarly there is never an aggregate excess level of reserves since these are drained by
the central bank.

If necessary, the central bank also acts as a lender of last resort to the government
by purchasing residuals of newly issued bonds. All central bank profits are transferred
to the government (and all losses are reimbursed by the government). In addition,
the central bank is the prudential policy-maker in the model. At present, the model
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includes three prudential policy ratios, namely the capital adequacy ratio, the liquid-

ity coverage ratio and a maximum loan-to-value ratio on mortgages, all applying to

banks. In the baseline, the targets for all these regulatory ratios are assumed constant.
The capital adequacy ratio of a bank i is given by

CAR = Ui N (10)
w1 M +wy - Lt

where M are mortgages, L are loans to firms and vy, is the banks’ capital buffer,
equal to v, + ep, the bank’s net worth plus the fixed amount of bank equity held
by households. The w’s are risk-weights whereby the asset assumed to be the riskier
one, loans to firms, is given a weight of 1 in the calculation of the capital adequacy
ratio and mortgages receive a weight < 1. These risk weights are used below to
determine the extent to which different sources of credit demand are rationed, and
the default probabilities on loans and mortgages described below are set so as to be
in line with these risk weights. The liquidity coverage ratio is in essence a minimum
reserve requirement applying to deposits defined in line with the Basel III framework
(Basel Committee on Banking Supervision 2010, 2013).

3.6 Banks

The agent-based banks possess the richest behavioural structure of all the sectors
in the model. Each bank must set three interest rates, namely the rate of interest
on deposits, on loans to firms, and on mortgages. It is assumed that each period, a
random sample of banks is drawn (such that on average, each bank is drawn once
every 4 periods) and these are allowed to adjust their interest rate in a given period
(meaning that on average, each bank can adjust its interest rate once a month). The
deposit rate offered by a bank i is given by

rh = Tep + €q1 - cl;. (11)

Tcb 18 a one-quarter moving average of the midpoint of the central bank’s interest rate
corridor and g4 is a parameter < 0. c/; is an indicator for bank i’s clearing position
(i.e. the difference between all transactions during a period representing an inflow of
reserves and those representing an outflow of reserves from bank i’s balance sheet).
This indicator is calculated as

cli = 1+ tanh(eg; - clear;) (12)

whereby clear; is a one-quarter moving average of bank i’s clearing position. The
intuition is that a bank which persistently finds itself with a negative clearing position
(i.e. experiencing a constant drain of reserves) will increase its deposit rate in order
to attract more deposits, and vice-versa. Inflows of deposits represent the cheap-
est source of funding for banks in the model; in particular they are by construction
cheaper than to borrow reserves on the interbank market or from the central bank.
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The hyperbolic tangent is chosen as a functional form so as to place an upper and
lower bound on the value of c/;. The lending rates of bank i are given by

rIiVI = QM,,' -(rep + defaultM,,-)

' (et 13
r; =0ri- e +defaulty ), -

where the 8’s are gross mark-ups (the mark-ups are > 1 and evolve endogenously
as described below). default signifies the current default rate on mortgages and
loans of bank i, which are added to 7z in an attempt by the bank to cover for
expected losses based on its current assessment of default rates. In addition to set-
ting its interest rates, a bank can also decide to engage in direct rationing of credit.
Each bank calculates the gap between its current risk-weighted assets and the maxi-
mum allowed given the target capital adequacy ratio and its expected capital buffer.
If this gap is greater than zero, meaning that risk-weighted assets are too high, banks
ration credit directly. In particular, in each period they attempt to close 4]_8 of the
gap in risk-weighted assets by rationing both mortgage and loan demand according
to their relative risk weights.” This way of modelling credit rationing is somewhat
similar to the one used in the family of models building on Delli Gatti et al. (2011)
such as Assenza et al. (2015, 2018). Through potentially curtailing both invest-
ment and housing demand (which in turn will feed back into household wealth and
hence consumption), banks’ rationing behaviour which is partly determined by their
expectations about their own capital buffer hence has an impact on aggregate demand.

A central element in the modelling of the banking sector is that of the distribu-
tion of loan demand and deposits between the different banks. It is assumed that
the aggregate amount of deposits of households and firms is distributed between the
banks in each period according to

i Dl_l ’;Ll
sharep, = D, Ta c€di) (14

-1

where D are deposits, rfi is bank i’s relative deposit rate and €, is an autocorrelated,
normally distributed random shock centered on 1 with standard deviation oy;s. The
shares thus calculated are then normalised and multiplied by the total amount of
deposits in order to determine the amount held by each individual bank. The share of
mortgage demand received by each bank is calculated as follows:

R0 A —
sharel, = — -ry, -rationy, -ep;|. (15)

M, is mortgage demand, r}h is the inverse of bank i’s relative rate on mortgages

and ration’}w is an indicator of the relative intensity of the rationing of mortgages by
bank i. This is first calculated as

"It is assumed that banks always grant loans to firms which are purely aimed at financing replacement
investment and only ration loan demand exceeding that needed for replacement investment.
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— &1

ol
ration}, = ( e )
S R
l1+e Ma.-1
and then normalised so that ) ration’M = 1. The equation implies that banks which
rationed mortgage demand in the previous period will tend to lose market shares in

—

the current period, with the logistic functional form bounding the value of rati onﬁw.
The distribution of loan demand between the banks takes place in identical fashion to
that of mortgages. One potential problem with this formulation of deposit and loan
distribution is that if a bank loses its entire market share, there is no way for it to
re-enter the market. For this reason, a small lower bound is imposed on the market
share of each bank to give it the possibility to re-capture market shares it previously
lost. In each period, a given fraction of firm loans and mortgages held by each bank
are repaid. Defaults evolve according to

(16)

defm,i = ¢m - levy 'Gite;[; (17)

Mypi =defy,i- M;_1,

and symmetrically for firm loans. ¢y is a fixed parameter, levy, is a one-year moving
average of the ratio of mortgages to the housing stock® meaning that defaults tend
to increase as households become more highly leveraged in the housing market, and
ef;f is a random variable drawn from a logistic distribution which is not only auto-
correlated but also cross-correlated across banks. This implies that default shocks are
not completely idiosyncratic across banks but instead contain a ‘systemic’ element
hitting all banks at the same time. To construct these random default shocks, I first
generate a matrix of cross-correlated normal random variables and then transform
them into draws from a logistic distribution the location parameter of which is the rel-
ative interest rate of each bank and the scale parameter, 54y, of which is empirically
calibrated below. I assume that defaults on firm loans are more frequent than those
on mortgages on average and this is reflected in the risk weights of the two assets.

In addition to its decisions on credit rationing (and indirectly through the effects
of defaults on both equity and the interest rates), the capital adequacy ratio also
feeds into banks’ dividend policy. In particular, banks form an expectation about
their future capital buffer and compare it to a target value (based on the target cap-
ital adequacy ratio). Every quarter, they calculate a mean of the deviations over the
previous 12 periods and then, for the following 12 periods, pay a dividend equal to
current profits plus ﬁ of the deviation (while the deviation may be negative, the
total dividend must be positive or zero). Banks’ dividend payouts (as well as banks’
expectations which feed into their determination), making up part of households’ dis-
posable income, have a feedback effect on aggregate demand through consumption
expenditure.

A further element of the banking sectors’ behaviour concerns the interbank mar-
ket. Banks’ final demand for reserves is determined by their deposits and the target
liquidity coverage ratio set by the regulator. In order to calculate their demand

8In the case of firms, lev 7 is a one-year moving average of the ratio of loans to capital.
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for/supply of funds on the interbank market, each bank calculates a clearing position
netting all its in- and outflows of reserves over the present period. After adding this
clearing position to their previous stock of reserves, banks end up with a ‘prior’ stock
of reserves which is compared to their target stock, thereby determining whether they
will demand or supply funds on the interbank market.

Demand and supply on the interbank market are aggregated and matched, and
whichever side of the market is short is rationed proportionately. For instance, if total
demand on the interbank market is higher than total supply, each bank on the demand
side receives funds equal to % - total supply. The interbank market
is hence modelled in an extremely simple fashion and in and of itself has only a very
slight impact on simulation results through its determination of the interbank rate (see
below). By construction there are no defaults or possibilities of the interbank market
freezing up. It merely represents a straightforward way to redistribute reserves among
banks in accordance with their reserve targets. As outlined above, however, inflows
and outflows of reserves during the period (i.e. before interaction on the interbank
market) do play an important role in that they determine banks’ clearing position and
hence their behaviour in competition for deposits.

If banks are unable to obtain all the reserves they need on the interbank market,
they request advances from the central bank. These advances are always granted on
demand at the central bank lending rate, which is however higher than the interbank
rate, since the latter by construction falls within the corridor and is given by

Teb,l — Veb,d

1 + e(_UIB'(Rgap)) ’ (18)

r'IB =Tchd +
where Ry, is the aggregate gap between reserves prior to the central bank’s inter-
vention and target reserves. This functional form ensures that the interbank rate is
bounded within the interest rate corridor set by the central bank, which is reasonable
as all banks have access to the central bank’s lending and deposit facilities.

Recall that when setting interest rates on loans and mortgages, banks add the
default rate to a moving average of the central bank rate and then apply a mark-up
on this sum. In the baseline model, each bank adaptively changes its mark-ups every
time it is allowed to alter its interest rates. In particular, a given bank i will follow the
following rule:

— If revenues of bank i on the asset (mortgages or loans) were higher during the
past month than in the month before that, and bank i’s rate is lower than the
sector average, increase the mark-up.

— In the opposite case, decrease the mark-up

—  Otherwise, leave the mark-up unchanged.

To revise the mark-up, banks draw a normally distributed random number centered
on the parameter step (which is however constrained to always be non-negative)
and then increase or decrease the mark-up by this amount. Overall this mechanism
is intended to depict a type of heuristic search for the most profitable mark-up rate,
and it involves banks implicitly making predictions about the relationships between
(relative) interest rates and revenues. This heuristic for setting the price of loans is
similar to the one used by Assenza et al. (2015) to model the pricing decisions of
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firms. When setting interest rates, banks’ information set includes the current-period
default rates on their portfolios of mortgages and loans and they use these current
default rates as a prediction of future ones in setting their interest rates. Both of these
mechanisms will be altered as part of the experiments presented in Section 5.1.
Finally, the model does not contain a bankruptcy mechanism for banks which does
not represent a problem since no bank has so far gone bankrupt in any simulation.

3.7 Expectations
In the baseline all expectations are modelled following an adaptive mechanism:
x¢ = xil + Vad - (x_1 _xil)- (19)

To take into account that decision variables in the model adjust at different speeds,
x_1 in the equation above may be a moving average of some length corresponding to
the adjustment speed of the forecasted variable.

While the focus of the model lies on the expectations of banks, expectations also
enter into the behaviour of other sectors for both theoretical and computational rea-
sons. Households forecast their disposable income, their wealth, mortgage interest
rates, the rate of inflation, and the composite rate of return on their assets. Firms
forecast the average interest rate on loans, as well as their capacity utilisation. The
central bank forms expectations about inflation as well as capacity utilisation. Banks
must form expectations about their capital buffer, vp,. In addition, as outlined above,
they engage in a type of forecasting or expectations formation when setting mark-ups
and (possibly) in forming perceptions about default rates, which however is different
from the adaptive expectations mechanism.

The first experiment reported in Section 5.1 consists in replacing the adaptive
expectations mechanism in the banking sector with the model of heterogeneous
expectations formation and heuristic switching proposed by Brock and Hommes
(1997). Specifically I use the version presented in Anufriev and Hommes (2012)
where it is assumed that agents can switch between four different specifications for
expected variables given by

el — xill + 1a”ad < (xo1 _xil])
e2
=x_1+ Y1 (x—1 —x-2)
20
S =x_14+ Y2 (o1 —x22) (20)
4 = Yaa - X7+ (1= Yaa) - Xo1 + (xo1 — x22).

=R o= =

The first rule is the same adaptive one used in the baseline, which is now aug-
mented by two trend-following rules (one weak and one strong, i.e. ¥;r1 < 0 and
Y2 > 1) and an ‘anchoring and adjustment’ mechanism in which the anchor is
the moving average of x. Agents switch between these four mechanisms based on a
fitness function calculated using the error between expected values and realisations
of the forecasted variables as detailed in Anufriev and Hommes (2012). In addition,
Section 5.1 discusses experiments in which the banks can use simple econometric
techniques to conduct forecasts and form expectations.
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Table 1 Comparison of empirical and simulated standard deviations and first order autocorrelations

GDP Consumption Investment CPI
SD Empirical 0.01085 0.00949 0.03581 0.00495
SD Simulated 0.01093 0.00942 0.03545 0.00497
AC Empirical 0.89237 0.81905 0.70851 0.87244
AC Simulated 0.87366 0.89859 0.82969 0.82332

4 Calibration & baseline simulation

Before simulation, the model is calibrated to a deterministic stationary state to pin
down a range of initial and parameter values using the procedure described in online
Appendix B, drawing on UK data where possible. A subset of the model’s remaining
free parameters is then calibrated empirically using the method of simulated moments
(Gilli and Winker 2003; Grazzini and Richiardi 2015) and UK macroeconomic time
series data. A detailed description of the procedure and a list of the empirically cali-
brated parameters can be found in online Appendix B. Table 1 provides a comparison
of the empirical statistics used to calibrate the model and their simulated counterparts
generated following calibration. It can be seen that the model is able to reproduce the
standard deviations of the empirical time series very closely. It performs somewhat
less well on the first order autocorrelations, in particular those of consumption and
investment for which the simulated series show a higher autocorrelation than their
empirical counterparts. This higher autocorrelation of consumption and investment
however appears necessary in order for the model to be able to reproduce the auto-
correlation of GDP due to the absence of other components of GDP in the model and
government spending being constant in the baseline.

A final remark regarding initialisation and parametrisation concerns the agent-
based banks. Rather than start with completely identical agents, as is sometimes done
in the literature, I instead impose a heterogeneous initialisation by giving banks bal-
ance sheets of differing sizes. The reason for this is that I am primarily interested
in the behaviour of heterogeneous banks rather than the endogenous emergence of
heterogeneity. The initial distribution is detailed in online Appendix B. Following
calibration of the model, I move on to the baseline simulation. This is conducted
using 100 Monte Carlo repetitions. Stochastic elements in the simulation emanate
from the default process, the distribution of aggregate flows of loan and mortgage
demand as well as deposits between banks, the re-setting of bank interest rates at
random intervals and the random amount by which banks’ mark-ups change in case
they are revised. After discarding a transient of 480 periods, the baseline simulates
the behaviour of the model for 1200 periods, corresponding to 25 years (it is assumed
that one year is made up of 48 weeks).?

9The scripts necessary to reproduce the simulations can be downloaded from https://github.com/SReissl/
JEEC.
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Starting from the deterministic stationary state, the stochastic elements charac-
terising the behaviour of the agent-based banks are sufficient to make the economy
diverge from the stationary state and converge to a pattern of irregular cyclical move-
ments. Figures 2, 3, 4, 5 and 6 give an idea of the dynamics of the model by showing
aggregate time-series from one individual, representative run. Figure 6 reports the
sectoral financial balances at a quarterly frequency since the weekly data is too noisy
to allow for a legible graphical representation.

Investment demand which reacts to both utilisation gaps and financing conditions
(in the form of interest rates and credit rationing) is clearly the main driver of fluc-
tuations in aggregate income. Consumption is more persistent, being driven by a
combination of relatively slow-moving factors including changes in the wage rate,
fluctuations in the consumption propensities, and the impact of cycles in the price of
housing on household wealth.

Figure 4 shows that even average lending rates are quite volatile, reacting to devel-
opments in the cross-correlated default shocks and revisions in the mark-ups. In
addition, since the model produces fairly volatile inflation rates, the pure inflation-
targeting monetary policy leads to strong fluctuations in the central bank rates which
in turn feed through into the rates offered by banks. Credit rationing is not particu-
larly prevalent but increases strongly at the peaks of economic booms, contributing
to the consequent downturn.

Turning to the dynamics at the level of individual banks, it can be seen that banks
are quite successful at remaining close to the fixed target for the capital adequacy
ratio (Fig. 7). Fluctuations in the capital adequacy ratio are correlated across banks to
some degree, but at times individual banks diverge from the common trend. Figure 8
shows that the size-distribution of banks in terms of the length of their balance sheets
is relatively constant and in particular that there appears to be no tendency towards
monopolisation of all loan markets by any single bank. Instead, the oligopolistic
structure appears stable.
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Fig.2 Real GDP and components (excluding constant g) for a single run
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Fig.3 Annualised rate of inflation

A look at the distribution of loans and mortgages, as in Fig. 9, reveals an interesting
pattern. It can be seen that in general, banks never lose significant market shares in
both loan and mortgage markets at the same time and even that instead, a bank which
loses shares in one market tends to increase its share in the other one. This is a general
property of the simulation results which can be found across the individual Monte
Carlo runs of the model. In some simulations, one individual bank eventually gains a
considerable share in one market (loans or mortgages) but at the same time, its share
in the other market declines strongly. This phenomenon is not a feature built into the
model but rather can be considered an emergent property of the system.

While the model dynamics are qualitatively quite similar across different Monte
Carlo repetitions, the cyclical movements almost disappear when taking the mean of
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Fig.4 Average bank interest rates
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simulated time-series as the peaks and troughs of cyclical movements do not neces-
sarily coincide across different runs. To get an idea of the dynamics generated by the
model, I must hence focus on analysing individual runs as was done above, together
with second moments of simulated data and various other summary statistics. In addi-
tion to calibrating the model so that the volatility and first-order autocorrelation of
the main macro time-series corresponds to that of their empirical counterparts, I also
follow Assenza et al. (2015) in taking a look at the cross-correlations and higher-
order autocorrelations of these series. Figures 10 and 11 provide an overview of
these, using quarterly and filtered simulated data. Figure 10 (where the solid lines
represent the simulated quarterly data, the bars are Monte-Carlo standard deviations
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Fig.6 Sectoral financial balances (quarterly)
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Fig.7 Capital adequacy ratios of individual banks

and the dashed lines represent the empirical data) shows that the model does a rea-
sonably good job at reproducing empirical autocorrelations although the simulated
time series of investment and the price level are somewhat less persistent than the
empirical ones.

Figure 11 shows the cross-correlations of real output at time ¢ with output, invest-
ment, consumption and the price level at time t —/ag. Again the fit appears reasonably
good, with the exception of that of the price-level. In the case of the latter the model
produces a much stronger cyclicality than that which is observed in the empirical data
so that overall the model does not appear to reproduce price and inflation dynamics
especially well (this is also underlined by Fig. 12 which shows that the model appears
to produce regular cyclical dynamics in the inflation rate which are not present to the
same extent in the data).
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Fig.8 Total assets of individual banks
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Fig.9 Distribution of mortgages and loans among banks

Given the focus of the present paper on the agent-based banking sector, it appears
appropriate to give a closer examination to the role of the banking sector and partic-
ularly bank heterogeneity in producing the observed model dynamics. The banking
sector clearly is an important driver of macroeconomic fluctuations in the model,
with fluctuations in interest rates and credit availability impacting both investment
and consumption expenditure. The interbank market, being modelled in a strongly
simplified form, plays a mostly passive role aimed at redistributing reserves among
banks; the model by assumption does not allow for the possibility of defaults and
a freeze-up of the interbank market. The specific effect of including multiple banks
with heterogeneous balance sheet compositions in the model can be gauged rather
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Fig. 10 Autocorrelations
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Fig. 11 Cross-correlations

simply through a counterfactual experiment, by running a version of the model in
which there is only a single bank.'” Table 2 (where the numbers in parentheses rep-
resent the 95% confidence interval from a Wilcoxon signed-rank test) shows that in
the absence of bank heterogeneity, macroeconomic volatility increases strongly.!!
Competition between banks, which leads to a redistribution of loan demand to banks
which offer lower rates and are less likely to ration credit hence appears to have a
stabilising influence on the system as it is able to stabilise the flow of credit to the
private sector to a certain degree. With only a single bank, default shocks are no
longer partly idiosyncratic as in the baseline but rather become systemic, meaning
that overall they have a greater influence on interest rates and credit rationing.

10Given the absence of competition, the loan and mortgage interest rate setting mechanism used by the
single bank is changed such that it no longer compares its rate to the average rate (since these will obviously
always be equal) but rather increases the mark-up on loans (mortgages) by a stochastic amount if its
revenues on loans (mortgages) have been growing in the recent past and decreases it if the latter have been
falling.

11The numbers in Table 2 as well as all other tables below show the point-estimates and 95% confidence
intervals from a Wilcoxon signed-rank test on the simulated statistics across the 100 MC repetitions of
the respective simulations. The numbers reported in Table 2 on the other hand represent the uncondi-
tional means of the statistics which were used in the empirical calibration, explaining the slight difference
between the baseline numbers reported in Table 1 and those shown below.
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Fig. 12 Autocorrelation of inflation

5 Simulation experiments

Having presented the baseline simulation, the current section reports a range of
experiments which were carried out on the model. The first set focuses on the expec-
tations formation and forecasting behaviour of banks while the second concerns the
implementation of various policy tools.

5.1 Expectations & forecasting

Due to the importance of banks’ balance sheet management for the observed model
dynamics, a straightforward experiment to carry out is to replace banks’ adaptive
expectations formation process with the heterogeneous expectations and heuristic
switching mechanism outlined in Section 3.7. While banks’ expectations in the base-
line model are not homogeneous insofar as banks may hold different expectations
at any given point in time, all banks make use of the same expectations formation
rule, namely the one given by Eq. 16. In this experiment, by contrast, they may
switch between different expectations formation mechanisms. As was explained in

Table 2 Standard deviations; baseline & no heterogeneity

GDP Consumption
Baseline 0.01083 (0.01041; 0.01126) 0.00930 (0.00889; 0.00975)
No het. 0.02110 (0.02027; 0.02195) 0.01876 (0.01785; 0.01974)
Investment CPI
Baseline 0.03517 (0.03396; 0.03637) 0.00483 (0.00466; 0.00504)
No het. 0.08668 (0.08243; 0.09117) 0.01028 (0.00966; 0.01098)

@ Springer



276 S. Reissl

Table 3 Forecast errors; baseline & heuristic switching

Mean Standard deviation
Baseline —0.02693 (—0.19648; 0.13969) 2.78979 (2.61177; 2.98783)
Switching —0.00486 (—0.02211; 0.01260) 0.37219 (0.35034; 0.39679)

the model description, banks must make forecasts about the composition of their
own balance sheet, in particular their future capital buffer, to use as an input in their
decision-making about credit rationing and dividend payments. Interestingly, how-
ever, an implementation of the mechanism described in Anufriev and Hommes (2012)
for banks in the present version of the model appears to have little effect on simula-
tion results.!? Banks do indeed switch between different heuristics and tend to prefer
a mix between the strong and weak trend following rules with occasional use of the
adaptive and the anchoring and adjustment rules. Notably, no individual dominant
forecasting strategy appears to emerge.

Table 3 reports the means and standard deviations of banks’ errors in forecasting
their own capital buffer in the baseline and under heterogeneous expectations with
heuristic switching. While the heuristic switching case provides a clear improvement
over simple adaptive ones in terms of the standard deviation of forecast errors, in
the baseline model simple adaptive expectations by themselves turn out to be a fairly
decent forecasting heuristic upon which the alternative heuristic cannot improve suf-
ficiently to significantly alter the dynamics of the model.'> The decrease in the
standard deviation of forecast errors shows that under heuristic switching, banks tend
to make smaller mistakes. An examination of the simulation data shows that this
leads to a small increase in the average level of bank profits and a decrease in their
volatility, as well as a decrease in the incidence of credit rationing as banks make
smaller mistakes in forecasting their own capital buffer. However, none of these dif-
ferences are large enough to be statistically significant as, despite the large difference
between the standard deviations shown in Table 3, banks’ forecast errors are already
fairly small even under simple adaptive expectations.

Table 4 consequently shows that the introduction of heterogeneous expectations
and heuristic switching for banks makes no significant difference for the simulated
moments of the macroeconomic time-series. As discussed further below, the mixture
of forecasting heuristics selected by banks based on the fitness criterion turns out to
be so similar to adaptive expectations in the baseline model that simulation results
change only very little.

Instead of allowing banks to switch between the forecasting rules suggested
by Hommes, I can instead also allow them to attempt to make forecasts using
econometric methods, as is sometimes done in conventional models (see Evans and

12The parametrisation of the mechanism is as follows: ¥qg = 0.5, Yuq = 0.5, Y51 = 0.75, Y2 = 1.3,
intensity of choice = 5, memonry parameter = 0.7. The functional forms exactly follow those suggested
by Anufriev and Hommes (2012).

13Note in particular that average forecast errors of both adaptive expectations and heterogeneous
expectations with heuristic switching are not significantly different from zero.
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Table 4 MC-average standard deviations; baseline & heuristic switching

GDP Consumption
Baseline 0.01083 (0.01041; 0.01126) 0.00930 (0.00889; 0.00975)
Switching 0.01071 (0.01030; 0.01110) 0.00910 (0.00869; 0.00952)
Investment CPI
Baseline 0.03517 (0.03396; 0.03637) 0.00483 (0.00466; 0.00504)
Switching 0.03501 (0.03378; 0.03609) 0.00474(0.00461; 0.00489)

Honkapohja 2001). Here I allow banks to estimate an AR(1) model of their own cap-
ital buffer using OLS regression on all past observations of their own capital buffer
and make the forecast based on the estimated parameters of this model. Due to the
use of OLS, this learning algorithm falls into the decreasing gain category (Evans and
Honkapohja 2001, Ch. 1), meaning that the period-to-period change in the estimated
parameters tends to decrease as more data is accumulated.

The result of this exercise is summarised in Tables 5 and 6. As in the case of heuris-
tic switching, the standard deviation of the forecast error decreases, though not to the
same degree. In terms of macroeconomic outcomes this experiment is little different
from the previous one; OLS-learning is able to improve upon simple adaptive expec-
tations in terms of the standard deviation of forecast errors but for the same reasons
given above, the improvement makes little difference to model outcomes.

The model contains two more points at which the behaviour of banks may be
modified to allow for some more sophisticated prediction behaviour. Recall from the
model description that in setting their lending rates, banks apply a mark-up over the
sum of the central bank rate and the current default rate of loans/mortgages. Suppose
that instead, banks attempt to estimate future default probabilities and also use esti-
mation techniques in order to make a decision on mark-up revisions. I implement this
notion in the following way: For default probabilities, I once more suppose that the
banks use AR(1) models estimated using OLS on all past observations of the default
rates on loans and mortgages to make one-period ahead forecasts. With regard to the
mark-ups, recall that banks use two criteria for revision, namely whether their rev-
enues from each asset have been growing and whether their interest rates are high
relative to those of other banks. I now allow them to make a forecast of their future
revenues using an econometric model to make a judgement as to whether their rev-
enues are going to increase over the next month with the proposed mark-up revision.
In particular, each bank which is allowed to re-set its interest rates in a given period
estimates the model:

Table5 Forecast errors; baseline & OLS-leaning

Mean Standard deviation

Baseline —0.02693 (—0.19648; 0.13969)
OLS 0.01704 (—0.08766; 0.11795)

2.78979 (2.61177; 2.98783)
1.37412 (1.28921; 1.46873)
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Table 6 MC-average standard deviations; baseline & OLS-learning

GDP Consumption
Baseline 0.01083 (0.01041; 0.01126) 0.00930 (0.00889; 0.00975)
OLS 0.01088 (0.01049; 0.011305) 0.00926 (0.00879; 0.00969)
Investment CPI
Baseline 0.03517 (0.03396; 0.03637) 0.00483 (0.00466; 0.00504)
OLS 0.03571 (0.03446; 0.03699) 0.00492 (0.00473; 0.00512)

i, =cteuil  ter Lt e3rh sl )P e (D)

using all past observations, where iy are revenues on loans and ry, is the interest rate
on loans, with 77 being its average prevailing across the banking sector. Banks hence
attempt to estimate the effect of their own lending rate on their revenues, controlling
for the average rate charged in the economy. The equivalent model is also estimated
for mortgages. Based on the estimated coefficients ¢3 and ¢4 of Eq. 21 the bank then
estimates potential gains in revenue from increasing or decreasing its mark-up. It
does so by randomly drawing a change in the mark-up using the same distribution as
in the baseline, and then, also taking into account its forecast of default probabilities,
calculating the interest rate implied by increasing as well as decreasing the mark-up
on loans (or mortgages) by that amount. The bank then uses the estimated parameters
@3 and @4 to calculate whether an increased, decreased or unchanged mark-up is
expected to produce the highest revenue and sets its mark-up accordingly.

In contrast to the previous experiments, this modification of the model does have
a statistically significant impact on simulation outcomes, as shown in Table 7. In par-
ticular, allowing the banks to use the new, arguably more sophisticated behavioural
rules outlined above leads to a considerable reduction in the volatility of investment
at the macroeconomic level as under the alternative behavioural rules, banks’ lending
rates become less volatile. The standard deviation of consumption increases some-
what due in particular to a slight increase in the volatility of dividend payments
from firms and especially banks whose profits appear to become less stable using the
alternative interest rate setting mechanism. At the microeconomic level, as shown in
Table 8, banks’ profits on average decrease when they use the alternative method of
forecasting revenues and defaults in setting their interest rates, suggesting that the

Table 7 MC-average standard deviations; baseline & alternative behavioural rules

GDP Consumption
Baseline 0.01083 (0.01041; 0.01126) 0.00930 (0.00889; 0.00975)
Alternative 0.01076 (0.01043; 0.01115) 0.01024 (0.00984; 0.01070)
Investment CPI
Baseline 0.03517 (0.03396; 0.03637) 0.00483 (0.00466; 0.00504)
Alternative 0.03034 (0.02934; 0.03121) 0.00529 (0.00507; 0.00549)
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Table 8 Bank profits (weekly); baseline & alternative behavioural rules

Mean Standard deviation
Baseline 37.85227 (36.95857; 38.80818) 9.86132 (9.41118; 10.33429)
Alternative 29.88634 (28.45792; 31.42544) 12.83906 (11.91618; 13.84539)

simple heuristics used in the baseline model are superior to the more sophisticated
ones implemented in this experiment. At the microeconomic level, this result is in
line with those obtained by Dosi et al. (2017), who find that in their model more
sophisticated heuristics are generally less successful than simpler ones.

The results of the above experiments raise several issues worth discussing. It may
appear curious that replacing banks’ adaptive expectations formation mechanism
with heterogeneous expectations and heuristic switching or OLS learning as in the
first two experiments would have next to no effect on simulation results. One might
suspect based on this result that banks’ expectations in fact do not play an impor-
tant role in the model. This assertion can be tested by a simulation in which banks,
rather than form expectations about their capital buffer, simply assume that it will
at all times be equal to its target. This leads banks to frequently make large forecast
errors which in turn leads to increased volatility at the aggregate level. The robust-
ness of the model to an implementation of heterogeneous expectations with heuristic
switching or OLS learning for banks can be explained by the fact that in the present
model, which is stationary and incorporates numerous rigidities imparting stickiness
to endogenous variables, adaptive expectations, heuristic switching and OLS learn-
ing in fact yield very similar expectations. Figure 13 shows a comparison of banks’
average expectation of their capital buffer under the three different expectations for-
mation rules (using a snapshot of 250 periods from one individual simulation for
better legibility), demonstrating that the differences between the predictions of the
three heuristics are minimal. Given the negligible differences between predictions,
banks’ behaviour will be next to identical under all three heuristics, explaining that
overall simulation results are also close to identical. By contrast, the modifications
made to the model in the third experiment, particularly the way banks forecast their
revenues, represents a major change in the behavioural rules underlying the model,
making it unsurprising that simulation results are more strongly affected.

However, it also turns out that some minor modifications to the model can make
it much more sensitive to the expectations formation mechanism used by banks. In
particular, one can construct an environment that is somewhat more unstable than
the baseline by reducing the adjustment horizons of aggregate consumption, hous-
ing demand and investment from 12 periods to 4 and increasing the speed at which
banks adjust their credit rationing and dividend payout behaviour such that they
now attempt to hit their target for the capital adequacy ratio period-to-period rather
than over time. The effect of this is to make the environment in which banks must
form their expectations more unstable and unpredictable. This leads to an increase in
macroeconomic volatility under any expectations formation mechanism. Figure 14
plots the MC averages of GDP for the three types of expectations formation together
with 95% confidence intervals. As can be seen, OLS learning still delivers similar
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Fig. 13 Comparing adaptive expectations, heuristic switching and OLS learning in the baseline

outcomes as adaptive expectations, but the use of heuristic switching puts the model
on an explosive path. Across MC repetitions, it appears to cause a collapse in out-
put due to excessive credit rationing as a consequence of large forecast errors during
the transient phase. The recovery from this collapse invariably leads the economy
onto an explosive trajectory fuelled by a feedback loop between a growing stock of
government debt and interest payments on government debt.

Overall, the results of the experiments reported above build upon those obtained by
Dosi et al. (2017). They too find that alternative expectations formation mechanisms
may yield inferior results and can act as a source of instability. The present paper
underlines the context-dependence of such results. The K+S model used by Dosi et al.
(2017) represents a highly complex and fast-moving environment which also incor-
porates technological change and long-term growth. By contrast, the baseline model
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Fig. 14 Modified model GDP under adaptive expectations, heuristic switching and OLS learning
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presented in this paper constructs a stationary and relatively stable environment in
which alternative expectations formation mechanisms perform fairly well (although
interestingly they do not outperform the simpler one by a great margin). If the envi-
ronment is made more unstable, or the modification to the behavioural rules is more
fundamental, however, the results move closer to those obtained by Dosi et al. (2017).
This general result is very much in line with the concept of ecological rationality
advanced by Gigerenzer (2008), which emphasises that the ‘rationality’ or suitabil-
ity of a particular behavioural rule is always dependent on the context in which it is
applied.

5.2 Policy

To conclude my investigation of the model, I conduct several policy experiments,
starting from the unmodified baseline model. To begin with, I undertake a parameter
sweep of a generalised Taylor rule reacting to both inflation and changes in capac-
ity utilisation to analyse the effects of monetary policy. The detailed results of this
experiment are reported in online Appendix C. The results suggest that, within this
model, adherence to the Taylor principle is helpful for price stabilisation, but a too
strong response of monetary policy to inflation may also be disadvantageous, lead-
ing to an increase in macroeconomic fluctuations. Moreover, the generalised Taylor
rule incorporating capacity utilisation as a proxy for output in addition to inflation
does not appear able to strongly improve on the outcomes of the baseline simula-
tion in terms of limiting macroeconomic volatility. Following the parameter sweep
of the monetary policy rule, I experiment with several different policy tools aiming
to increase macroeconomic stability relative to the baseline simulation, namely an
activist fiscal policy, an alternative monetary policy rule, an endogenous maximum
loan-to-value ratio on mortgages, and an endogenous target capital adequacy ratio.
Real government expenditure, which is constant in the baseline, is endogenised as

g=2g0-(1-6%, (22)

where ¢ is the annualised growth rate of private consumption over the preceding
quarter. The government sets a target level of expenditure according to the equation
above on a quarterly basis and then gradually adjusts its spending to the desired level
over the next quarter. The monetary policy rule is amended with the specific aim of
stabilising investment expenditure. The central bank continues to re-set its interest
rate on a monthly basis, but does so according to

Febd =70+ 7+ dr - (¢ — ") +0.15 - iy, (23)

where i; is the annualised growth rate of private investment demand over the previous
month. The endogenous maximum loan-to-value ratio on mortgages is implemented

as
2

LTV =LTV* ——— | 24

1 + e!0-@r=pp 24)

where LT V* is the fixed maximum loan-to-value ratio from the baseline, py, is the

average price of housing over the past month and pj is a target level for the house

price, set equal to the value of the price of housing prevailing in the initial stationary
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state for convenience. It is assumed that the central bank resets a ‘target’ maximum
LTV according to the equation above once every month and then adjusts the maxi-
mum LTV to this target over the following 4 periods. Finally, the endogenous target

capital adequacy ratio for banks is given by

2
CAR" = CAR* . i) (25)
1+e (=Uevy—levy

where C AR* is the fixed target capital adequacy ratio from the baseline, W is the
average leverage ratio of firms over the previous month and /ev’, is the fixed target
leverage ratio used by firms in the baseline, which is here assumed to also be taken
as a target by the central bank. Just as the endogenous maximum LTV ratio, the
endogenous target capital adequacy ratio is re-set once every month by the central
bank and then adjusted gradually to that level over the following 4 periods.

Table 9 summarises the effects of the four policy tools outlined above, imple-
mented individually, in terms of their impact on macroeconomic volatility. Stars
indicate standard deviations which become significantly lower (or higher) under the
respective policy relative to the baseline, based on the 5% confidence intervals of
a Wilcoxon signed rank test. As is common in the AB(-SFC) literature, fiscal pol-
icy turns out to be highly effective at reducing output volatility. As the fiscal policy
rule is tied to the growth of private consumption, the reduction in output volatility is
primarily achieved through a reduction in the volatility of consumption. The endoge-
nous capital adequacy ratio also appears very effective as a tool to stabilise GDP,
with the greatest impact being a reduction in the volatility of investment. The alter-
native monetary policy rule also significantly reduces the volatility of investment and
GDP but does not significantly affect consumption and has the drawback of consid-
erably increasing fluctuations in the price level. Finally, the endogenous maximum
LTV ratio is able to decrease consumption volatility, but its impact is not quite strong
enough for this to also translate into a significant reduction of output volatility.

As a final experiment I investigate the joint impacts of the policy tools consid-
ered above. For joint implementation, I reduce the strength of each individual tool
as it turns out that when implemented jointly, the policy tools may themselves be a
source of additional volatility if they are calibrated to react too strongly. Accordingly,
I reduce the parameter in the fiscal policy rule from 2.5 to 1, the one in the alternative
monetary policy rule from 0.15 to 0.1, the one for the endogenous maximum LTV
from 10 to 5 and the one for the endogenous target capital adequacy ratio from 8 to
4. Table 10 summarises the effects of jointly implementing the alternative monetary

Table9 MC-average standard deviations; baseline & policy tools

GDP Consumption Investment CPI
Baseline 0.01083 0.00930 0.03517 0.00483
Fiscal 0.00739%* 0.00554* 0.03259* 0.00471
Monetary 0.00943* 0.00951 0.03030* 0.00865*
LTV 0.01022 0.00794* 0.03503 0.00482
CAR 0.00705* 0.00804* 0.02883* 0.00484

@ Springer



Heterogeneous expectations, forecasting behaviour and policy...

283

Table 10 MC-average standard deviations; baseline & policy mixes

GDP

Consumption

Baseline
MP, LTV & CAR
MP, FP, LTV & CAR

Baseline
MP, LTV & CAR
MP, FP, LTV & CAR

0.01083 (0.01041; 0.01126)
0.00574 (0.00557; 0.00591)
0.00496 (0.00478; 0.00510)
Investment

0.03517 (0.03396; 0.03637)
0.02233 (0.02160; 0.02309)
0.02226 (0.02154; 0.02302)

0.00930 (0.00889; 0.00975)
0.00651 (0.00627; 0.00672)
0.00543 (0.00526; 0.00563)
CPI

0.00483 (0.00466; 0.00504)
0.00643 (0.00623; 0.00662)
0.00651 (0.00629; 0.00672)

policy rule and the endogenous maximum LTV and target capital adequacy ratios at
first without and then with the addition of an activist fiscal policy.

It can be seen that the alternative monetary policy rule jointly with the two pru-
dential policy tools can produce a considerable reduction in the volatility of output
and its components, a result which becomes even stronger when fiscal policy is
added to the mix. However, both policy packages lead to a significant increase in
the volatility of the price level. Depending on the policy tool(s) used, there hence
appears to be a trade-off between output and price-level/inflation-stabilisation in the
model. Despite reducing overall macroeconomic volatility, both policy mixes some-
what increase short-term fluctuations in both wage and interest costs which translates
into a more volatile price level. The overall conclusion of these experiments is that
monetary, prudential and fiscal policies can, both individually and interacting in a
mutually reinforcing manner, promote the attenuation of business cycles in real GDP
and its components. However, such effects may come at the price of at least partly
sacrificing other policy objectives, such as inflation control in the case of the present
analysis. In addition, both the calibration and the timing of policy interventions, espe-
cially the frequency at which policies are altered and the speed at which they adjust
play an important role in determining the success of a policy rule in this model. Too
strong/weak or too frequent/infrequent intervention may well reduce the effective-
ness of a particular policy or even turn it into a source of additional macroeconomic
volatility. This suggests that prudential policies such as the ones tested here can be a
valuable addition to policy-makers’ toolboxes and that they can interact favourably
with monetary policy, but also that they must be very carefully calibrated and closely
coordinated with other policy measures.

All policy experiments presented above were re-run under both heterogeneous
expectations with heuristic switching and OLS learning for banks in the unmodified
model. Just as in the baseline, the use of these two alternative heuristics does not
have a significant impact on simulation outcomes, meaning that the presented policy
interventions are able to produce equivalent reductions in macroeconomic volatility
also under alternative expectations formation regimes. A somewhat different picture
emerges when looking at the modified model, i.e. the one featuring a greater degree
of volatility, which was discussed at the end of Section 5.1. In Section 5.1 it was
shown that in the modified model, OLS learning leads to very similar results to those
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obtained under simple adaptive expectations. Re-running the policy experiments pre-
sented above under both OLS learning and adaptive expectations within the modified
model reveals that in both cases, they deliver a similar degree of reduction in volatil-
ity as when they are applied in the unmodified model. None of the policy measures
discussed above appear able, however, to contain the instability produced by the mod-
ified model under heterogeneous expectations which was shown in Fig. 14. In order
to prevent the model from settling onto an explosive path, a different mix of policy
interventions is necessary. For this experiment, the macro-prudential policy rules for
the maximum LTV and target capital adequacy ratio presented above are combined
with a generalised Taylor rule of the form

Febd =10+ T+ @r - (€ — ") + P - W — un) (26)

with ¢, = 0.5, meaning that monetary policy also reacts to fluctuations in capacity
utilisation #, and a fairly strong activist fiscal policy of the form

Unp\4
g=2- (=) @7)
u
where u is a one-quarter average of industrial capacity utilisation. It is found that the
use of this policy mix can indeed prevent the model from settling on the explosive
path, as is demonstrated by Fig. 15, which shows the MC-averages of GDP with and
without the application of the policy mix.

By having fiscal and monetary policy target capacity utilisation while macro-
prudential policy stabilises financial variables, the policy mix is able to attenuate the
initial deep downturns characterising all simulations of the modified model under
heuristic switching, and hence to prevent the subsequent explosive dynamics. This
last experiment hence indicates that the effectiveness of particular policy measures
may be sensitive to the expectations formation heuristic used by agents and that if
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Fig. 15 Using policy to stabilise the modified model under heuristic switching
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expectations trigger extreme fluctuations and instability, policy measures may have
to be adapted relative to their use under ‘normal’ conditions.

6 Conclusion

This paper presented a hybrid agent-based stock-flow-consistent macroeconomic
model with a multi-agent banking sector and used it to investigate the effects of alter-
native assumptions regarding the expectations formation and forecasting behaviour
of banks. In the baseline model, the use of heterogeneous expectations with heuris-
tic switching and OLS learning to replace banks’ simple adaptive expectations about
their future capital buffer produced little discernible difference in simulation results
as the predictions of all three expectations formation mechanisms are virtually iden-
tical. A more fundamental alteration of banks’ behaviour, concerning the way in
which they forecast their revenues under different interest rates, by contrast, turned
out to produce inferior outcomes for banks in terms of their average profit. Moreover,
it was shown that when the baseline model is altered to produce a somewhat more
unstable and unpredictable environment, alternative expectations formation heuris-
tics can be a source of instability. These results mirror and build upon those reached
by Dosi et al. (2017) by showing that simple heuristics can be remarkably robust
and indeed produce superior outcomes in some circumstances, but also underlin-
ing the context-dependence of such conclusions. This latter point is also strongly
emphasised by Gigerenzer (2008) in his discussion of the concept of ‘ecological
rationality’.

In addition the paper presented a range of policy experiments involving prudential,
fiscal and alternative monetary policy rules to analyse their effects on macroeco-
nomic stability. It was shown that an endogenous maximum loan-to-value ratio on
mortgages, an endogenous target capital adequacy ratio, an activist fiscal policy and
an alternative monetary policy rule aiming to stabilise investment can all, to varying
degrees, have a stabilising effect when implemented individually. Moreover, it was
found that when implemented jointly, these policies can have a mutually reinforcing
effect leading to a considerable reduction in macroeconomic volatility. These results,
however, strongly depend on the timing and strength of policy interventions, and may
also be sensitive to the expectations formation mechanism used by the banking sec-
tor. While a joint use of multiple policy tools can hence lead to superior outcomes
in terms of macroeconomic stabilisation, policy interventions must be very carefully
coordinated and designed in order for them to be successful.
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Appendix A: Additional tables

The tables below show the traditional balance sheet and transactions flow matrices
which provide an overview of the aggregate SFC structure of the model.

Table 11 Balance sheet matrix

Households Firms Banks Gov. Central bank z
Bank Deposits +Dy +Dy —-D 0
Reserves +R —R 0
CB Advances —A +A 0
Gov. Bonds +G By, —GB +GB¢p 0
Mortgages -M +M 0
Loans —L +L 0
Firms’ Equity +Ef —Ey 0
Banks’ Equity +Ep —-Ep 0
Fixed Capital +p-k p-k
Houses +pn-h pr-h
) Vi Vy Vp | Vep p-k

+pn-h
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Table 12 Transactions flow matrix

Households Firms Banks Government Central bank z
Current Capital

Consumption -C +C 0
Investment +1 -1 0
Gov. Spending +G -G 0
Taxes —Taxy —Taxy +Tax 0
Wages +W -w 0
Firm Dividends +Divy —Divy 0
Bank Dividends +Divy —Divyp 0
CB profits +PCB —PCB 0
Interest Mortgage —iM +iM 0
Interest Loans —iL +iL 0
Interest Deposits +iDy +iDy —iD 0
Int. Gov. Bonds +iGBy, —iGB +iG By 0
Int. CB advances —iA +iA 0
Int. on reserves +iR —iR 0
Saving (Savy) —Savy +Savy (Savp) (Savg) ) 0
A Deposits —ADy, —ADy +AD 0
A Gov. Bonds —AGB;, +AGB —AGBp 0
A CB advances +AA —AA 0
A Reserves —AR +AR 0
A Mortgages +AM — My, —AM — My, 0
A Loans +AL — Ly —AL — Ly 0
z 0 0 0 0 0 0
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Appendix B: Initialisation, calibration and data sources

The model is initialised to a deterministic stationary state using a script in which ini-
tial values and as well as a range of parameters can be sequentially calculated based
on the imposition of successive restrictions on some characteristics of the stationary
state such as the capital stock, the stock of housing, the investment and government
spending to income ratios, and so on. Where possible, these values are chosen so as
to correspond roughly to those of the economy of the United Kingdom.'* To give an
example of how this calibration procedure works, once I impose a stationary state
level of the capital stock, the capacity utilisation rate, and a parameter value for the
capital depreciation rate, then investment demand,the capital to full capacity output
ratio and real GDP are implied by these imposed values jointly with the assumed
Leontieff production function and the assumption that the simulation begins in a
stationary state. In a stationary state it must be the case that

i=ig =96k, (28)

i.e. capital investment must equal depreciation for the capital stock to be constant.
Next, note that the production function implies

K-y=u-k 29)

where « is the capital to full capacity output ratio. Next, I can substitute for & from
Eq. 28 and rearrange to get
i

v 8
Having previously imposed a stationary state value for  this gives me the value for
« which in turn I can use to get a value for y from Eq. 29. The rest of the initialisation
protocol proceeds similarly. For instance, by imposing a stationary state value of the
government expenditure to output ratio, I get a stationary state level of government
expenditure and furthermore a value for consumption since

K =1U

(30)

c=y—i—g. 3D
In many cases, the stock-flow consistent accounting structure of the model is useful
in this initialisation exercise as accounting conventions dictate the values of certain
variables once a sufficient number of others are determined. Despite the imposition
of successive restrictions, this procedure leaves a range of parameter values uniden-
tified (in particular those appearing in behavioural equations written in terms of
deviations from ‘normal’ or stationary state values). A subset of these are empiri-
cally calibrated below, while the rest are set to values which give rise to reasonable
results and are subjected to a sensitivity analysis in online appendix C.

For the empirical calibration of free parameters I make use of the simulated min-
imum distance approach described by Grazzini and Richiardi (2015) by applying
the method of simulated moments (see Gilli and Winker 2003; Franke and West-
erhoff 2012; Schmitt 2018) in order to empirically calibrate 8 of the model’s free

1417 the case of stock variables, the chosen initial period is 1995 QI.
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parameters. This is done through maximising an objective function involving a set
of 8 moments/statistics calculated from empirical data along with their equivalents
generated by model simulations. In particular, the function to be maximised is

00) = —(ma(Bo) —m())' - W - (ma(6o) — m(8)) (32)

where 6 is a vector of model parameters (with 6 being the vector of their ‘true’ val-
ues), my is a vector of empirical moments and m () is a vector of simulated moments.
W is a weighting matrix. Following Franke and Westerhoff (2012), the weighting
matrix used here is the inverse of the variance-covariance matrix of the empirical
moments/statistics, which is obtained through the use of bootstrapping. This ensures
that the variance of the empirical moments is taken into account in the calibration
procedure.

As outlined by Grazzini and Richiardi (2015), building on Grazzini (2012), the use
of simulated minimum distance estimators in agent-based models raises the issues
of stationarity and ergodicity, in that a simulated minimum distance estimator will
only be consistent if the simulated moments/statistics used are stationary and ergodic.
Note that Eq. 32 is somewhat misleading in that in an agent-based model, m may be
a function not only of 6 but also of the random seed s and the vector of initial condi-
tions yg and may in particular be non-ergodic w.r.t. the random seed and/or the initial
conditions. Having observed the behaviour of the model across a large number of
simulations, it appears reasonable to assume that the stationarity assumption is ful-
filled for the simulated moments I use, in particular since I apply the HP-filter to the
simulated data before calculation of the objective function. The ergodicity assump-
tion w.r.t. the random seed and initial conditions is somewhat more problematic but I
can at least partly overcome this issue on the one hand by choosing initial conditions
based on empirical information as far as possible and subsequently keeping them
fixed across simulations, and on the other hand by defining m as the Monte-Carlo
average of moments from a set of simulations with different random seeds, for which
in turn the ergodicity assumption appears less heroic.

More broadly, the empirical calibration procedure is used here primarily to arrive
at a reasonable baseline simulation without having to fully parametrise the model by
hand, rather than to consistently estimate the ‘true’ values of the parameters (all the
more so since, as outlined below, I am not able to cover the entire parameter space in
my simulations and instead rely on sampling). The time-series I choose for the empir-
ical calibration procedure are quarterly real GDP, real consumption, real investment
and the CPI for the UK from 1994 Q2 until 2019 Q1, such that the length of the empir-
ical time series is equal to that of the simulated ones (all simulations shown below,
as well as those used for the empirical calibration have a post-transient duration of
25 years). I apply the HP-filter to each empirical time series and then calculate the
standard deviation and first order autocorrelation of each series’ percentage-deviation
from its trend component. The same procedure is applied to the simulated quar-
terly time series which are constructed from the weekly model output. The vector of
parameters I am aiming to calibrate consists of the parameters shown in Table 13.
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Table 13 Empirically calibrated parameters

Symbol Description Range

Y1 Investment sensitivity to capacity utilisation -3:-0.5
V2 Investment sensitivity to loan rate 05:1.5

B Phillips curve slope 0.5:0.95
JA14 PC Consumption propensity adjustment 0.25:0.95
p1 Housing demand sensitivity to wealth 1:10

03 Housing demand sensitivity to mortgage rate 0.1:3
ARgef Default shock autocorrelation 03:0.5
Sdef Default shock scale parameter -5:0-1

The empirical calibration proceeds by sampling the parameter space made up of
the eight parameters within the ranges shown in Table 13 above using latin hypercube
sampling, simulating each parameter configuration 100 times with different (repro-
ducible) seeds and calculating the values of the objective function. Sampling is then
repeated around points which appear promising in terms of the value of the objective
function until eventually a satisfactory configuration is reached in the sense that fur-
ther sampling and simulation generates no notable improvements in the value of the
objective function.!’

The sources of the data used to empirically calibrate the model are as follows:

— Real GDP (quarterly): Office for national statistics; Source dataset: QNA; CDID:
ABMI

— Real consumption (quarterly): Office for national statistics; Source dataset: PN2;
CDID: ABJR

— Investment (quarterly): OECD; Subject P51

—  Price level/CPI (quarterly): Office for national statistics; Source dataset: MM?23;
CDID: D7BT

Table 14 below shows the values of all parameters and exogenous variables used in
the baseline simulation. In addition it shows whether a given value is empirically cali-
brated (“emp”), imposed to produce the initial stationary state (‘“pre-SS”), implied by
the stationary state (“SS-given”), or free. Where applicable, the range of values used
for the sensitivity analysis is also shown. For parameters and initial values which need
to be set “pre-SS” (i.e. they are needed to identify the initial stationary state rather
than being implied by the latter or being calibrated empirically), I try where possible
to use rough empirical values. Thus for instance, the fixed housing stock and the ini-
tial capital stock are set so as to roughly correspond to their empirical counterparts
in the UK in 1995 QI according to the national balance sheet. Similarly, conditions
such as the ratios of government consumption and capital investment to GDP, the

15There is clearly a danger for this algorithm to get ‘stuck’ at a local maximum of the objective function,
but there is little I can do regarding this issue given limited time and computational resources, and the
obtained results seem reasonably good.
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Table 14 Parameters & Exogenous variables

Symbol  Remark Description Value Sensitivity range (step)

af] free upper bound of MPC out of income  0.85 N.A.

alL free lower bound of MPC out of income  0.75 N.A.

a%’ free upper bound of MPC out of wealth 0.055 N.A.

aZL free lower bound of MPC out of wealth 0.045 N.A.

LTV pre-SS Maximum loan-to-value ratio 0.75 N.A.

Yad free Adaptation parameter in 0.5 0.35-0.65 (0.025)
adaptive expectations

e pre-SS Inflation target 0 N.A.

Sk pre-SS Capital depreciation rate (weekly) 0.002385 N.A.

o pre-SS Labour productivity 24 N.A.

6 pre-SS Firms’ mark-up 0.5 N.A.

lev_’f pre-SS Firms’ target leverage 0.5 N.A.

ro pre-SS Taylor rule intercept 0.04 N.A.

r pre-SS interest corridor width 0.01 N.A.

£0 SS-given  Government spending 779.3754 N.A.

Y1 emp Investment sensitivity to utilisation 0.0023 N.A.

V2 emp Investment sensitivity to rate 0.001 N.A.

&d1 pre-SS deposit rate mark-up -0.025 N.A.

&d2 free slope parameter to calcu- 0.01 0.0025 - 0.025 (0.0025)
late clearing indicator

step free mean step-size of banks’ 0.005 0.002 - 0.008 (0.001)
mark-up revision

Ostep free standard  deviation  of 0.00125 0.0005 - 0.0015 (0.00025)
banks’ mark-up revision

B emp Phillips curve slope 8 N.A.

n pre-SS proportion of houses sold annually 0.08 N.A.

CAR; pre-SS target capital adequacy ratio 0.1 N.A.

LCR; pre-SS target liquidity coverage ratio 1 N.A.

w1 pre-SS CAR risk weight on mortgages 0.5 N.A.

w pre-SS CAR risk weight on loans 1 N.A.

w3 SS-given  LCR risk weight on deposits 0.03992782  N.A.

XM pre-SS Mortgage repayment rate 0.05 N.A.

zetay SS-given  component of mortgage default rate  0.04 N.A.

XL SS-given  loan repayment rate 0.16896 N.A.

193 SS-given  component of loan default rate 0.12 N.A.

W, SS-given  normal wage rate 14.56015 N.A.

Uy pre-SS normal capacity utilisation 0.8 N.A.

£0 SS-given  Housing demand intercept 336.4583 N.A.

p1 emp Housing demand sensitiv- 0.0008 N.A.
ity to wealth

02 SS-given  Housing demand sensitivity to LTV~ 606.9444 N.A.

03 emp Housing demand sensitivity to rate 570 N.A.
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Table 14 (continued)

Symbol  Remark Description Value Sensitivity range (step)

Ao pre-SS Household portfolio parameter 0.25 N.A.

A1l pre-SS Household portfolio parameter 4 N.A.

A2 < A1 Household portfolio parameter 4 N.A.

tau SS-given  Tax rate on YD 0.2147787 N.A.

o 1\1/1 PC emp Sensitivity of MPC to return rate 11 N.A.

0‘1%/“,6 SS-given  MPC shift parameter 0.08317182  N.A.

orB free Sensitivity ~ of  inter- 0.01 0.0025 - 0.02 (0.0025)
bank rate to excess
supply/demand

I free Sensitivity of bank share to rel. rate 0.25 0.15 - 0.35 (0.025)

2 free Sensitivity of bank share to rationing ~ 0.25 0.15 - 0.35 (0.025)

ARy free Persistence of shocks to 0.825 0.75 - 0.9 (0.025)
bank market share

Odis free Variance of shocks to bank 0.0005 2.5e-04 - 7.5e-04 (5e-04)
market share

ARger emp Persistence of default shocks 0.98 N.A.

Sdef emp Scale parameter of default 25 N.A.
distribution

[ free Taylor rule inflation sensitivity 0.25 N.A.

CCyef free Cross correlation of default shocks 0.5 0.3-0.7 (0.05)

& free Upper bound for rationing indicator 2 1-3(0.25)

& free Sensitivity of rationing indicator 0.25 0.1-0.5(0.1)

K SS-given  Capital to output ratio 1.218925 N.A.

labour share in GDP, depreciation and labour productivity are set to values close
to their empirical counterparts. The conditions thus imposed are kept fixed across
all simulations. Once a sufficient number of such conditions have been imposed, a
large part of the remaining free parameters and initial values is implied by those
already set together with the SFC structure and the assumption of a stationary state.
Of the rest (category “free”), a subset is calibrated empirically as discussed above
while most others are subjected to a sensitivity analysis which is discussed in online
appendix C.

Table 15 below shows the aggregate initial values which are needed to initialise
the model for the simulations shown in the paper. Variables pertaining to banks (e.g.
stocks such as deposits, loans, mortgages etc. but also flows such as interest payments
or profits) are set by imposing an initial market share for each bank (assumed equal
in all markets) and then distributing each stock and flow according to these shares.
The shares assumed here for the twelve banks are 0.13, 0.11, 0.11, 0.1, 0.09, 0.08,
0.07, 0.07, 0.06, 0.06, 0.06 and 0.06. Due to the way the model is set up, all banks
offer equal rates on loans and deposits in the initial, deterministic stationary state.
Initial values for flows refer to weekly values in all cases.
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Table 15 Initial values

Symbol Remark Description Value
pre-SS Capital stock 300000
pre-SS Housing stock 475000

Dy, SS-given Household deposits 139932.3

M SS-given Mortgages 356250

Ph pre-SS House price 1

L SS-given Bank loans 150000

P pre-SS Price level 1

Vi SS-given Household wealth 500563.3

levy, pre-SS ratio of mortgages to housing stock 0.75

c SS-given Consumption 2607.1

o] SS-given MPC out of income 0.8

o SS-given MPC out of wealth 0.05

H} SS-given Notional housing demand 791.6667

u SS-given Capacity utilisation 0.8

w SS-given Nominal wage 14.56015

levy SS-given Firm leverage 0.5

Yfe SS-given Full-capacity output 5127.47

Pry SS-given Firm profit 839.3253

divy SS-given Firm dividends 839.3253

sav’f SS-given Firm target retained earnings 0

Td SS-given Average deposit rate 0.02

gbn SS-given Gov. bonds held by households 59068.45

Taxy SS-given Households’ tax payments 834.8009

gbep pre-SS Gov. bonds held by CB 19689.48

Fgb SS-given Interest rate on gov. bonds 0.03170631

réb SS-given CB lending rate 0.05

rIB SS-given Interbank rate 0.045

Ly SS-given Supply of loans 715.5

M; SS-given Supply of mortgages 593.75

YD SS-given Disposable income 2607.1

rry SS-given Real return rate on HH assets 0.006930985

Lg SS-given Demand for loans 715.5

My SS-given Demand for mortgages 593.75

y SS-given Real GDP 4101.976

Dy SS-given Firm 353194.7

iL SS-given Interest payments on loans 393.2578

L SS-given Average rate on loans 0.126

™ SS-given Average rate on mortgages 0.09

R SS-given Stock of reserves 19689.48

Vb SS-given Bank capital buffer (aggregate) 32812.5
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Table 15  (continued)

Pry SS-given Bank profits (aggregate) 461.5912
Divy SS-given Bank dividends (aggregate) 461.5912

Appendix C: Sensitivity analysis

Recall that in the baseline, the central bank follows a pure inflation-targeting policy
rule. Here I generalise the policy rule to

Febd =10+ 7T+ ¢ - (T — ") + ¢y - (U — uy) (33)

meaning that the central bank can also react to gaps between expected capacity util-
isation and its normal or conventional value. In the baseline, ¢, = 0.25 so that the
Taylor principle holds (recall that r; = 0). I then simulate the model for a range of
values for both parameters, the range being —1 to 1 for ¢, and 0 to 1.5 for ¢, with
step-size 0.25 in both cases. All parameter combinations are simulated for 100 MC-
repetitions as in the baseline. Note that if ¢, < 0, the Taylor principle does not hold
and when ¢, = —1 monetary policy does not react to inflation dynamics at all. Fig-
ures 16 and 17 show the response of the standard deviations of (filtered) real output
and the (filtered) price-level to variations in ¢, (axis label ) and ¢, (axis label u)
using heatmaps.

It can be seen that simulation results are fairly sensitive to changes in the
parametrisation of the monetary policy rule. A look at the results concerning ¢, sug-
gests that price level volatility is minimised around the value of ¢, in the baseline
(0.25), with ¢, being close to 0. Output volatility, on the other hand, is minimised
then phi, is close to zero while ¢, reacts moderately to utilisation gaps, suggest-
ing a weak trade-off between price and output stabilisation. Overly strong reactions
of monetary policy to output gaps, on the other hand, tend to lead to greater volatil-
ity in both output and inflation (indeed for high values of ¢, the model gives rise to
extreme volatility or breaks down completely, which explains the missing observa-
tions in the plots). Similarly, very strong (but also very weak) reactions of monetary
policy to inflation appear disadvantageous for macroeconomic stability.

In addition to the parameter sweep of the monetary policy rule, I conduct a basic
sensitivity analysis on those 12 parameters for which a sensitivity range is shown in
Table 14. This is done by varying the value of each parameter, one by one, along the
range and according to the step sizes shown in the table. I simulate each parameter
configuration for 100 Monte Carlo repetitions and compare the results to the base-
line by inspecting time-series plots as well as the volatility of the time series which
were used in calibrating the model. The results for variations in each parameter are
discussed below in turn. Results indicate that most of the non-empirically calibrated
parameters analysed here have little influence on model dynamics if varied along
the ranges considered, suggesting that the choice of parameters for the empirical
calibration procedure was broadly appropriate.

@ Springer



Heterogeneous expectations, forecasting behaviour and policy... 295

0.5 sd(y)

oo

0.012

= 0.0
0.013

. 0.017

0.126

-1.0

0.0 0.4 0.8
u

Fig. 16 Response of output volatility to changes in interest rate rule parameters

Yad : In contrast to varying only the expectations mechanism of banks, as was done
in the experiments above, jointly varying the adaptation parameter in adaptive expec-
tations for all sectors (including banks) at once has a slight effect on macroeconomic
volatility. A larger (smaller) value of ¥4 leads tends to increase (decrease) fluctua-
tions as expectations which feed into the determination of various decision-variables
become more (less) sensitive to forecast errors.

1.0

0.5
. 0.00497
. 0.006
= 0.0
0.00769
. 0.01093
05 0.11588
-U.o
-1.0

u

Fig. 17 Response of price level volatility to changes in interest rate rule parameters
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€42 : A higher value of ¢4, than in the baseline implies a greater sensitivity of the
deposit rates offered by banks to their clearing position. Overall this increases the
range of variation in deposit interest rates and also leads to greater short-term fluctu-
ations in deposit rates. This in turn translates into a slight increase in macroeconomic
volatility. In the case of a lower value for 4, than in the baseline, the opposite applies

oig : An increase (decrease) in oy p, the sensitivity of the interbank interest rate to
excess demand or supply on the interbank market obviously increases (decreases) the
volatility of the interbank rate. Beyond this, however, there is no noticeable effect
on model dynamics, which is in line with the passive role played by the interbank
market in the model.

t1 : 1 determines the sensitivity of banks’ market shares to interest rate differentials.
Consequently, a higher value of ¢; leads to larger variations in market shares but
for the range of values considered does not give rise to persistent monopolisation
tendencies. The effects of varying ¢; on macroeconomic dynamics are slight, with
higher (lower) values somewhat increasing (decreasing) the volatility of the price
level due to larger variations in bank interest rates as a result of stronger (weaker)
price competition.

13 : At the level of individual banks, the effects of variations in ¢», which determines
the sensitivity of banks’ market shares in loans and mortgages to their history of credit
rationing, are similar to those caused by varying ¢;. However, there is no significant
effect on macroeconomic volatility for the range of values used here.

ARgis : An increase or decrease in the persistence of shocks to the distribution of
deposits and loan demand between banks does not appear to have any systematic
impact on simulation outcomes for the range of values of the parameter which are
considered here.

0dis - 04is denotes the standard deviation of shocks to the market shares of banks.
Similarly to the effect of varying the persistence of these shocks, varying oy, along
the range of values considered here has no significant impact on simulation outcomes.

CCqef : As one might suspect, an increase (decrease) in the cross-correlation of
default shocks among banks significantly increases (decreases) macroeconomic
volatility. More systemic fluctuations in defaults produce an increased volatility of
interest rates as well as greater correlation in the fluctuations of individual banks’
capital adequacy ratios, both of which feed back on the aggregate sectors and
ultimately lead all macro time-series to become more volatile.

step : step gives the mean value of the normal distribution which banks use to
draw mark-up revisions when changing their interest rates on loans and mortgages.
Decreasing or increasing this mean value along the range indicated above has no
significant impact on simulation outcomes.
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Ostep : Osrep 18 the standard deviation of the normal distribution which banks use
to draw mark-up revisions when changing their lending rates. Varying the value of
this parameter, similarly to what was found for step, does not significantly alter
simulation results.

& : & gives the upper bound of the rationing indicators on loans and mortgages
calculated in Eq. 16, which feed into the distribution of loan and mortgage demand
between banks. Varying this parameter has no effect on simulation results, suggesting
that the indicators never reach their upper bound in the simulations considered.

& : & measures the sensitivity of the credit rationing indicators to the intensity with
which a bank rationed credit in the past. Varying this parameter along the range
indicated above has no significant impact on model dynamics.
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