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Abstract
Due to the lack of a natural reference for the absolute acceleration of free fall and gravity, absolute gravimeters are compared
at international comparisons, where the gravity reference is realized based on a set of precise absolute measurements and
the functional model for their processing. The main estimates of comparisons, specifically, the reference values, deviations
of gravimeters (biases) and associated uncertainty estimates, are obtained by the method of constrained least squares. In this
paper, based on data from six comparisons, we demonstrate and discuss the importance of several aspects that significantly
influence the estimated parameters, such as the type of the constraint, the weighting schemes, the correlations between
measurements or outlier detection. Following the state-of-the-art key comparisons in metrology, we are applying correlations
between measurements of a particular gravimeter for the first time, showing the ability to obtain appropriate uncertainty
estimates, strictly applying the law of error propagation. The processing of comparisons by the method of least squares is
described step by step to provide a background for analyses of absolute gravimeter comparisons in the future, reflecting
all specifics of these comparisons. Estimated parameters from uniformly elaborated comparisons represent an interesting
statistical data set that has been used to analyse the significance of differences between FG5, FG5X and other types of
gravimeters. We believe that the described method of processing, as well as the published results, will be especially useful in
the realization of the International Gravity Reference System.

Keywords Absolute gravimeter · Comparison · Bias · Degree of equivalence · Correlation

1 Introduction

The first International Comparison of Absolute Gravime-
ters of the International Association of Geodesy (IAG) was
hosted by the International Bureau forWeights andMeasures
(BIPM) in 1981 (Boulanger et al. 1983), initiating a 40-year
successful cooperation between geoscientific and metrology
communities developed especially within working groups
of IAG and Consultative Committee for Mass and Related
Quantities (CCM). The comparisons took place at regular
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four-year interval in Paris up until 2009 and beginning in
2001were augmented in particular by the so-called European
comparisons inWalferdange (Francis et al. 2012) and North-
American comparisons in Boulder (Schmerge et al. 2012).
More frequent comparisons had become necessary after
extensive spreading of the commercial FG5 (Niebauer et al.
1995) and FG5X (Niebauer et al. 2011) absolute gravime-
ters (AG), which have been able to demonstrate repeatability
better than 1.6 µGal as it was shown, e.g. in Van Camp
et al. (2005), Rosat et al. (2009) or Pálinkáš et al. (2010).
Nevertheless, determination of bias changes over time for a
particular gravimeter (e.g. after maintenance) or bias differ-
ences between instruments have to be known at the microgal
level (1 µGal � 10 nm/s2) for ensuring consistent gravity
measurements needed in geophysics (e.g. Van Camp et al.
2017), geodynamics (e.g. Olsson et al. 2016) and geodesy
(Pálinkáš et al. 2013). In metrology, the highest requirements
on g-values are related to the realization of the kilogram
by the Kibble balance (Stock 2013; Robinson and Schlam-
minger 2016) where the absolute gravity has to be known at
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the centre of the test mass with accuracy better than 5 µGal
(e.g. Jiang et al. 2013).

With the establishment of a new absolute gravity reference
system (Wilmes et al. 2016), the international comparisons
will gain importance as a backbone of its realization. The
absolute gravimeters contributing to the realization of the
system (International Gravity Reference Frame) should par-
ticipate in the comparisons or validate the measurements at
the reference stations establishedwithin the frame.Combina-
tion of results from comparisons and monitoring of temporal
gravity changes at reference stations equipped by supercon-
ducting gravimeters should allow to provide information on
biases of a particular AG.

Since at a given time and a given site, only one gravimeter
canmeasure, the comparisonswere organized at stationswith
several sites allowing simultaneous measurements of differ-
ent AGs, taking care to optimize the measurement schedule
and also including corrections due to the time variable grav-
ity field during comparisons lasting from a few days to a
few months. The reference values and biases at comparisons
were determined by an adjustment procedure that was signif-
icantly progressing over time, applying different weighting
schemes and uncertainty estimates. Moreover, since 2009
(Jiang et al. 2012), as a consequence of the Mutual Recogni-
tionArrangement of the InternationalCommittee forWeights
andMeasures (CIPMMRA1), the international comparisons
of AGs have been split up into the key comparison (KC)
and the pilot study or recently additional comparison (Marti
et al. 2014) to adjust to the established rules in metrology.
As a consequence, different subsets of gravimeters have to
be considered in comparisons with different contributions to
the comparison reference values. While gravimeters having
metrological background (assigned to a National Metrology
Institute or Designated Institute, NMI/DI), enclosing a com-
plete uncertainty budget with their results, take part at the KC
and can contribute to the definition of the absolute reference
values, the majority of gravimeters operated by geodetic or
geophysical institutions (non-NMI/DI) can be treated in the
adjustment procedure only as relative meters. At first glance,
this separation seems to be illogical especially when both
groups of institutions are using the same type of gravimeters
(mostly FG5 or FG5X); however, it is a typical situation in
metrology where the NMI/DIs have responsibilities to main-
tain the national standards and should declare Calibration
and Measurements Capabilities (CMC) published in the Key
Comparison Database (KCDB2) that comprises a review of
laboratories and declared CMCs (including uncertainties).
Therefore, in an ideal case, the measurements of NMI/DIs
should be associated with such an uncertainty budget, where
all the possible error sources influencing measurements are

1 https://www.bipm.org/en/cipm-mra/cipm-mra-text/.
2 https://www.bipm.org/kcdb/.

taken into account, and therefore, the declared uncertainties
represent realistic estimates of the measured gravity values.
Consequently, from a metrological point of view, the main
goal of key comparisons is the validation of CMCs pub-
lished in the KCDB and in other words, to verify whether
the determined bias (degree of equivalence) is consistent
with declared uncertainties. On the other hand, users from
geodesy and geophysics plan to use the determined biases for
correcting their measurements (Olsson et al. 2016; Pálinkáš
et al. 2013) and by this way to obtain consistent time series
and utilize the excellent long-term repeatability of FG5 and
FG5X (FG5/X) gravimeters. Nevertheless, the real accuracy
of the gravity reference itself must always be taken into
account when the “absolute g” is under discussion. This is
relevant not only for the Kibble balance experiments, but
also for long-term gravity time series in geosciences, since
the realization of the gravity reference depends on the cloud
of participating gravimeters. If one type of AG is dominating
(FG5/X since 1997, cf. Table 1), possible common systematic
errors might affect the reference. Therefore, it is necessary
to investigate systematic errors of the individual technolo-
gies, as in case of FG5/X gravimeters mainly the diffraction
effect (Van Westrum and Niebauer 2003; Křen and Pálinkáš
2018) and the distortion effect (Křen et al. 2016) and in case
of cold-atom gravimeters (e.g. Pereira and Bonvalot 2016)
the wavefront aberration (Schkolnik et al. 2015). Of course,
comparisons might serve as in Jiang et al. (2012) also for
an experimental determination of biases between different
technologies.

As it can be seen, the comparisons and its processing
play a key role in the determination of the absolute grav-
ity reference. Although the processing strategies have been
evolving over time, at present still several open questions
exist. In this paper, we present and discuss the results of
reprocessing of data obtained in the recent International and
European comparisons since 2009, see Table 1. The least
squares approach is used for obtaining estimates for the ref-
erence values and biases of the comparisons. However, for
the first time in gravimetry, it takes into account correlations
betweenmeasurements. Such an approach has been used also
for other comparisons inmetrology (Sutton 2004;Woolliams
et al. 2006). As discussed inWhite (2004) and Koo and Clare
(2012), it allows to obtain appropriate uncertainty estimates
for the determined biases. Since the comparisons of gravime-
ters have several specifics as, e.g. existence of two groups
of gravimeters (NMI/DI and non-NMI/DI), more reference
values or several measurements from particular gravimeters,
in Sect. 2, we show and explain, step by step, the impor-
tant aspects that influence the elaboration of comparisons as
(1) harmonization of uncertainties, (2) definition of the con-
straint, (3) link of the regional comparisons, (4) correlation of
measurements, (5) consistency check and outlier detection,
(6) uncertainty estimates for results of the comparison. In the
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Table 1 List of key comparisons of absolute gravimeters organized by the Consultative Committee for Mass and Related Quantities (CCM) and
EURAMET since 2009

Comparison CCM.G-K1 EURAMET.M.G-K1 CCM.G-K2 EURAMET.M.G-K2 CCM.G-K2.2017 EURAMET.M.G-K3
Year 2009 2011 2013 2015 2017 2018

Station Sévres Walferdange Walferdange Belval Beijing Wettzell

# Sites 5 15 15 9 9 4

# Measurements 63 65 73 55 112 48

Duration/days 31 35 104 10 17 59

Comparison ref.
height/m

1.00 1.30 1.30 1.25 1.25 1.25

# AGs total–NMI/DI 21–11 22–6 25–10 17–4 28–13 16–5

# FG5/X
totall–NMI/DI

13–6 18–4 19–7 15–3 18–12 14–4

# Linking AGs None 4 None 4 None 4

Parameters as number of measured sites, number of measurements, duration of the comparison, comparison reference height, number of absolute
gravimeters (in total and those belonging to NMI/DIs), number of FG5/X type gravimeters are showed, as well as the number of gravimeters used
to realize the link between CCM and EURAMET comparison

published reports of AG comparisons, some of these aspects
have not been treated consistently and the final results have
been associatedwith uncertainty estimates that do not always
follow the lawof error propagation.Acknowledging the enor-
mous efforts in the preparation of these reports, the presented
elaboration of comparisons described in Sect. 2 should not be
understood as a criticism of the published results, but as an
effort aiming to contribute to the discussion on elaboration
of comparisons in general, and finding a consensus on the
elaboration of AG comparisons in the future.

In Sect. 3, results of reprocessing are presented by two
solutions for each comparison. The first solution, labelled as
KCN, is taking into account the division of gravimeters as
belonging to NMI/DIs that can contribute to the definition
of KCRV (key comparison reference values). The second
solution, labelled as ICN, is treating all gravimeters at the
same level—as appropriate to contribute to the definition of
reference values. According to the Strategy paper of CCM
and IAG (Marti et al. 2014), the already published KC solu-
tions are the official ones. Therefore, KCN solutions provide
improved estimates of the official estimates.

In Sect. 4, we are analysing the results of the selected com-
parisons as awhole, to identify the significance of differences
between different types of gravimeters and comparison sites.
Further, variabilities of biases for individual gravimeters are
shown.

All the uncertainties reported in this study are represent-
ing the standard uncertainties with coverage factor k � 1,
while expanded uncertainties (k � 2) are used in the KCDB.
Accordingly, we are using symbol± for expressing the stan-
dard uncertainty.

2 Elaboration of comparisons

Each gravimeter participating in a comparison is operated at
several sites (usually 3, but 4 in 2017) and reporting results
of the absolute gravity measurements graw associated with
the standard uncertainty uraw. These measurements are rep-
resenting the mean acceleration of free fall at a given site at
the specific measurement height of a gravimeter (Pálinkáš
et al. 2012) corrected for defined geophysical effects (tides,
atmospheric mass variations, polar motion) and all known
instrumental effects. The reported values (graw, uraw) are then
transferred to a common comparison reference height using
vertical gravity gradients, determined from measurements
with relative gravimeters. If a superconducting gravimeter is
operated at the station, also corrections due to residual tempo-
ral gravity variations are applied (Francis et al. 2012). Every
measurement made by the gravimeter “i” (with a bias δi) at
the site “j” during the comparison at the given comparison
reference height may be described by the observation

gi j � g j + δi + εi j (1)

where εij is the random error associated with the measure-
ment distributed around zero mean E(ε) � 0 with a variance
s2i . The input g-values gi j are associated with standard uncer-
tainties ui j that besides uraw also include error contributions
due to vertical transfer and temporal variations, too.

Equation (1) may be rewritten in matrix form as

y � Xβ + ε (2)

where y is the column vector of allmeasured g-values, ε is the
column vector of random errors, X is the design matrix rep-
resenting the functional relationship between observations,
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sites and gravimeters, and β �
(
g
δ

)
represents a column

vector of the unknown reference values g at each site and
biases δ for each gravimeter. It is clear that since the mea-
surements are realized by different gravimeters at different
times and sites, the input covariance matrix V associated
with ywill not be composed of equal diagonal elements, and
weighted least squares have to be applied for the solution of
(2). The corresponding weight matrix isW �V−1, assuming
the standard error of unit weight is equal to one.

As the set of observation equations has no unique solu-
tion, a constraint, which can be interpreted as the definition
of the consensus reference values, is required (White 2004).
The reference values in absolute gravimetry, similarly as for
comparisons where the true value of the artefact is unknown,
are obtained by constraining biases of participating labora-
tories/gravimeters as

n∑
i�1

wi δi � l, (3)

where wi are the weights assigned to each of the n gravime-
ters and l is the linking converter, discussed in Sect. 2.3. The
constraint (3) can be described in matrix form using the col-
umn vector of weights w and consequently by the column
vector of constraint coefficients c by one linear equation

(0 wT
)(

g
δ

)
� cTβ � l (4)

The linearly constrained weighted least squares problem that
minimizes εTWε and fulfils the constraint (4) can be solved
by the Lagrangian approach in the following form

(
XTWX c

cT 0

)(
β

k

)
�

(
XTW y

l

)
(5)

where k is the unknown Lagrange coefficient (a scalar
quantity because only one constraint has been defined).
In textbooks on adjustment theory, e.g. Reissmann (1976),
it is shown that the inverse of the normal equations (the
covariance matrix of unknown parameters) has the following
configuration

(
XTWX c

cT 0

)−1

�
(
Vββ

V T
βk

Vβk

Vkk

)
(6)

By this, the column matrix of adjusted g-values and biases
can be expressed as the linear relation between unknowns
and measurements

β � VββX
TW y + Vβkl � Ry + Vβkl. (7)

In our case, with one constraint defined by Eq. (3), Vβk is
a column vector containing the value of 1 and − 1 for biases
δ and reference values g, respectively. It is just because the
linking converter only shifts the mean level by l. A positive
shift of the biases by l causes a decrease in reference val-
ues by − l. Therefore, the covariance matrix associated with
estimated unknowns is obtained as

cov(β) � R V RT + Vll I, (8)

where Vll is the variance of the linking converter, represented
by the squared uncertainty of the linking converter, and I is
the identity matrix.

2.1 Harmonization of uncertainties

Not all non-NMI/DI laboratories present the full uncertainty
budget, and therefore, it is legitimate to assume that some
error sourcesmight have left unaccounted or underestimated.
This fact becomes obvious from the declared measurement
uncertainties of the FG5/Xgravimeters at all the comparisons
except for 2018, where non-NMI/DIs declared uncertainties
were roughly lower by 20% for the same type of gravime-
ters. This fact is causing troubles especially in case of the
weighted constraint, and therefore, we decided for a harmo-
nization of the FG5/X gravimeters similarly as in Pálinkáš
et al. (2017). Such a harmonization should ensure more real-
istic weighting of the g-values in Eq. (1) and especially in
the constraint given by Eq. (3). We have determined the aver-
age uncertainty of 2.4 µGal from uncertainties declared by
NMI/DIs for the FG5/X gravimeters. Declared uncertainties
of those FG5/X gravimeters that have been lower than this
value were changed to 2.4 µGal in the ICN solution. In case
of the KCN solution, only the uncertainties of non-NMI/DIs
were harmonized.

2.2 Construction of the input covariance/weight
matrix

As discussed in Koo and Clare (2012), the special impor-
tance in analyses of comparison results is the construction of
the input covariance matrix V associated with the measure-
ments y. For comparison results documented in gravimetry,
always a diagonal weight matrix W � V−1 was applied,
obtained from the diagonal covariance matrixV based on the
squared declared uncertainties. It is important to note that the
weight matrix has no impact on the definition of the mean
level of the reference values (g-values in absolute sense),
since it is only connected with Eq. (1), where all absolute
gravity measurements are treated relative to the (unknown)
reference values for each site and the systematic deviation
of each gravimeter (bias) to this value. Similarly, it would
be possible to include measurements of a relative gravimeter
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to Eq. (1). Therefore, it is adequate to include the measure-
ments of non-NMI/DI gravimeters in the officialmetrological
key comparison solution and by this to improve the robust-
ness of the gravity differences between reference values.
The covariance or weighting matrix within the constrained
least squares approach describes the stochastic component
of the functional model and therefore only the capability of
an absolute gravimeter to determine gravity values in a rel-
ative sense, as observed by a relative gravimeter. Therefore,
strictly speaking, the covariance matrix should reflect the
measurement repeatability instead of the uncertainty and this
is even obvious from the definition of ε in Eq. (1). However,
excluding the contribution of systematic error components
from uncertainties, error propagation leads to inappropriate
covariance estimates from Eq. (8) for the unknowns. Never-
theless, results published in Koo and Clare (2012) show that
there is no difference in the estimate of the unknown parame-
ters, regardless of whether V is constructed only as diagonal
matrix from the measurement repeatability s2 or from the
measurement uncertainty u2, once the correlations between
measurements will be accounted in non-diagonal elements of
V as cov � u2−s2. Therefore, the same covariance matrices
can be used for the determination of the unknowns in Eq. (7)
and their error estimates by Eq. (8).

As pointed out inWhite (2004), the uncertainties reported
by the laboratories should be separated into twoparts: “…that
characterizing the laboratory repeatability and that character-
izing the range of values that may reasonably be attributed to
the laboratory bias”. Do we have enough information to pro-
vide such a separation in absolute gravimetry? Certainly yes,
at least for the most common FG5/X gravimeter of which
the repeatability is known from combination of measure-
mentswith superconducting gravimeters at reference stations
as mentioned in Sect. 1. Further, repeatability of different
gravimeters has been computed from the scatter of measure-
ments of a particular gravimeter with respect to the reference
values at comparisons. From the published results (Francis
et al. 2012, 2015; Jiang et al. 2012; Pálinkáš et al. 2017),
the repeatability of an FG5/X is about s � 1.2 µGal, and it
means roughly half of the typical FG5/X uncertainty (u �
2.4 µGal). Generally, this information means that measure-
ments of a particular gravimeter are correlated which should
be reflected in the input covariance matrix V by introducing
non-diagonal elements at least for themeasurements with the
same gravimeter. For the given example of FG5/Xgravimeter
with uncertainty of 2.4 µGal and repeatability of 1.2 µGal,
the covariance will be cov � u2−s2 � 4.32µGal2, describ-
ing the joint variability of an FG5/X due to errors common to
all measurements of the laboratory expressed by the correla-
tion coefficient of ρ � (u2 − s2)/u2 � 0.75. Therefore, we
used this correlation coefficient to determine the covariances
for a particular FG5/X “i” from the harmonized uncertainties
ui j as cov � 0.75 ui j,min

2, where ui j,min is the minimum of

all ui j . This approach can be understood as if the measure-
ments of a particular gravimeter carried out within a few days
are affected by a group of systematic errors that remain the
same.

For a few other types of instruments as A-10, CAG-01, a
similar ratio between repeatability and declared uncertainty
has been published (Falk et al. 2012; Karcher et al. 2018);
therefore, we decided to apply the approach described for
FG5/X for all other type of gravimeters, except the rise and
fall type of gravimeter IMGC-02 (D’Agostino et al. 2008),
where random errors are dominating in the error budget (A.
Prato, personal communication), and covariances have been
set to zero.

A comparison between the standard approach (V is diag-
onal with elements u2) and our approach where covariances
cov � u2− s2 with the correlation coefficient of 0.75 appear
in off-diagonal elements showed that the influence on the
estimates of unknowns is negligible, with differences below
0.1 µGal. However, as expected, the error estimates are sig-
nificantly different as shown in Fig. 1. Here, the variances
of the estimated biases are roughly twice as large as those
obtained without accounting for the correlations.

2.3 Construction of the constraint

The constraint given by Eq. (3) is defining the consensus
value of comparisons in gravimetry, since the true g-values
are unknown. The weighted constraint was used for process-
ing of the comparisons in 2009, 2015, 2017 and 2018 (Jiang
et al. 2012; Pálinkáš et al. 2017; Wu et al. 2020; Falk et al.
2020).On the other hand, a non-weighted constraintwas used
for processing comparisons in 2011 and 2013 (Francis et al.
2012, 2015).

The linking converter l in Eq. (3) is conventionally taken
to be zero in CCM key comparisons. However, in regional
comparisons that have to be linked to a CCM comparison,
rigorously l should be computed as (weighted) average of
biases achieved at this CCM comparison for those gravime-
ters that provide the link. In such a case, the sum of respective
weights in Eq. (3) must be �wi � 1.

In de Viron et al. (2011), it was recommended to use a
constraint whichminimizes the L1 norm of the biases instead
of imposing zero mean of biases.

As it can be seen, several possibilities have to be con-
sidered in the construction of the constraint. Due to its
importance, the following aspects are elaborated:

A. Derivation of the weights. Laboratories participating
at comparisons are treated as independent, even when
they are using the same type of instrument. Of course,
some of the error sources might be therefore common
to these instruments, but it can be only hardly captured,
and thus, the results of all the comparisons presented
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Fig. 1 Comparison of covariance matrices related to the measurements
(Top) and the estimates of unknowns (Bottom) for comparison in 2018
with 48 measurements of 16 gravimeters (unknowns #1–#16) at 4
sites (unknowns #17–#20). Left: All the measurements are treated as

independent with diagonal elements computed as square of declared
uncertainties. Right: Correlation with coefficient of ρ � 0.75 is taken
into account for measurements of a particular gravimeter

here will be FG5/X dependent as it can be expected
from the dominance of these meters in Table 1. The
weighted constraint was used for all the results pre-
sented here, and the respective weights are computed
from declared uncertainties in case of the KCN solu-
tion and from harmonized uncertainties (see Sect. 2.1)
in case of ICN solutions. It turns to the question which
uncertainty estimate ui from several measurements of
a particular gravimeter should be associated with the
weight wi � u20/u

2
i in the constraint? Usually, all the

declared uncertainties for a particular gravimeter are the
samewithin a range of 10%and commonly the rootmean
square of the declared uncertainties ui j of each labora-
tory is used to compute ui . Nevertheless, this approach
fails in case of large discrepancies between uncertainty
estimates between several observations of a particular
gravimeter. Another possibility is to estimate the uncer-
tainty of themeanvalue analogically to the standard error

of the weighted mean as ui �
√

1∑
u−2
i j
, that is, how-

ever, correct only for uncorrelated observations, which
is not applicable for the majority of gravimeters with
dominating contributions from systematic error sources.
Therefore, the rigorous way has to account for correla-
tions as discussed in Sect. 2.2. It means separating the
error contributions that will not decrease with the num-
ber of measurements due to averaging. Nevertheless,
such a computation is impractical and also inaccurate
due to the limitations to estimate the true value of the
correlation coefficient. Therefore, an appropriate and
easy possibility is to use the minimum uncertainty from
declared/harmonized uncertainties ui � min(ui j ) for a
particular gravimeter, practically saying that the contri-
bution of a gravimeter to the realization of the reference
value will not be smaller than its best measurement hav-
ing the lowest uncertainty.
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B. Contribution of laboratories and linking converter. In
case of the ICN solution, all the laboratories (except
those showing incompatibility, see Sect. 2.4), will con-
tribute to the constraint based on the harmonized uncer-
tainties. Further l will be set equal to zero, which means
no difference between the CCM and regional compar-
ison will be considered, expecting that the cloud of
participating gravimeters (at least 16 for all compar-
isons) defines a consistent reference independently. In
case of the KCN solution, the contributions/weights of
non-NMI/DIs have to be zero in the constraint. Further,
the linking converter should be applied for regional com-
parisons. It is important to test the quality of the link by
the differences between the biases obtained from both
(CCM and regional) comparisons for those gravimeters
providing the link, see Fig. 2. The variability of such dif-
ferences is independent on the choice of the constraint
and allows us to test whether the gravimeters were stable
enough to keep their mutual deviations from the CCM
to the regional comparison (organized few years later).
In an ideal case, all the differences should stay within
the repeatability of gravimeters. As it can be seen from
Fig. 2, the appropriate link has been done only in 2018.
In contrast, it can be clearly seen that the mutual dif-
ferences between biases have changed for FG5-209 and
FG5-215 between 2011 and 2009, similarly as for FG5-
215 and FG5-221 between 2015 and 2013. Therefore, in
the results presented in Sect. 3, we set the linking con-
verters for KCN solutions to 0.0 µGal, 0.0 µGal and (−
0.78±1.26) µGal for the comparisons 2011, 2015 and
2018, respectively. These values differ from the original
KC solution only for the comparison in 2015, where the
linking converter of + 0.32 µGal was used, but as it is
shown in Fig. 2, the quality of the link is weak and the
approach as in 2011 should have been followed (l � 0).

C. The solutionminimizing the L1 norm of biaseswas com-
puted numerically. The “L1 norm” results have been
achieved from “zeromean” results, by shifting the biases
by a value δc in the range of±10 µGal with a step of
0.01 µGal. Finally, we determined such a δc for which:

n∑
i�1

|wi (δi + δc)| � min. (9)

2.4 Consistency check

According toCox (2002), aChi-square test should be used for
testing the overall consistency of the results, before accepting

consensus reference values of the comparison. In case of AG
comparisons,wehave the possibility to test directly the biases

χ2
ave �

n∑
i�1

δi

u2i
(10)

or the complete set of deviations from reference values
di j � gi j − g j expressed by the column vector d [Eq. (16)].
In this case, we suppose that the related Chi-square value has
to be computed from the variance matrix to take into account
correlations according to Woolliams et al. (2006)

χ2
obs � dT V−1d. (11)

To specify the critical Chi-square value with probability of
5% for statistics given by Eqs. (10) and (11), the degrees of
freedom have to be assigned.

The Chi-square test has not been used in published results
of AG comparisons. Nevertheless, inconsistent measure-
ments were investigated based on normalized deviations
(Newell et al. 2017)

ri j � (gi j − g j )

ui j
(12)

or the compatibility index (Francis et al. 2015)

Ei j �
(
gi j − g j

)
√
u2i j + u2j

. (13)

However, these equations are not in agreement with the error
propagation after the adjustment, since measurements and
reference values are correlated and this is not taken into
account in the denominators of Eqs. (12) and (13). As, for
example, given in Cox (2002), for a reference value gref com-
puted as simple weighted mean, the deviation of institute i
results in the variance u2(di ) � u2(gi )−u2(gref). Similarly,
to find out the correct uncertainty estimate for the model
given by Eqs. (1) and (3), the covariance matrix of devia-
tions has to be computed.

ThematrixR fromEq. (7) expresses the unknowns (biases
and reference values) as the linear combination of measure-
ments. The complete vector of measurements and estimated
unknowns can be written (without accounting for the linking
converter) as

(
y
β

)
�

(
I
R

)
y (14)
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Fig. 2 Quality of the link carried out at comparisons in 2011, 2015 and
2018 is expressed as differences between biases (from the ICN solu-
tions) at regional and CCM comparison (in 2009, 2013 and 2017) of
those gravimeters that provide the link. Error bars have been determined

based on repeatabilities of gravimeters. Note Correction for systematic
effects (self-attraction, diffraction) was not unified between compar-
isons

where I is the identity matrix with size (no,no), and no is the
number of measurements. The associated covariance matrix
is then

cov

(
y
β

)
�

(
I
R

)
V

(
I
R

)T

� Vall (15)

reflecting correlations betweenmeasurements and unknowns
according to the functional model. Therefore, the matrix
from Eq. (15) can be used to express covariances for any
functional dependency betweenmeasurements and estimated
unknowns, including the deviations from reference values:
di j � gi j −g j . These deviations can be described by a design
matrix Ad (composed of values 0, 1 and − 1) as

d � Ad

(
y
β

)
(16)

with the associated covariance matrix

cov(d) � AdV all A
T
d {+Vll I} , (17)

where the variance of the linking converter Vll should be
included. Finally, the compatibility index is

Ei j �
(
gi j − g j

)
u(di j )

, (18)

where the uncertainty of deviations u(di j ) is achieved as
square root of the diagonal elements of cov(d). Note that√
u2i j − u2j ≤ u(di j ) ≤ ui j is always valid andoutliers should

be identified according to the level of confidence with the
coverage factor k as

∣∣Ei j
∣∣ > k.

If a gravimeter does not meet the compatibility criteria,
it should not contribute to the definition of the reference
value (weight � 0 within the constraint). The treatment of

incompatible measurements within the weighting matrix is,
however, a different issue since the repeatability is a param-
eter that is important in this case, i.e., a gravimeter with a
significant bias should not be automatically excluded from
the weighting matrix. For those gravimeters i that showed
incompatiblemeasurements at the confidence level of 95% (k
� 2), we have computed also the parameter of repeatability
and following modifications have been done in the adjust-
ment for the ICN solution: (1) if more than one measurement
of a gravimeter showed incompatibility, such a gravime-
ter was excluded to contribute to the constraint, (2) if one
measurement was incompatible, the harmonized uncertain-
ties were increased by 50%, and (3) if the repeatability of
measurements was higher than the harmonized uncertainty,
the harmonized uncertainty was enlarged by 50% that con-
sequently reduced the contribution of this gravimeter to the
constraint and the parameter estimate too. The increase in
uncertainties by 50% is therefore just a parameter of a cycle
for progressive adaptationof uncertaintieswithin the stochas-
ticmodel. In case of theKCNsolutions,we followed the rules
applied in published KC solutions, non-compatible measure-
ments of NMI/DIs have been excluded and the harmonized
uncertainties of non-NMI/DIs were used in the variance
matrix as in the ICN solution.

2.5 Degree of equivalence and related uncertainty
estimates

In metrology, the degree of equivalence (DoE) of a mea-
surement standard is quantitatively defined as the deviation
from the key comparison reference value. Therefore, the
biases determined from the adjustment should be equivalent
with DoE. Nevertheless, the harmonization of uncertain-
ties described in Sect. 2.1 and the treatment of inconsistent
measurements explained in Sect. 2.4 mean that individual
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deviations from the reference value of a particular gravime-
ter are not weighted exactly according to the assumptions
of the operators. Therefore, those DoE should be computed
according to Jiang et al. (2012) as weighted average of the
deviations from reference values, using the formula

Di �
[∑

wi j
(
gi j − g j

)]
/
∑

wi j , (19)

where weights are computed based on the declared uncer-
tainties wi j � 1/u2i j . To derive the covariance estimates
of DoEs, it is necessary to construct a design matrix AD

that contains, in correspondence with Eq. (19), the ratios
wi j/

∑
wi j and zeros. Further, analogically to Eq. (17), we

have to derive the covariance matrix of individual devia-
tions, however, in this case based on declared uncertainties,
to determine the error propagation according to the declared
estimates. To do so, it is necessary to construct a matrix Vdec

(similarly to V) from squared declared uncertainties as diag-
onal elements and treating non-diagonal elements using the
assumedcorrelation coefficients.Consequently,V dec instead
of V is propagated according to Eq. (15), achieving Valldec

instead of Vall and analogically to Eq. (17) resulting in cov
(ddec) � AdV alldec AT

d {+Vll I} to determine the covariance
matrix of the DoE

cov(D) � AD cov(ddec)AT
D{+Vll I} . (20)

The discussion concerning uncertainties of individual devia-
tions might be assumed as marginal and fruitless. Neverthe-
less, the main goal of a comparison is to achieve not only
the deviations of the laboratories from the reference value
but also the associated uncertainty estimates that indicate the
laboratories if their measurements are consistent within the
declared uncertainties.

In the past, different approaches were used to determine
the uncertainty of DoE. Since no correlations were assumed
for the covariance matrix of observations, mathematically
correct estimates given by Eq. (8) were too optimistic and
were therefore not used. As pointed out in Francis et al.
(2015): “It can be shown that with increasing N (number
of measurements for a particular gravimeter) the uncertainty
of the DoE determined in this way decreases approximately
in proportion to 1/

√
N. Thus this uncertainty is not appro-

priate for assessing the compatibility of the DoE with the
declared uncertainty of the gravimeter. Using it effectively
implies an uncertainty model where with increasing N the
DoE of a gravimeter should converge towards zero for the
gravimeter to stay in equivalence”. Therefore, the DoE was
linked to the RMS of the uncertainties of the differences
between the gravimeter measurements and the KCRV by
summing up variances ofmeasurement andKCRV.However,
this solution is incorrect for two reasons: (1) As already dis-
cussed in Sect. 2.4, the uncertainty of the difference should

be smaller than the uncertainty of the measurements itself
because the correlation with reference values has to be taken
into account. (2) The RMS cannot be a good estimate as it
can be easily demonstrated when measurements of a par-
ticular gravimeter have different uncertainties, because the
weighted average of a set of deviations cannot be associated
with higher uncertainty than the lowest uncertainty from indi-
vidual measurements.

In the final check of consistency, the square root of diago-
nal elements of cov(D) given by Eq. (20) should be compared
with DoE at a given confidence level.

2.6 Mean square error of the unit weight

As it can be seen from Eqs. (8) or (20), for obtaining uncer-
tainty estimates for the unknown parameters, the covariance
matrices have not been multiplied/scaled by the mean square
error of the unit weight (MSE)

s20 � εT V−1ε

DoF
(21)

with DoF degrees of freedom and ε as the vector of residuals
from Eq. (1) estimated from the adjustment. It means that
the given uncertainty estimates (square root of diagonal ele-
ments of the respective covariance matrix) are based directly
on the declared or harmonized uncertainties, the assumed
correlation between measurements and the error propagation
through the adjustment, in agreement with White (2004) and
Koo and Clare (2012). This approach (non-scaled covariance
matrix) is not usual in geodesy. However, the main role of the
comparison in metrology is to check whether the declared
uncertainties are consistent with the measurement. There-
fore, the input covariance matrix V can be understood as
built on known/a priori uncertainty estimates and the goal is
not to obtain an a posteriori estimate based on dispersion of
residuals, but to determine how the a priori errors are prop-
agated through the functional model. The relevance of such
an approach is demonstrated in Fig. 3, where both, scaled
and non-scaled estimates of bias uncertainties for different
choices of the correlation coefficient, are shown for the com-
parison in 2018. It is evident that the scaled estimates are
significantly depending on the choice of the correlation fac-
tor since the estimates of s0 are changing by 100% from 0.4
to 0.8 µGal, for a correlation coefficient of 0.0 and 0.75,
respectively.

The MSE should reach s20
∼� 1 for measurements associ-

atedwith proper covariancematrix and a complete functional
model. Therefore, s20 can be understood as a measure for the
goodness of fit of the model to the measurement results and
can be used as an overall consistency test between model
and measurements by comparing DoF · s20 with the expected
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Fig. 3 Uncertainty estimates for the bias (ICN solution) of gravimeters participating in the comparison of 2018 depending on the choice of the
correlation coefficient between measurements of the same gravimeter and scaling/non-scaling of the covariance matrix given by Eq. (8) by the
mean square error s0

value from the Chi-square distribution DoFwith the standard
deviation

√
2 · DoF (Sutton 2004).

3 Results of reprocessing

Tables 3, 4, 5, 6, 7, 8 and 9 in Appendix show the
results of comparison reprocessing according to the approach
described in Sect. 2. The estimated parameters of the adjust-
ment are the gravimeter’s biases and the reference gravity
values. The bias estimates are related to the harmonized
uncertainties and therefore are not so strongly influenced by
a potential overestimation of the measurement accuracy of
some laboratories. On the other hand, degrees of equivalence
(DoE) are related to the declared uncertainties and should be
used to validate the equivalence of the estimated deviations of
a laboratory/gravimeter from the reference values, including
all observations. If the harmonized uncertainties of a partic-
ular gravimeter are higher than the declared ones, the error
estimates for biases are also higher than those for DoEs. It is
exactly the reason, why a few non-NMI/DI gravimeters have
been found to be inconsistent—due to declared uncertainties
which are too low, see Tables 3, 4, 5, 6, 7 and 8. Gener-
ally, our approach of computing DoE uncertainties causes
narrower limits to indicate a gravimeter inconsistency as the
approaches published previously.

Uncertainty estimates of reference values of the ICN solu-
tion are (20–50)% smaller than those of the KCN solution.
This is caused by the larger number of gravimeters used
for constraining the adjustment, and it clearly indicates the
advantage to include the non-NMI/DI gravimeters in the
comparisons. The ICN solution cannot be used as official
results since key comparisons are mandatory according to
the Strategy paper (Marti et al. 2014). Nevertheless, it is a

valuable test of the robustness of the KCN solution and there-
fore very useful especially in regional comparisons, where
the link may be uncertain (see Sect. 2.3). Except of the huge
benefit from the non-NMI/DIs for the precise determination
of relative ties between reference values, it is another argu-
ment to keep the concept of joint comparisons of all absolute
gravimeters.

The main results of the reprocessing are summarized in
Table 2. On average, the differences between official ref-
erence values (KC) and corresponding new reprocessing
(KCN) are up to 0.5µGal. The systematic difference between
ICN and KCN solutions is due to the different definition of
the constraint. Surprisingly, the largest difference of 1.5µGal
can be seen for the comparison in 2018, where the link was
done in a rigorous way, accounting for the linking converter
with a precision of about 0.6 µGal. It therefore indicates that
the reference level of the cloud of all gravimeters in 2017 and
2018 would be different by 1.5 µGal. This example shows
how important an additional solution to the KC is to check
the robustness and reliability of the results.

As expected, the difference between the approaches con-
straining zero-mean biases and minimizing the L1 norm of
biases reaches values exceeding 1 µGal only for the KCN
solutions of regional comparisons, due to the small number
of NMI/DI gravimeters that are contributing to the definition
of the constraint. Naturally, the results of the ICN solution
are therefore statistically more robust on the definition of the
constraint. Generally, it is worth to apply also the L1 norm
statistics to the comparisons, since it again brings additional
information on the robustness of the results.

The mean square errors s0 are ranging between 0.73
and 1.27 µGal for all the comparisons. In case correlations
between measurements of a particular gravimeter would not
be accounted, s0 would always drop below 0.7 µGal, which
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Table 2 Main results of the reprocessing of comparisons

Comparison CCM.G-K1 EURAMET.M.G-K1 CCM.G-K2 EURAMET.M.G-K2 CCM.G-K2.2017 EURAMET.M.G-K3
Year 2009 2011 2013 2015 2017 2018

ICN/KCN/µGal + 0.9 − 0.3 + 0.4 + 1.2 + 0.1 − 1.5

KCN-KC/µGal − 0.1 − 0.4 − 0.2 + 0.2 0.0 0.0

L1 Norm δc
ICN/KCN/µGal

+ 0.1/+ 0.1 0.0/+ 0.3 − 0.6/+ 0.2 + 1.0/+ 1.6 − 0.2/+ 0.1 − 0.2/+ 1.1

s0/µGal 1.12 1.09 1.27 0.87 1.27 0.73

DoF · s20 47.7 34.5 54.8 22.7 122.6 15.5

DoF±√
2 · DoF 38±8.7 29±7.6 34±8.2 30±7.7 76±12.3 29±7.6

ICN/KCN is the average difference between both new solutions with different contributions to the constraint. All gravimeters are used to determine
the reference level in the ICN solution and only non-NMI/DIs in the KCN solution. KCN-KC is the average difference between KCN solution and
the solutions of the official comparison report
s0 is the root-mean-square error, DoF is the degree of freedom, and δc is a shift of biases (Bias + δc) to reach a solution that corresponds with
constraining L1 norm of biases instead of imposing zero mean of biases

clearly indicates an inconsistency between stochastic model
and measurements. Table 2 contains also a Chi-square test of
s20 consistency according to Sect. 2.6. This test indicates a dis-
crepancy between the measurement uncertainty (including
correlations) and the consistency of the observations with the
functional model. If the assumption about the input covari-
ancematrixmatches the dispersion of the residuals, themean
square errors s0 should be close to 1. As it can be seen, the
comparisons in 2013 and 2017 show a significant deviation
from this assumption, reflected by the DoF and its limits. In
contrast, for 2018, the consistency between observations and
models is much better than reflected by the input covariance
matrix. Both cases may be related to the harmonized uncer-
tainties, the implicated repeatability and selected correlation
coefficient, which may have caused an over- or underestima-
tion in these cases.

4 Analyses of comparison results

Data achieved from reprocessing of 6 comparisons allowed
us to investigate some interesting aspects of final results that
helps to answer questions related to the significance of devia-
tions between different types of gravimeters or the influence
of noisy sites. Results from the ICN solutions have been used
for this analysis.

4.1 Deviation between FG5 and FG5X gravimeters

Altogether, 97 biases of FG5/X gravimeters have been deter-
mined at 6 comparisons, while 6 of them have been excluded
from all the next analyses due to the detected outliers at
the 99% level of confidence. These outliers are related only
to three gravimeters (FG5-102 in 2009, 2011 and 2013;
FG5-230 in 2009 and 2011; and FG5X-247 in 2015). The
data set of 91 biases seems to be normally distributed, see

Fig. 4. Nevertheless, is it correct to assume that FG5 and
FG5X gravimeters share the same probability distribution of
biases?

From the remaining 91 biases, 62 and 29 are related to
FG5 and FG5X gravimeters, respectively. In case of FG5
biases, the mean value reaches (0.07±0.27) µGal with the
sample standard deviation of 2.08 µGal. In case of FG5X
biases, the mean value reaches (− 0.21±0.39) µGal with
the sample standard deviation of 2.08 µGal. Based on sta-
tistical t test and F test, we can conclude that both data sets
show very high level of consistency and therefore can be
described with a single distribution function of which the
mean value is (− 0.02±0.22) µGal and the sample standard
deviation of 2.08 µGal (with standard error of 0.16 µGal).
The achieved standard deviation of about 2.1 µGal can be
interpreted as an experimental estimate for the reproducibil-
ity of FG5/X gravimeters in general. It is a quite important
result, since it is not related to a single instrument (as esti-
mates given in Sect. 2), but it reflects the repeatability of the
specific type of gravimeter. Further, this result shows that
the experimental standard uncertainty of FG5/X gravimeters
should be larger than 2.1 µGal due to possible systematic
errors of this gravimeter’s type.

4.2 Comparison sites

It is shown in Sect. 4.1 that biases of FG5 and FG5X
gravimeters might be treated as a random variable with a
common Gaussian distribution. Nevertheless, also the aspect
of invariability of the variances of biases between different
comparisons has to be fulfilled for describing all the biases
with a single distribution. This condition is not self-evident
because comparisons have been carried out at different
sites with different noise conditions. Standard deviations of
FG5/X biases at particular comparisons are shown in Fig. 5.
As it can be seen, the scatter of results is within their standard
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Fig. 4 Histogram of biases for FG5/X gravimeters at 6 comparisons.
Left: 97 biases (filled columns) together with corresponding histogram
for the normal distribution N(− 0.4, 2.82) depicted by empty columns.

Right: Histogram of 91 biases after excluding 6 outliers (filled column)
together with corresponding histogram (empty columns) of the normal
distribution N(0, 2.12)
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Fig. 5 Standard deviations of biases of FG5/X gravimeters achieved
at 6 comparisons. Error bars represent the standard error of standard
deviations

errors associated with standard deviations. Nevertheless, the
largest standard deviation is related to the comparison in
2015 in Belval, where the measurement conditions were
significantly worse than for other comparisons, because the
comparison sites were located close to sources of anthro-
pogenic noise (traffic, construction works around). Further,
the sites have been located on a “strong floor” (for load tests
in civil engineering) that was not founded directly on the
subsoil but supported by three 3 m high and 10 m long gird-
ers grounded on the building foundation. To test whether the
variance at the Belval comparison is consistent with the other
comparisons, theF-test statistics of 1.88 has been determined
that corresponds to an 10.2% F critical value and the hypoth-
esis on equality of standard deviations cannot be rejected at
95% confidence level so the data set might be described by
a common distribution function of N(0, 2.12). In fact, this
finding shows that FG5/X gravimeters are able to reach con-
sistent results also in case of sites with high noise level.
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Fig. 6 Differences between average biases of FG5/X gravimeters and
other type of gravimeters at particular comparisons. Error bars represent
the standard uncertainty of the difference

4.3 FG5/X bias

The determined results at comparisons are significantly influ-
enced by FG5/X gravimeters due to their dominance and
high weights in the constraint. To investigate whether there
is a significant difference between FG5/X and other type
gravimeters, we have divided the biases of gravimeters into
these two groups and corresponding mean differences have
been computed for all the comparisons. As it can be seen in
Fig. 6, all these differences are within the respective stan-
dard uncertainties. Nevertheless, due to higher uncertainties
of non-FG5/X gravimeters, the standard uncertainties of the
mean differences are ranging from 1.7 µGal to 4.1 µGal for
individual comparisons. The weighted average of all differ-
ences reaches (− 0.4±1.0) µGal.
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4.4 Bias variability

Variability of biases from the ICN solutions for gravimeters
participating at more than 3 comparisons is shown in Fig. 7.
Significant changes are obvious for FG5-102 after its rebuilt
to FG5X-102 in 2014. On the other hand, highly consistent
results are documented for FG5-202 or FG5-242. Also, slight
transient changes are visible for FG5-301 and FG5X-302
which barely exceed the uncertainty. In case of FG5-301, a
change could also be related to service by the manufacturer
in 2016.

5 Summary and conclusions

A general procedure to process and analyse comparisons
of absolute gravimeters by the method of constrained least
squares has been described, focusing on several details which
have been treated differently in the past, addressing specifi-
cally the separation into groups of gravimeters operated by
metrology laboratories and the geodetic/geoscience commu-
nity. It has been shown that for a reliable and thorough
evaluation of comparison results, it is necessary to dis-
tinguish between stochastic and systematic contributions
within the frame of declared uncertainties of gravimeters.
It allows to construct a realistic covariance matrix of mea-
surements which allows to rigorously follow the law of error
propagation from the observational data to the measure of
compatibility. This approach was described mathematically
in detail and applied for 6 comparisons where the covari-
ances between measurements of a particular gravimeter have
been accounted. Based on a ratio between repeatability and
uncertainty, a correlation coefficient reaching up to 75%
was applied. Compared to the common approach without
accounting for correlations, the estimated unknown parame-
ters, biases and reference values, were affected only slightly
(within a range of 0.2 µGal). However, the estimated vari-
ances of these parameters are much more realistic, achieving
roughly doubled values. The new approach for comput-
ing DoE uncertainties results in smaller values than the
approach used in the past. Therefore, more gravimeters seem
to be inconsistent with declared uncertainties as published
previously. In majority, this is the case for non-NMI/DI
gravimeters that are tending to underestimate their mea-
surement uncertainties. Of course, the constraint might be
influenced accordingly and in fact, from scientific point of
view, this is the only argument against a solution where all
gravimeters are treated equally. Nevertheless, as we showed,
this can be solved by a harmonization of uncertainties.

As it can be anticipated, themain impact on the determina-
tion of reference values and biases is given by the definition
of the constraint. We demonstrated that a solution (ICN) in
which gravimeters are not separated into groups according to

metrological institutes or geodetic operators, yields parame-
ter estimates which are naturally more robust because more
gravimeters contribute to the constraint. This solution should
be used in testing the robustness of official key compar-
isons results as well. It is needed especially for the regional
(e.g. EURAMET) comparisons where the link to interna-
tional (CIPM) comparisons is provided only by a few linking
gravimeters. We showed that for EURAMET comparisons
in 2011 and 2015, carried out two years after CIPM com-
parisons, 4 gravimeters providing the link were not able to
keep their biases within the expected precisions. On the other
hand, in 2018, when the EURAMET comparison has been
organized one year after the CIPM comparison, the link has
been realized with a precision well below 1 µGal.

Differences between the published and newly presented
solutions (including those based on L1 norm) are within a
range of 2 µGal for all the reprocessed comparisons. Such
a difference is still in agreement with the presented uncer-
tainty estimates for the reference values (0.7–1.5 µGal). Of
course, the fact that all comparisons are affected by signif-
icant dominance of FG5/X gravimeters is not reflected in
the error estimates, since all the gravimeters were treated as
independent. Nevertheless, generally, the method of elabo-
ration of comparisons we have shown allows to include the
possible correlation related to the whole set of observations
of gravimeters type.

The results of uniformly processed comparisons are used
to verify the statistical significance of some interesting infor-
mation included in results. We compared the biases achieved
by FG5 and FG5X gravimeters showing that both can be
described by the same normal distributionN(0, 2.12). Such
a finding can be interpreted as the different dropping cham-
bers of these instruments neither causing systematic biases
between instruments nor differences in the reproducibility.
However, the zeromean of the normal distribution for FG5/X
rather stands for the consistency of this particular group of
gravimeters than for bias-free results or the ability to deter-
mine the bias of these types of gravimeters with respect to
other gravimeters with an accuracy well below 1 µGal. On
the other hand, the obtained standard deviation of 2.1 µGal
of a normal distribution represents an experimentally docu-
mented reproducibility of FG5/X.

Comparisons of absolute gravimeters and their processing
play an essential role for the determination of the abso-
lute gravity reference, important specifically in geodesy and
metrology in the frame of the realization of International
Reference Gravity System and the Kibble balance experi-
ment. With this study, we introduce a consistent treatment
of comparisons carried out in the past, allowing for a thor-
ough reanalysis with regard to stability of references values
over time and compatibility of applied systematic correc-
tions.We further provide a frame for the elaboration of future
comparisons (KCN and ICN solutions) as a basis for the
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Fig. 7 Variability of biases for gravimeters participating at more than 3
elaborated comparisons. Error bars represent the standard uncertainty
of determined biases. An upgrade of a gravimeter from FG5 to FG5X is

indicated by a gap in connecting lines and by different markers. In case
of FG5-215, the gravimeter was not upgraded to FG5X but equipped
with a new measurement system described in Křen et al. (2016)
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establishment of a long-term stable gravity reference frame,
compliant with the requirements in geodesy and metrology.

The official (KC) reference values published in the past
differ on average by less than 0.5 µGal from our equivalent
KCN solutions, showing that adequate processing strategies
have been applied in the past. The significant improvement,
highlighted in this paper, is more realistic uncertainty esti-
mates for evaluated parameters (reference values, biases,
DoE). The solution including all gravimeters (ICN) which
is not strictly following the rules in metrology has a huge
benefit at least for testing robustness of the KC results that
might be less reliable especially in regional comparisonswith
only a few linking gravimeters. From this point of view, the
ICN solution, as the statistically most robust solution, should
also be provided along with the official results and should be
documented for the realization of the IGRS.

Presently, only 7 NMI/DIs have published Calibration
and Measurement Capabilities in gravity, and hence, we
strongly recommend to keep the model of joint comparisons
of absolute gravimeters frommetrology and geoscience com-
munities for the future. It seems to us as a key factor to
continue the 40-year successful cooperation betweenmetrol-

ogy and geoscientific communities that boosted knowledge
in absolute gravimetry.
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Table 3 Results of comparisons in 2009 in µGal

Gravimeter ICN solution KCN solution Repeatab.

Bias DOE Bias DOE

CCM.G-K1 (ICAG 2009)

NIM-2 9.0±8.4 7.3±5.7 5.4±6.3 8.1±5.6 8.6

CAG-01 − 2.7±8.3 − 2.6±5.6 − 1.8±5.5 − 1.7±5.5 9.0

JILAg-06 6.0±6.7 6.5±6.7 6.9±6.6 7.4±6.7 4.3

FGL-103 − 2.7±4.1 − 2.7±4.0 − 1.9±4.0 − 1.9±4.0 2.8

A10-005 − 4.5±7.3 − 4.4±4.5 − 3.4±4.4 − 3.6±4.4 2.8

FG5-105 0.6±2.4 0.6±2.4 1.5±2.3 1.5±2.3 1.4

FG5-209 2.8±2.6 2.8±2.6 3.7±2.5 3.7±2.5 1.4

FG5-213 − 1.1±2.2 − 1.1±2.2 − 0.1±2.1 − 0.1±2.1 0.8

FG5-215 − 1.9±2.1 − 1.9±2.1 − 1.0±2.0 − 1.0±2.0 0.2

FG5-221 0.6±2.4 0.6±2.4 1.5±2.3 1.5±2.3 1.1

FG5-224 − 5.6±2.6 − 5.6±2.6 − 4.7±2.4 − 4.8±2.4 0.6

A10-014 4.7±7.3 4.7±5.6 5.5±7.4 5.5±5.6 3.0

A10-020 3.9±9.3 3.6±9.3 4.8±9.3 4.5±9.3 4.1

MPG-2 7.8±7.4 8.0±7.4 8.7±7.5 8.9±7.5 6.6

FG5-101 − 0.5±2.1 − 0.5±1.7 0.5±2.4 0.4±2.0 1.8

FG5-102 − 7.1±3.4 − 7.1±2.3 − 6.2±3.4 − 6.2±2.4 3.1

FG5-220 0.6±2.1 0.6±2.1 1.5±2.4 1.5±2.4 1.0

FG5-228 − 0.4±2.1 − 0.4±2.0 0.4±2.4 0.4±2.2 0.5

FG5-230 − 5.8±2.3 − 5.7±2.2 − 4.9±2.4 − 4.9±2.3 1.2

FG5-233 − 0.1±2.1 − 0.1±2.1 0.8±2.4 0.8±2.4 0.2

FG5-238 1.4±2.4 1.5±2.4 2.2±2.7 2.4±2.7 1.6

s0 1.12 1.26

δc + 0.08 + 0.14

Site ICN solution KCN solution ICN − KCN KCN − KCa

g − 980920000 g − 980920000

B 8020.4±0.8 8019.5±1.0 0.9 − 0.1

B1 8013.9±0.8 8012.8±1.0 1.0 − 0.2

B2 7999.7±0.8 7999.0±1.0 0.8 0.1

B5 8021.8±0.8 8020.9±1.0 0.9 − 0.1

B6 8001.4±0.9 8000.6±1.0 0.8 − 0.1

Based on determined degree of equivalence (DOE), three/two gravimeters (bold italic format) showed inconsistency at 95% confidencewith declared
uncertainties for the ICN/KCN solution. Gravimeters in bold belong to NMI/DIs
s0 is the root-mean-square error
δc is a shift of biases (Bias + δc) to reach a solution that corresponds with constraining L1 norm of biases instead of imposing zero mean of biases
aResults are compared with the KC solution labelled as AˆKP in Jiang et al. (2012), where self-attraction and diffraction corrections have been
applied to the measurements
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Table 4 Results of comparisons in 2011 in µGal

Gravimeter ICN solution KCN solution Repeatab.

Bias DOE Bias DOE

EURAMET.M.G-K1 (ECAG 2011)

CAG-01 5.2±4.4 5.1±4.4 5.0±4.3 4.8±4.3 2.4

FG5-209 − 0.5±2.1 − 0.5±2.1 − 0.8±1.9 − 0.8±1.9 0.7

FG5-215 0.9±2.1 0.9±2.2 0.6±2.0 0.6±2.0 1.0

FG5-221 0.0±2.4 0.0±2.4 − 0.3±2.2 − 0.3±2.2 1.5

FG5-242 0.1±2.4 0.2±2.4 − 0.2±2.2 − 0.1±2.2 1.7

IMGC-02 − 1.5±3.0 − 1.5±3.0 − 1.7±3.0 − 1.7±3.0 1.4

FG5-102 − 6.5±2.3 − 6.5±1.9 − 6.8±2.5 − 6.8±2.1 1.4

FG5-103 0.5±2.2 0.5±1.8 0.3±2.5 0.3±2.1 0.4

FG5-202 2.6±2.2 2.6±2.0 2.3±2.5 2.3±2.3 0.5

FG5-218 − 0.7±2.2 − 0.7±1.8 − 1.0±2.5 − 0.9±2.1 0.9

FG5-220 1.4±2.2 1.4±2.0 1.1±2.5 1.1±2.3 0.6

FG5-228 − 0.3±2.2 − 0.3±1.8 − 0.5±2.5 − 0.5±2.2 0.9

FG5-230 − 12.4±2.3 − 12.4±2.0 − 12.6±2.5 − 12.6±2.2 0.8

FG5-232 − 2.3±2.2 − 2.4±1.9 − 2.6±2.5 − 2.6±2.2 1.0

FG5-233 4.6±2.3 4.6±2.3 4.4±2.5 4.4±2.5 0.7

FG5-234 − 0.4±2.2 − 0.4±1.9 − 0.6±2.5 − 0.6±2.2 1.3

FG5-237 0.0±2.2 0.0±1.8 − 0.2±2.5 − 0.3±2.1 0.2

FG5-301 − 3.1±2.1 − 3.1±2.0 − 3.3±2.5 − 3.3±2.3 0.7

FG5X-216 1.8±2.2 1.8±1.9 1.6±2.5 1.6±2.3 1.4

FG5X-302 − 3.4±2.2 − 3.4±2.0 − 3.6±2.5 − 3.6±2.3 1.1

A10-020 − 5.2±9.6 − 5.2±9.6 − 5.5±9.7 − 5.5±9.7 11.4

T-1 5.5±5.5 5.5±5.5 5.2±5.6 5.2±5.6 1.2

s0 1.09 1.09

δc + 0.04 + 0.31

Site ICN solution KCN solution ICN − KCN KCN − KC
g − 980960000 g − 980960000

A1 4234.7±1.0 4235.0±1.4 − 0.3 − 0.6

A2 4222.5±0.9 4222.8±1.3 − 0.3 − 0.3

A3 4213.9±0.9 4214.2±1.3 − 0.3 − 0.3

A4 4200.1±1.2 4200.4±1.5 − 0.3 − 0.4

A5 4188.7±0.9 4189.0±1.3 − 0.3 − 0.4

B1 4084.0±1.0 4084.2±1.3 − 0.3 − 0.2

B2 4075.6±0.9 4075.9±1.3 − 0.3 0.5

B3 4075.1±0.9 4075.3±1.3 − 0.3 − 0.8

B4 4068.7±0.8 4068.9±1.2 − 0.3 − 0.7

B5 4054.8±0.9 4055.0±1.2 − 0.3 − 0.5

C1 3957.5±0.9 3957.8±1.3 − 0.3 − 0.6

C2 3953.3±1.0 3953.6±1.4 − 0.3 − 0.3

C3 3952.8±1.0 3953.1±1.4 − 0.3 0.3

C4 3954.1±1.0 3954.4±1.3 − 0.3 − 0.7

C5 3947.9±0.9 3948.2±1.2 − 0.3 − 0.4

Based on determined degree of equivalency (DOE), three/two gravimeters (bold italic format) showed inconsistency at 95% confidencewith declared
uncertainties for the ICN/KCN solution. Gravimeters in bold belong to NMI/DIs
s0 is the root-mean-square error
δc is a shift of biases (Bias + δc) to reach a solution that corresponds with constraining L1 norm of biases instead of imposing zero mean of biases
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Table 5 Results of comparisons in 2013 in µGal

Gravimeter ICN solution KCN solution Repeatab.

Bias DOE Bias DOE

CCM.G-K2 (ICAG 2013)

CAG-01 6.0±4.9 5.9±4.9 3.3±4.9 6.5±4.8 5.2

FG5-213 − 3.6±2.3 − 3.6±2.3 − 1.7±2.3 − 3.4±2.2 2.1

FG5-215 0.6±2.2 0.6±2.1 1.1±2.0 1.1±2.0 0.7

FG5-231 − 1.8±2.2 − 1.8±1.9 − 1.5±1.8 − 1.5±1.8 1.0

FG5-242 1.0±2.6 1.0±2.6 1.4±2.6 1.4±2.5 0.0

FG5X-104 − 0.5±2.2 − 0.5±1.8 − 0.2±1.7 − 0.2±1.7 0.4

FG5X-209 − 1.7±2.2 − 1.7±1.9 − 1.0±1.8 − 1.0±1.8 0.4

FG5X-221 1.4±2.2 1.4±2.1 2.0±2.0 2.0±2.0 0.3

IMGC-02 − 1.8±3.1 − 1.8±3.1 − 1.8±3.1 − 1.8±3.1 7.5

NIM-3A 1.0±4.5 1.2±4.5 1.0±4.5 1.2±4.5 4.1

A10-006 − 3.2±9.8 − 3.2±9.8 − 2.6±9.8 − 2.6±9.8 7.5

A10-020 − 4.6±7.3 − 4.7±4.8 − 4.2±7.4 − 4.3±4.9 2.4

FG5-102 − 5.8±3.3 − 5.8 ± 2.0 − 5.9±3.4 − 5.9 ± 2.1 2.1

FG5-202 2.3±2.2 2.3±1.9 2.8±2.4 2.8±2.1 0.8

FG5-206 − 2.8±2.2 − 2.8±2.2 − 2.2±2.4 − 2.2±2.4 1.5

FG5-218 0.7±2.2 0.7±1.7 1.4±2.4 1.4±1.9 1.3

FG5-223 2.0±2.2 2.0±1.9 2.3±2.4 2.3±2.1 1.2

FG5-228 − 3.5±2.2 − 3.5±1.7 − 3.1±2.3 − 3.1±1.9 1.1

FG5-233 1.9±2.2 1.9±2.1 2.4±2.4 2.4±2.4 1.1

FG5-234 1.6±2.2 1.6±1.9 1.9±2.4 1.9±2.1 0.8

FG5-301 − 2.0±2.2 − 2.0±1.9 − 1.6±2.3 − 1.6±2.1 1.3

FG5X-216 − 0.4±2.2 − 0.4±1.9 − 0.6±2.4 − 0.6±2.1 1.7

FG5X-220 1.8±2.2 1.8±1.9 2.2±2.4 2.2±2.1 0.8

FG5X-302 0.2±2.2 0.2±1.9 0.1±2.4 0.1±2.1 0.5

T-2 8.5±4.6 8.5±4.6 8.9±4.6 8.9±4.6 3.4

s0 1.27 1.12

δc − 0.56 + 0.17

Site ICN solution KCN solution ICN − KCN KCN − KC
g − 980960000 g − 980960000

A1 4228.7±1.0 4228.5±1.2 0.2 0.1

A2 4216.1±1.0 4215.4±1.1 0.8 − 1.1

A3 4206.1±0.9 4205.7±1.0 0.4 − 0.6

A4 4190.4±0.8 4190.3±1.0 0.1 0.6

A5 4183.1±0.9 4182.9±1.0 0.2 − 0.2

B1 4077.4±0.9 4077.0±1.1 0.4 0.3

B2 4071.8±0.8 4071.4±1.0 0.5 − 0.6

B3 4068.9±0.9 4067.9±1.1 1.0 − 0.5

B4 4062.6±1.0 4062.2±1.1 0.4 − 0.4

B5 4049.4±0.9 4050.2±1.2 − 0.9 1.0

C1 3951.8±0.8 3950.9±1.0 0.8 − 1.0

C2 3945.9±1.1 3945.4±1.2 0.5 0.4

C3 3948.3±0.9 3947.8±1.0 0.5 − 0.2

C4 3946.5±0.9 3946.3±1.1 0.2 0.2

C5 3942.4±0.9 3942.1±1.1 0.3 − 0.4

Based on determined degree of equivalency (DOE), two/one gravimeters (bold italic format) showed inconsistency at 95% confidence with declared uncertainties for
the ICN/KCN solution. Gravimeters in bold belong to NMI/DIs
s0 is the root-mean-square error
δc is a shift of biases (Bias + δc) to reach a solution that corresponds with constraining L1 norm of biases instead of imposing zero mean of biases
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Table 6 Results of comparisons in 2015 in µGal

Gravimeter ICN solution KCN solution Repeatab.

Bias DOE Bias DOE

EURAMET.M.G-K2 (ECAG 2015)

FG5X-221 − 3.7±2.1 − 3.7±2.1 − 2.4±1.8 − 2.4±1.8 0.3

FG5-215 2.5±2.1 2.5±2.1 3.4±1.9 3.7±1.8 0.6

IMGC-02 13.7±4.8 13.7±4.8 12.8±5.9 14.9±4.8 4.7

FG5X-216 − 2.9±2.1 − 2.9±1.9 − 1.6±1.6 − 1.6±1.6 0.8

FG5X-102 − 1.2±2.1 − 1.2±1.7 0.0±2.5 0.0±2.2 0.9

FG5-202 3.2±2.1 3.2±1.9 4.4±2.5 4.4±2.3 0.4

FG5-218 − 1.0±2.1 − 1.0±1.7 0.2±2.5 0.2±2.1 0.3

FG5X-220 3.8±2.1 3.8±2.1 5.0±2.5 5.0±2.5 0.8

FG5X-229 − 1.3±2.1 − 1.3±1.7 − 0.2±2.5 − 0.2±2.2 1.4

FG5-230 − 4.5±2.2 − 4.5±1.8 − 3.3±2.5 − 3.3±2.2 1.0

FG5-233 1.1±2.2 1.1±2.2 2.3±2.6 2.3±2.6 0.9

FG5-234 3.2±2.1 3.2±1.8 4.3±2.5 4.3±2.2 1.0

FG5-238 1.9±5.5 2.3±5.6 3.1±5.6 3.5±5.7 6.8

FG5X-247 − 7.5±5.5 − 9.5±2.4 − 6.3±5.6 − 8.3±2.6 4.7

FG5-301 − 1.3±2.1 − 1.3±1.9 0.0±2.5 0.0±2.3 0.2

FG5X-302 − 0.4±2.1 − 0.4±1.7 0.9±2.5 0.9±2.1 0.7

A10-020 − 6.8±7.3 − 6.7±5.5 − 5.6±7.4 − 5.5±5.6 4.0

s0 0.87 0.88

δc + 0.99 + 1.62

Site ICN solution KCN solution ICN − KCN KCN − KC
g − 980940000 g − 980940000

01 9049.3±0.8 9048.1±1.3 1.2 0.3

02 9045.1±0.8 9044.0±1.3 1.2 0.3

04 9036.3±1.0 9035.2±1.5 1.1 0.2

05 9029.4±0.8 9028.3±1.3 1.1 0.3

06 9066.7±0.8 9065.4±1.3 1.2 0.3

07 9063.5±0.8 9062.0±1.3 1.5 0.1

08 9060.2±0.9 9059.1±1.4 1.1 0.1

09 9056.8±0.8 9055.6±1.3 1.2 0.2

10 9048.6±0.9 9047.3±1.4 1.2 0.2

Based on determined degree of equivalency (DOE), three gravimeters (bold italic format) showed inconsistency at 95% confidence with declared
uncertainties. Gravimeters in bold belong to NMI/DIs
s0 is the root-mean-square error
δc is a shift of biases (Bias + δc) to reach a solution that corresponds with constraining L1 norm of biases instead of imposing zero mean of biases
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Table 7 Results of comparisons in 2017 in µGal

Gravimeter ICN solution KCN solution Repeatab.

Bias DOE Bias DOE

CCM.G-K2.2017 (ICAG 2017)

FG5-242 − 0.2±3.0 − 0.2±3.0 − 0.1±3.0 − 0.1±3.0 1.7

NIM-3A 0.3±2.8 0.3±2.7 0.4±2.7 0.4±2.7 3.8

FG5-215H − 1.2±2.1 − 1.2±1.9 − 1.0±1.9 − 1.0±1.9 1.8

FG5X-221 0.8±2.1 0.8±2.0 0.9±2.0 0.9±2.0 1.3

FG5-228 0.1±2.4 0.1±2.4 0.2±2.4 0.2±2.4 2.1

FG5-213 − 0.2±2.8 − 0.2±2.8 − 0.1±2.8 − 0.1±2.8 1.8

FG5X-216 0.6±2.1 0.6±2.1 0.8±2.1 0.8±2.1 1.5

FG5X-104 − 0.7±2.1 − 0.7±1.9 − 0.5±1.8 − 0.5±1.8 1.4

FG5X-253 − 0.6±2.1 − 0.6±2.1 − 0.4±2.1 − 0.4±2.1 0.9

FG5X-209 3.7±3.5 3.7±3.5 3.8±3.5 3.8±3.5 0.8

FG5X-248 − 0.8±2.1 − 0.9±2.0 − 0.8±2.0 − 0.8±2.0 1.5

FG5X-254 − 2.8±2.1 − 2.8±2.1 − 2.6±2.1 − 2.6±2.1 1.0

FG5-204 1.0±2.1 1.1±1.6 1.3±1.5 1.2±1.5 0.7

NIM-AGRb − 2.5±4.1 − 2.5±4.1 − 2.4±4.2 − 2.4±4.2 1.7

WAG-H5-1 − 4.6±8.8 − 3.9±8.9 − 4.5±8.9 − 3.8±8.9 6.9

ZAG-Atom − 11.7±12.5 − 11.6±12.5 − 11.6±12.5 − 11.5±12.5 12.3

HUST-QG 1.1±2.7 1.1±2.7 1.2±2.8 1.2±2.8 2.5

A10-034 − 1.7±7.2 − 1.7±5.5 − 1.6±7.2 − 1.6±5.5 5.1

T-1 5.7±12.0 5.2±6.0 5.8±12.0 5.4±6.0 13.6

Age-110 6.1±9.1 6.1±9.1 6.3±9.1 6.3±9.1 6.2

FG5X-255 − 3.6±2.1 − 3.6 ± 1.6 − 3.5±2.3 − 3.5 ± 1.7 0.6

FG5-112 0.2±2.1 0.2±1.6 0.3±2.3 0.3±1.7 0.9

IGG-02 − 0.3±9.5 − 0.3±9.5 − 0.2±9.5 − 0.1±9.5 2.7

A10-022 0.5±9.7 0.5±9.7 0.6±9.8 0.6±9.8 5.1

FG5-214 0.6±2.1 0.6±1.7 0.7±2.3 0.7±1.8 1.2

FG5-301 1.6±2.1 1.6±2.0 1.7±2.3 1.7±2.2 1.2

FG5X-102 1.2±2.1 1.2±1.6 1.3±2.3 1.3±1.7 1.2

FG5X-302 2.6±2.1 2.6±1.6 2.7±2.3 2.7±1.7 1.3

s0 1.27 1.29

δc − 0.17 + 0.09

Site ICN solution KCN solution ICN − KCN KCN − KC
g − 980120000 g − 980120000

01 2575.1±0.7 2575.1±0.8 0.1 0.0

02 2568.9±0.7 2568.9±0.7 0.0 0.0

03 2579.1±0.7 2578.9±0.8 0.2 − 0.1

04 2575.7±0.7 2575.5±0.7 0.2 − 0.1

05 2581.2±0.7 2581.2±0.8 0.0 0.1

06 2649.6±0.7 2649.5±0.8 0.1 − 0.1

07 2641.9±0.7 2641.8±0.7 0.1 − 0.1

08 2654.1±0.7 2654.0±0.7 0.1 0.1

09 2647.5±0.7 2647.4±0.8 0.1 0.1

Based on determined Degree of Equivalency (DOE), one gravimeter (bold italic format) showed inconsistency at 95% confidence with declared
uncertainties. Gravimeters in bold belong to NMI/DIs
s0 is the root-mean-square error
δc is a shift of biases (Bias + δc) to reach a solution that corresponds with constraining L1 norm of biases instead of imposing zero mean of biases
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Table 8 Results of comparisons in 2018 in µGal

Gravimeter ICN solution KCN solutiona Repeatab.

Bias DOE Bias DOE

EURAMET.M.G-K3 (ECAG 2018)

FG5-215H 0.4±2.1 0.4±1.9 − 1.1±2.1 − 1.1±2.1 1.0

FG5-242 0.4±2.1 0.4±2.1 − 1.1±2.3 − 1.1±2.3 0.4

FG5X-221 2.6±2.1 2.6±2.0 1.2±2.2 1.2±2.2 0.5

FG5X-254 − 0.5±2.1 − 0.5±2.0 − 2.0±2.2 − 1.9±2.2 0.5

IMGC-02 0.6±2.9 0.6±2.9 − 0.9±3.4 − 1.1±3.6 6.1

A10-020 − 7.4±7.3 − 7.5±4.3 − 8.9±7.5 − 8.9±4.7 3.6

FG5-101 − 1.2±2.7 − 1.2±2.7 − 2.6±3.2 − 2.6±3.2 1.2

FG5-202 4.1±2.2 4.1±1.9 2.7±2.7 2.7±2.5 0.9

FG5-206 − 2.6±2.1 − 2.6±2.1 − 4.1±2.7 − 4.1±2.7 0.8

FG5-218 − 4.4±2.2 − 4.4±1.9 − 5.9±2.7 − 5.9±2.5 1.5

FG5-234 1.4±2.1 1.4±1.7 − 0.1±2.7 − 0.1±2.4 0.3

FG5-238 1.4±2.9 1.4±2.9 − 0.1±3.4 − 0.1±3.4 0.4

FG5-301 2.2±2.8 2.2±2.8 0.7±3.3 0.7±3.3 0.5

FG5X-220 0.0±2.2 0.0±2.1 − 1.5±2.8 − 1.5±2.8 0.8

FG5X-233 − 2.6±2.1 − 2.6±2.1 − 4.1±2.7 − 4.1±2.7 0.9

FG5X-247 0.2±2.1 0.2±1.9 − 1.3±2.8 − 1.2±2.5 0.3

s0 0.73 0.73

δc − 0.20 + 1.07

Site ICN solution KCN solution ICN − KCN KCN − KC
g − 980830000 g − 980830000

CA 6951.2±0.7 6952.7±1.7 − 1.4 − 0.1

DA 6939.8±0.7 6941.3±1.7 − 1.5 0.0

EA 6948.0±0.7 6949.5±1.7 − 1.5 − 0.1

FA 6958.5±0.7 6960.0±1.7 − 1.5 0.1

Based on determined degree of equivalence (DOE), two/one gravimeters (bold italic format) showed inconsistency at 95% confidence with declared
uncertainties for the ICN/KCN solution. Gravimeters in bold belong to NMI/DIs
s0 is the root-mean-square error
δc is a shift of biases (Bias + δc) to reach a solution that corresponds with constraining L1 norm of biases instead of imposing zero mean of biases
aThe KCN solution is linked to the comparison CCM.G-K2.2017 by the linking converter of (− 0.78±1.26) µGal. Therefore, the uncertainties of
reference values, biases and DoEs include the contribution from the uncertainty of the linking converter
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Table 9 Information on the reprocessing of comparisons based on criteria described in Sect. 2.4

Comparison Solution Excluded from constraint ICN: Downweighted in the constraint
KCN: Measurement (at site) excluded

Harmonized uncertainty (increase in %)

ICAG-2009 ICN FG5-102, FG5-230 FG5-224 FG5-102 (50%), NIM-2 (50%), CAG-01
(50%)

KCN NIM-2 (B) FG5-102 (50%)

ECAG-2011 ICN FG5-102, FG5-230 FG5-233

KCN

ICAG-2013 ICN FG5-102 FG5-213, T-2, CAG-01 FG5-102 (50%)

KCN FG5-213 (B5), CAG-01 (B3) FG5-102 (50%)

ECAG-2015 ICN FG5X-247 FG5-230, IMGC-02 FG5X-247 (250%)

KCN IMGC-02 (10), FG5-215 (7) FG5X-247 (250%)

ICAG-2017 ICN T-1 T-1 (100%)

KCN T-1 (100%)

ECAG-2018 ICN FG5-202, FG5-218

KCN

Two solutions are identified for all the comparisons: (1) ICN, where all gravimeters might contribute to the constraint. Depending on the consistency
of measurements of a particular gravimeter, its contribution to the constraint is excluded (zero weight) or downweighted (corresponding to the
decrease in uncertainty by 50%).Declared uncertainties are harmonized, and if the repeatability of a gravimeter does not correspondwith harmonized
uncertainty, they are increased by at least 50%. (2) KCN, where only NMI/DIs might contribute to the constraint. Depending on the consistency
of individual measurements, the outliers are excluded from the adjustment. Declared uncertainties of non-NMI/DIs are harmonized, and if the
repeatability of a gravimeter does not correspond with harmonized uncertainty, they are increased by at least 50%
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