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Abstract We discuss the application of the Three-Corner
Hat (TCH) to time series of space-geodetic station position
residuals with the purpose of characterizing the uncertain-
ties of GPS, VLBI, SLR, DORIS for the International Ter-
restrial Reference Frame (ITRF) determination. Adopting
simulations, we show that, in the absence of time-correlated
errors, TCH is able to fully recover the nominal uncertain-
ties of groups of observations whose intrinsic precisions are
remarkably dissimilar to one another, as is the case for the
space-geodetic techniques. When time-correlated errors are
predominant, as it happens with GPS, TCH is affected by the
increased variance of the observations and its estimates are
positively biased. TCH applied to 16 ITRF co-located sites
confirms that GPS, albeit affected by time-correlated errors,
is the most precise of the space-geodetic techniques. GPS
median uncertainties are 1.1, 1.2 and 2.8 mm, for the north,
east and height component, respectively. VLBI performs par-
ticularly well in the horizontal component, the median uncer-
tainties being ≈2 mm. The height component is ∼3 times
larger than the GPS one. SLR and DORIS median uncer-
tainties exceed by far the 7 mm level on all of the three
components. Comparing TCH results with station position
repeatabilities, we find that the two metrics are in striking
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agreement for VLBI and DORIS, but not for SLR and GPS.
The inconsistencies between TCH and station repeatabili-
ties for co-located GPS and SLR point to the presence of
either specific station-dependent biases or low-quality co-
locations. Scaling factors derived adopting the ratio between
TCH and median formal errors on the positions suggest the
station position covariances have to be up-scaled for VLBI,
SLR, DORIS and down-scaled for GPS.

Keywords Three-Corner Hat · GPS · VLBI · SLR ·
DORIS · International Terrestrial Reference Frame ·
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1 Introduction

The International Terrestrial Reference Frame (ITRF) is a
linear reference frame relying on the combination of global
position system (GPS), very long baseline interferometry
(VLBI), satellite laser ranging (SLR) and doppler orbitogra-
phy radiopositioning integrated on satellite (DORIS) obser-
vations. The most recent ITRF realizations, the ITRF2005
(Altamimi et al. 2007) and the ITRF2008 (Altamimi et al.
2011), stem from a two-step procedure in which (i) time
series of station positions and Earth Orientation Parameters
(EOPs) of space-geodetic (SG) techniques are individually
stacked in order to estimate single-technique long-term ref-
erence frames and (ii) these latter, suitably weighted through
their covariance matrices, are combined along with local ties.

Formal errors as reported in the covariance matrices of SG
solutions do not generally reflect the existence of technique-
dependent biases and are known to be overly optimistic.
As a result, covariances of long-term reference frames are
routinely scaled prior to any combination process so as to
obtain a more realistic description of the SG uncertainties.
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The a posteriori variance factors (AVFs) obtained by stacking
single-technique SG solutions are generally adopted in order
to scale the covariance matrices. Root mean square (RMS)
and weighted RMS (WRMS or repeatabilities) are also com-
monly adopted for characterizing the intrinsic precision of
SG techniques. Yet AVFs, RMS and WRMS as determined
in SG data reductions rely on post-fit residuals with respect to
a linear frame and are therefore unavoidably affected by the
presence of non-linear signals the current ITRF realizations
do not account for.

The Three-Corner Hat (TCH) method can offer an alterna-
tive approach to quantifying the uncertainty of the SG tech-
niques. Based on a difference approach leading to the removal
of common signals from the observations, TCH is able to
supply uncertainties which purely reflect the technique mea-
surement errors. Originally conceived in metrology as a tool
aimed at assessing the relative precision of oscillators and
timing devices (Allan 1987), in the last decade TCH has been
extended to a variety of SG applications.

Gambis (2002) showed how TCH can be applied to char-
acterize the uncertainties in EOP observations, when mea-
surements from three or more data sets are available. The
Earth Orientation Centre of the International Earth Rotation
and Reference Systems Service (IERS) has been routinely
using TCH to scale the covariance matrices of EOPs prior
to their combination (see, e.g. Gambis 2004; Bizouard and
Gambis 2011).

Chin et al. (2005) adopted the approach to determine the
uncertainty of multiple sets of GPS, VLBI and SLR-derived
EOPs and discussed the application of a generalized TCH
method allowing the data sets to have a certain degree of
statistical correlation. Koot et al. (2006) characterized the
internal noise of atmospheric angular momentum time series
using a generalized TCH and discussed the impact of statis-
tical correlations among the data sets analyzed.

Analysing station position residuals of the SG techniques
determined for the ITRF2005 computation, Feissel-Vernier
et al. (2007) quantified the noise content of GPS, VLBI, SLR
and DORIS time series with the Allan variance (see, e.g.
Allan 1987; Le Bail 2006) and attempted an evaluation of
the uncertainty of the 4 SG techniques by means of TCH.

To apply TCH to SG positioning is in principle straight-
forward: adopting time series of position residuals at ITRF
co-location sites with at least 3 SG techniques, pair-wise dif-
ferences between the positions can be formed. The uncer-
tainties of each SG technique can be thus recovered from
the pair-wise difference processes with simple algebraical
considerations.

In this investigation, TCH is applied to non-linear residu-
als of station positions derived from the SG data set adopted
for the estimation of ITRF2008. In Sect. 2, the application
of the TCH method to SG positioning is discussed, with par-
ticular emphasis on those aspects which might degrade the

effectiveness of the approach, i.e. the dissimilar precisions
of the SG techniques, the presence of technique-dependent
systematic effects which cannot be removed through the dif-
ference process. Section 3 describes the data sets utilized and
delineates the steps requested for the application of TCH to
SG observations. Noise simulations are utilized in Sect. 4
with the purpose of assessing the effect of dissimilar preci-
sions of the SG techniques on the TCH estimates. Section 5
discusses the results of TCH applied to the ITRF co-location
sites and compare TCH estimates with intrinsic metrics such
as AVFs, WRMS and formal errors. Conclusions are drawn
in Sect. 6.

2 TCH in the context of SG positioning

The TCH approach is described with particular emphasis to
the case of SG positioning. The TCH additive model decom-
posing the observations into the sum of signal and measure-
ment noise is illustrated and its pertinence to the SG context
is discussed.

TCH is applicable whenever observations of the same
physical process are acquired from at least three different
instruments. The approach assumes the observations can be
decomposed as:

y j (t) = x(t) + ε j (t), (1)

where y j (t) denotes the measurement acquired at the epoch
t by the j th instrument, x represents the physical signal and
ε(t) the measurement noise of the j th instrument.

Providing all the instruments detect the same signal x(t),
the pair-wise difference δ jk of the observations acquired by
the instruments j and k uniquely depends on the measure-
ment noises:

δ jk(t) = ε j (t) − εk(t) (2)

Assuming the error processes are stochastically uncorrelated,
the variance of δ jk(t) reads as:

D(δ jk) = D(ε j ) + D(εk), (3)

where D(δ jk) denotes the empirical variance relative to the
difference process δ jk, D(ε j ) and D(εk) represent the vari-
ances of the noise errors ε j and εk , respectively. The compu-
tation of the difference process of Eq. (2) requires the obser-
vations be simultaneous.

If measurements are available from three instruments,
a linear system of three equations of the kind (3) in
the unknowns D(εi ), D(ε j ), D(εk) can be solved. The
unknowns define the uncertainties of the observing tech-
niques and their square roots will be equivalently indicated
hereafter as either TCH-derived sigmas or TCH determina-
tions/estimates. When observations are acquired by 4 instru-
ments, as is the case for the ITRF sites in which 4 SG
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Table 1 SG data sets used in the analysis

TC T DS SOL TR Source

IGS P 1997–2009 VC-MCS Weekly Collilieux et al. (2011)

IVS R 1980–2008 NES-FNS Session wise (daily) Böckmann et al. (2010)

ILRS L 1983–2008 VC-LCS Weekly Pavlis et al. (2011)

IDS D 1993–2008 VC-MCS Weekly Valette et al. (2010)

TC in the first column identifies the technique center, T designates the SG techniques (P GPS, R VLBI, L SLR, D DORIS), DS is the time span
of data, SOL identifies the kind of solution and the nature of its constraints (NES-FNS normal equations-free network solution, VC-LCS variance–
covariance-loosely constrained solution, VC-MCS variance–covariance-minimally constrained solution), TR is the temporal resolution, the field
source provides the reference for each submission

techniques are co-located, a redundant linear system can be
solved in a least-squares fashion (Chin et al. 2005).

The additive model of Eq. (1) is particularly apt to describe
the motion of SG stations. A number of studies that focussed
on SG positioning (see, e.g. Collilieux et al. 2007; Ray et al.
2008; Davis et al. 2012) have consistently shown that station
position time series stemming from the analysis of global
networks can be decomposed as:

y(t) = d(t) + η(t) + β(t) + ε(t), (4)

where the drift d(t) identifies the linear component of the
motion, η(t) accounts for non-linear geophysical effects,
β(t) describes known technique-dependent systematic errors
(e.g. draconitic signatures in GPS and DORIS systems) and
ε(t) represents the SG technique-related measurement noise.

When applying TCH to station position detrended residu-
als, the signal x(t) in Eq. (1) uniquely reflects the non-linear
geophysical motion of the site, i.e. η(t). Assuming the co-
located SG techniques consistently detect the same geophys-
ical displacement, through the Eq. (2) the common-mode sig-
nal is canceled out in such a way that the difference process
is purely representative of technique-dependent errors.

Whether or not simultaneously observing SG techniques
at co-located sites are capable of sensing coherent geophysi-
cal signals is a subject of research investigated by Collilieux
et al. (2007). Adopting an approach based on Kalman filter-
ing, the authors showed that co-located GPS and VLBI time
series are well correlated for every site with sufficient data.
Also, the authors proved GPS height signals are spatially
correlated over some continental regions and match VLBI
and SLR annual signals in areas like South Africa and Aus-
tralia. These findings corroborate the conclusion that the SG
techniques are able to sense geophysically based displace-
ments, thus enabling the application of the TCH method to
SG positioning.

When applying TCH to SG observations, caution is
nonetheless to be exercised. In fact recent studies such as
Amiri-Simkooei et al. (2007), Ray et al. (2008, 2013) have
proven GPS residual positions are affected by draconitic sig-
natures. These introduce technique-specific sources of errors

the difference process of Eq. (2) is not able to cancel out.
Since we aim to provide TCH estimates free from known sys-
tematic effects, draconitic signatures will be removed from
the SG observations.

Furthermore, as will be shown in Sect. 3.1, the 4 SG
techniques are characterized by dissimilar precisions to one
another and by noise processes which are not strictly sta-
tionary. The impact of groups of observations character-
ized by highly dissimilar precisions on TCH estimates will
be assessed through simulations (cf. Sect. 4). Stochastic
processes representative of the noise characteristics of the
SG techniques will be used with the aim of verifying whether
or not TCH is able to recover the nominal uncertainties of
the simulated observations. Since the noise content of GPS
global networks has proven to be affected by low-frequency
flicker noise (see, e.g. Ray et al. 2008; Santamaría-Gómez
et al. 2011), our simulations will account for the presence of
time-correlated errors.

3 Space geodetic data sets and data reduction

The SG solutions utilized in this study are briefly described
and the data reduction process leading to the application of
the TCH approach is fully outlined in Sect. 3.1.

The official submissions released by the International
VLBI Service for Geodesy and Astrometry (IVS), the Inter-
national Laser Ranging Service (ILRS), the International
GNSS Service (IGS) and the International DORIS Service
(IDS) for the ITRF2008 computation have been adopted in
this investigation. Solution (Software/technique) INdepen-
dent EXchange Format (SINEX)1 files of weekly GPS, SLR
and DORIS and daily VLBI sessions have been reduced
in order to extract time series of residual station positions
(cf. Table 1).

1 http://www.iers.org/IERS/EN/Organization/AnalysisCoordinator/
SinexFormat/sinex__cont.html.
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Fig. 1 Steps required for the TCH application to GPS, VLBI, SLR and
DORIS. Rectangles identify the procedures which the data sets are sub-
jected to. Cylinders represent SG data sets. The extension MCS qualifies
the minimally constrained solutions. The extension dRTS (wRTS) iden-

tifies the daily (weekly) residual time series extracted at the ITRF sites
and obtained as a result of the step 2. The extension dfRTS (wfRTS)
indicates the daily (weekly) filtered residual time series obtained as a
result of the phase of filtering (step 6)

3.1 Data reduction

The flow-chart of Fig. 1 delineates the steps required for the
application of TCH to SG data sets. For an optimal usage of
the covariance information of SG solutions, it is advisable to
adopt input frames defined by means of minimal constraints.
If loosely constrained or free network solutions are provided,
as is the case for SLR and VLBI, minimal constraints should
be applied in such a way that the covariances reflect the inter-
nal noise of the observations.

Following the procedures outlined in Altamimi et al.
(2007), VLBI normal equations have been inverted applying
minimal constraints over rotations and translations, whereas
the covariance matrices of loosely constrained SLR solutions
have been algebraically projected over rotations. The covari-
ance matrices of the SLR solutions reflect not only the inter-
nal noise of the observations (i.e. the measurement noise).
They also account for the portion of spatially correlated errors
due to the presence of undefined frame parameters (i.e. the
frame noise). To remove frame uncertainties from the covari-
ance matrix of the SLR solutions, each of the SLR covariance
matrices has been treated adopting the orthogonal covari-
ance decomposition (i.e. projection) outlined by Sillard and
Boucher (2001) (cf. Equations 19, 20 and 21 of the paper).
Since frame origin and scale are intrinsically defined in SLR

solutions, the SLR covariance matrices have been uniquely
projected over rotations.

During the data editing (cf. step 1 in the flow-chart of
Fig. 1), the minimally constrained SINEX files have been
stacked individually for each technique with CATREF soft-
ware (Altamimi et al. 2007). Minimal constraints with respect
to ITRF2008 have been adopted to define the long-term ref-
erence frames derived from the stacking. Station position
outliers with respect to the long-term frames have been iden-
tified and removed from the SG solutions.

The edited SINEX files have been re-stacked (cf. step 2)
as follows: three rotations and three translations have been
estimated for each SINEX file. No scale factor has been deter-
mined during the stacking in order to prevent the parameter
from absorbing part of the non-linear station motion (see,
e.g. Tregoning and van Dam 2005; Collilieux et al. 2009,
2012). However, to estimate the scale in this particular appli-
cation should in principle lead to the same TCH results, since
the difference process of Eq. (2) is aimed at removing com-
mon non-linear motions. Minimal constraints with respect
to ITRF2008 have been applied to the long-term reference
frames obtained as a result of the stacks. Station position
residuals with respect to the long-term reference frames are
inter-comparable and can be utilized when forming differ-
ence processes for the TCH application.
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Fig. 2 WRMS (black dots) of
the weekly DORIS SINEX files
as a function of time. The plots
from top to bottom refer to the
north, east and height
component, respectively. The
abscissae report the epochs
expressed in decimal year. The
ordinates show the WRMS
expressed in mm. The red solid
curve is obtained applying a
moving average filter with full
width of 53 weekly WRMS
determinations. The black solid
vertical lines, corresponding to
the time epochs 1998.18 and
2008.88, identify the time
window in which common
observations among the 4 SG
techniques are available. The
green solid vertical line
identifies the epoch 2003.0 after
which the technique
performances remarkably
improve
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In step 3, the WRMS time series for the 4 SG techniques
have been determined as detailed in Altamimi et al. (2002).
The variation of WRMS provides an indication of the qual-
ity of the positioning as a function of time. WRMS have
been computed adopting the residuals derived from the stack-
ing and therefore reflect the presence of non-linear signals
embedded in the station positions. TCH will be applied to
time series included in the time window (1998.180, 2008.88)
in which common observations among the 4 SG techniques
can be found.

Figure 2 reports the temporal variation of DORIS WRMS.
The vertical green line marks the time epoch 2003.0 and iden-
tifies 2 time segments ts1 and ts2, before and after 2003.0,
respectively. The WRMS after 2003.0 clearly show an
improvement which is attributable, as remarked by Altamimi
et al. (2011), to the increased number of satellites (from 4 to
5) in the DORIS constellation. No significant improvement
comparable to that of DORIS is detectable over the time win-
dow (1998.18, 2008.88) for the WRMS time series of GPS,
VLBI and SLR, whose diagrams are accessible through the
supplementary material. To account for the temporal variabil-
ity of DORIS intrinsic precisions, it is therefore advisable to
apply the TCH separately to the two time segments ts1 and
ts2. As a result, whenever DORIS observations are present
at ITRF co-locations, 2 TCH determinations for ts1 and ts2

will be provided.
Table 2 reports the median values of the WRMS for the

4 SG techniques computed over the two time segments. The
median WRMS show the intrinsic precisions of the 4 SG tech-
niques are considerably dissimilar, with GPS being the most
precise technique followed by VLBI, SLR and DORIS. It is

Table 2 Median values in mm of the WRMS for the north, east and
height components of the 4 SG techniques

T ts North East Height

P 1 1.6 1.6 4.4

2 1.3 1.4 4.0

R 1 2.6 2.7 7.1

2 2.6 2.8 7.8

L 1 8.0 8.9 7.0

2 7.4 8.4 6.0

D 1 15.1 12.3 14.8

2 9.8 8.2 9.1

T in the first row indicates the SG technique (P GPS, R VLBI, L SLR,
D DORIS), ts denotes the time segment over which the WRMS were
computed: ts1 refers to the time window [1998.18,2003.00], whereas
ts2 to [2003.00,2008.88]

worth observing DORIS WRMS can be ∼10 times as large
as GPS (cf. north component in ts1). Also, an improvement
of ∼5 mm in the median WRMS can be observed when pass-
ing from ts1 to ts2. TCH has not been specifically designed
for dealing with groups of observations whose intrinsic preci-
sions are highly dissimilar. The effect of the dissimilar perfor-
mances of the 4 SG techniques on TCH will be investigated
by means of simulations of noise processes in Sect. 4.

During step 4, we extract time series of residual station
positions for each SG technique at the ITRF sites. Linear
trends as well as jumps affecting the station positions have
been estimated during the stacking and removed when com-
puting the residuals, utilizing the station position discontinu-
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ities2 defined for the ITRF2008. The adoption of detrended
station position residuals ensures that dissimilarities in the
velocities of co-located SG instruments at ITRF sites do not
perturb the TCH estimates.

Spectral analyses applied to station position residuals (cf.
step 5) have substantially confirmed what was found by Ray
et al. (2008) for the residual station positions of ITRF2005:
GPS stacked periodograms of station residuals are affected
by periodic signatures which can be related to the funda-
mental GPS draconitic frequency of 1.04 cpy and are char-
acterized by low-frequency flicker noise. Figure 3 visual-
izes the GPS stacked periodograms of the detrended and de-
seasonalized residual station positions where the fundamen-
tal draconitic frequency along with its overtones are marked
in red. The dashed black line represents a power spectral
density function monotonically decreasing as f −1 ( f , fre-
quency) and therefore consistent with a flicker noise spec-
trum. As can be observed by inspecting Fig. 3, the dashed
black line fits the GPS periodograms rather well at the lowest
frequencies. At higher frequencies, where the contribution
of white noise and its integrals is stronger, the periodograms
tend to flatten out. In addition, the GPS spectra appear not to
be compatible with a power spectral density function decreas-
ing as f −2, representative of the spectrum of a random walk
process. None of the GPS draconitic frequencies appears in
the periodograms of the other SG techniques, whose back-
ground noise is mostly white (VLBI and SLR periodograms
are reported in the supplementary material).

As shown in Fig. 4, DORIS stacked periodograms man-
ifest sharp peaks corresponding to 3.09 and 6.18 cpy and
are suggestive of a predominantly white background noise,
particularly at higher frequencies. Similar to GPS, the anom-
alous spectral lines do not relate to any geophysical motions
and are most likely to reflect systematic effects inherent to
DORIS. The 3.09 cpy spectral line corresponds to ∼118 days,
i.e. the draconitic period for the satellite TOPEX. As pointed
out by Gobinddass et al. (2009), geocenter-related parameters
for DORIS exhibit distinct spectral features at the TOPEX
draconitic frequencies. It is thus plausible to assume the peri-
odograms of DORIS residual positions reflect the same gen-
erating mechanism.

As remarked in Sect. 2, we aim to provide TCH estimates
free from known sources of systematic errors. Draconitic sig-
natures affecting the SG techniques will be therefore removed
(cf. step 6, filtering). Draconitic signals in GPS residual posi-
tions manifest themselves as broad-banded peaks in the spec-
tral domain. Also, they do not exactly occur at multiples of the
fundamental generating tone 1.04 cpy (Santamaría-Gómez et
al. 2011). We therefore suggest their removal be executed by
defining a suitable spectral band centered about the 1.04 cpy

2 Available at http://itrf.ensg.ign.fr/ITRF_solutions/2008/computation
_strategy.php?page=2.

frequency and its overtones. Spectral bands with increasing
semi-width of 0.10, 0.14 and 0.20 cpy have been considered.
All of the frequencies included in such spectral bands have
been least-squares fitted and filtered out from the GPS resid-
uals and the spectra relative to the 3 spectral bands have been
compared. We found the adoption of a semi-band-width of
0.14 cpy is adequate to remove the broad-band draconitic
signatures. As for DORIS, the filtering based on the least-
squares fits of the 3.09 cpy fundamental frequency and its
overtones has proven apt to remove the draconitic signatures.

Prior to applying TCH, the seasonal components (i.e. the
annual and semi-annual harmonics) have been least-squares
fitted and removed from the residual positions of the 4 SG
techniques. In the following, the term filtered is meant to
indicate time series of residual positions wherein the linear
trends, the seasonal components, the GPS and DORIS dra-
conitic signatures have been removed.

During step 7, the noise content of GPS filtered time series
has been quantified. The characterization of errors affecting
GPS station position time series has long been dealt with in a
variety of studies (see, e.g. Zhang et al. 1997; Mao et al. 1999;
Williams et al. 2004). Most recently, applying spectral and
maximum-likelihood estimator-based methods to homoge-
neously reprocessed GPS data derived from global networks,
Santamaría-Gómez et al. (2011) have proven the combination
of flicker and white noise to be the most appropriate descrip-
tion of GPS noise. The authors also concluded that physical
random walk motion of the GPS monuments as detected in
short baseline studies (see, e.g. Wyatt 1982, 1989; Lang-
bein and Johnson 1997; Beavan 2005) cannot be identified
in global GPS networks due to other sources of error being
more conspicuous. Since our GPS solutions result from the
reprocessing of global networks, it is legitimate to assume
that the GPS noise ε(t) follows an additive model:

ε(t) = aω(t) + bϕ(t) (5)

wherein ω identifies a Gaussian process with zero-mean and
unitary variance (i.e. white noise), a is the amplitude associ-
ated with the Gaussian process, ϕ a flicker noise realization
with unitary variance, b is its amplitude and t is time.

The noise content of each GPS filtered time series has been
here quantified utilizing CATS software (Williams 2008).
The software provides maximum-likelihood estimates of
the noise amplitudes adopting an additive stochastic model
which, in our case, is chosen to be:

Cy = a2Iω + b2Jϕ (6)

where Cy identifies the covariance matrix of the filtered time
series, the variance factors a2 and b2 define the square of the
amplitude of white and flicker noise, respectively, Iω is the
white noise identity matrix and Jϕ the flicker noise covari-
ance matrix. As detailed in Williams (2003), the matrix Jϕ ,
obtained through the fractional differencing approach (Hosk-
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Fig. 3 Stacked Lomb–Scargle periodograms of detrended and de-
seasonalized GPS time series with more than 100 observations in the
log–log domain. Abscissae report the frequencies expressed in cpy,
whereas the ordinates report the spectral density in mm2/cpy. The black
solid curve on top of the graph denoted with H displays the spectrum for
the height component. Those denoted with E and N show the spectrum

for the east and north component, respectively. For clarity of represen-
tation, the spectrum of the east and north component has been scaled
by the quantities 10−1.0 and 10−2.3, respectively. The dashed black line
shows the spectrum of a flicker noise. Vertical dashed red lines indicate
draconitic frequencies for GPS from the fundamental generating tone
at 1.04 cpy up to the 8th harmonic (i.e. the 7th overtone)
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Fig. 4 Stacked Lomb–Scargle periodograms of DORIS time series
with more than 100 observations in the log–log domain. Abscissae
report the frequencies expressed in cpy, whereas the ordinates report
the spectral density in mm2/cpy. The light gray solid curves show
the spectrum of the detrended residual time series whereas those in
black display the spectrum of the detrended and de-seasonalized resid-
ual time series. The dashed black lines show the spectrum of a flicker

noise. For clarity of representation, the spectrum of the east and north
component has been scaled by the quantities 10−1.0 and 10−2.3, respec-
tively. The vertical dashed red lines represent the annual (1.0 cpy) and
the semi-annual (2.0 cpy) frequency and the draconitic frequencies for
DORIS from the fundamental generating tone at 3.09 cpy up to the 5th
overtone
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Table 3 Noise content analyses of filtered GPS time series

North East Height

a b r a b r a b r

Median 0.9 1.4 1.6 0.6 1.4 2.1 1.3 4.5 3.1

SD 1.3 1.5 1.5 1.1 2.1 1.8 2.0 4.0 3.0

The additive-noise model described in Eq. (5) has been adopted. The row median (SD) reports the median values (standard deviations) of a, b and
r for all of the three components. Values of a are assigned in mm, b in mm/y0.25 whereas units of r are y−0.25

ing 1981), is scaled by the factor ΔT 1/2, where ΔT is the
sampling interval of the time series (weekly in our case).
Since the diagonal elements of Cy are expressed in mm2, Iω

is dimensionless and the element of Jϕ are expressed in y0.5,
in order to make Eq. (6) dimensionally homogeneous, the
units of a are mm, those of b are mm/y0.25, whereas the
ratio r = b

a is expressed in y−0.25. For ease of representa-
tion, units of the ratio r will be omitted hereafter.

White and flicker noise amplitudes of GPS filtered time
series with more than 100 observations have been estimated
and statistics related to these determinations are reported in
Table 3. The percentages of stations with r > 1 are 74, 83 and
96 % for the north, east and height components, respectively.
Most of the GPS stations are therefore characterized by a
content of flicker noise larger than the white, with slightly
dissimilar behaviour for the three components. The height
component turns out to be the most affected in terms of time-
correlated errors, the median flicker noise amplitude being
three times larger than the horizontal ones.

Prior to applying TCH, daily (filtered) time series of VLBI
residual positions have been aggregated into weekly aver-
ages (cf. step 8 in the flow-chart of Fig. 1). For each VLBI
station, the daily residual positions have been grouped into
weekly bins matching the GPS weeks. When more than one
residual position is included into the weekly bins, the daily
observations are averaged into weekly positions. The aver-
aged weekly positions are then linearly interpolated in time
so as to match the central epoch of the GPS week.

4 Simulations

Simulations of noise processes are utilized in order to quan-
tify the extent at which dissimilar precisions of the SG tech-
niques and time-correlated errors can impact the TCH results.
When examining the stacked periodograms of the residual
station positions in Sect. 3.1, no substantive evidence of ran-
dom walk has been found in any of the SG techniques. There-
fore, our simulations uniquely account for the presence of
white and flicker noise.

Time-correlated errors have been widely investigated in a
large number of geodetic studies focussing on the impact of
the noise structure in GPS velocity uncertainty estimates and

different approaches to noise simulations have been proposed
(see, e.g. Zhang et al. 1997; Mao et al. 1999; Williams 2003).

In this study, following Kasdin (1995), flicker noise is
simulated adopting an autoregressive formulation:

ϕn = −	1ϕn−1 − 	2ϕn−2

−	3ϕn−3 − · · · − 	 jϕn− j + · · · + wn (7)

where n denotes the time index, j represents the autoregres-
sive order (i.e. the number of the 	 j coefficients), ϕn and wn

are realizations of flicker and white noise, respectively, at the
nth time epoch. The kth autoregressive coefficient 	k can be
recursively defined as:

	0 = 1

	k =
(

k − 3

2

)(
	k−1

k

)
(8)

In our simulations, the autoregressive order j [cf. Eq. (7)] is
chosen to be equal to the number of simulated observations.

Three stochastic processes ε1, ε2, ε3, with noise charac-
teristics chosen so as to mimic those of the SG time series,
have been simulated and used as input to TCH. ε1 repre-
sents the GPS noise content and is therefore defined as the
combination of white and flicker noise:

ε1(t) = a1 [ω(t) + rϕ(t)] . (9)

The parameters a1 and r of Eq. (9) enable to control the
amount of white (ω) and flicker (ϕ) noise injected into ε1. In
our simulations, a1 varies in the range (0.1, 6) mm whereas
r in (0, 6), these values being representative of the median
noise content of the GPS network analyzed in Sect. 3 (cf.
Table 3). We observe that, for fixed values of the white noise
content a1, as the flicker noise amplitude increases, the vari-
ance of ε1 increases.

ε2 and ε3, designed to mimic the noise characteristics of
the least precise SG techniques (i.e. VLBI, SLR and DORIS),
are white noise processes with amplitudes a2 = 4 mm and
a3 = 16 mm, respectively. Time series with 520 elements
have been generated, this value being representative of the
maximum number of simultaneous observations for the ITRF
co-locations adopted in this study. Throughout our simula-
tions, a2 and a3 have been kept fixed while increasing the
values of a1 and r .

123



TCH application to non-linear residuals of space-geodetic time series 321

By setting a1, r, a2 and a3 and generating white and flicker
noises, a realization of the three noise processes ε1, ε2 and
ε3 can be simulated. TCH can be applied to the three noise
processes, with the aim of verifying whether the algorithm
is able to recover the nominal uncertainties a1, a2 and a3 of
the three time series. When applying TCH to the generic i th
realization of noise processes, we can define the following
quantity:

δi
j (a1, r) = σ i

j − a j , (10)

where σ i
j is the TCH estimate and a j the white noise ampli-

tude of the j th noise process ( j = 1, 2, 3). δi
j isolates the

contribution of time-correlated errors in the TCH estimates.
For each value of a1 and r , we simulated a number ne of
different realizations of noise processes. TCH has been indi-
vidually applied to each of the ne realizations. By averaging
δi

j over the number of realizations ne, the following statistic
can be defined:

e j (a1, r) = 1

ne

ne∑
i=1

δi
j (a1, r) (11)

In our simulations, ne, number of realizations, has been set
to 50.

The average discrepancy of Eq. (11) has been determined
for each of the three noise processes so as to quantify the
impact of the increasing level of flicker noise on the TCH
estimates. The curves plotted in Fig. 5 show the discrepancy
e1 for ε1 as a function of the ratio r and parameterized for
increasing values of the white noise amplitude a1.
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Fig. 5 Average discrepancy e1 as described in Eq. (11) computed for
the noise process ε1 affected by time-correlated errors. e1 is plotted
as a function of the ratio r and parameterized according to increasing
values of the background white noise amplitude a, expressed in mm.
The ordinates report e1 expressed in mm. In the abscissae the ratio r is
reported

We observe that e1 is a monotonically increasing function
of r and a1 always assuming positive values. As r tends to 0,
all of the curves reported in Fig. 5 converge to zero regardless
of the level of background white noise a1. Therefore, in the
absence of time-correlated noise, TCH is able to fully recover
the nominal uncertainties of groups of observations, even
when these are remarkably dissimilar to one another. When
the time-correlated errors predominate over white noise (r �
1), TCH proves affected by the increased variance of the
observations. The discrepancy increases as the content of
flicker noise injected in the observations augments.

Unlike e1, the discrepancies e2 and e3 are randomly dis-
tributed with zero-mean and dispersion about the mean less
than 0.3 mm. These results confirm as expected the TCH esti-
mates for ε2 and ε3 are not affected either by the presence
of time-correlated errors in ε1 or by the dissimilar nominal
uncertainties of the noise processes. No significant differ-
ences of e1 have been found when varying the white noise
amplitudes a2 and a3. Therefore the discrepancy e1 does not
depend upon the white noise content of ε2 and ε3. The curves
in Fig. 5 have been interpolated estimating the parameters
(α, β, k, q) of the following function:

ε(a, r) =
{

αrβ if r ≤ 2
kr + q otherwise

(12)

Table S1 reported in the supplementary material collects
the parameters of the interpolating function of Eq. (12) for
increasing values of the white noise amplitude a. By using
such parameters, it is therefore possible to provide an indi-
cation of the contribution of time-correlated errors to the
TCH-derived sigmas.

5 Results and discussion

Results of the TCH application to the ITRF co-located sites
are illustrated. Simultaneous observations of the residual
positions have been identified at ITRF co-locations having
at least 3 observing techniques and co-located sites with less
than 30 common observations have been discarded from the
analyses. Out of all the ITRF co-locations, only 16 turned out
to be characterized by a sufficient number of observations (cf.
Table 4).

All of the 16 ITRF sites are co-located with GPS. Six
sites host co-locations among GPS, SLR and DORIS. Three
sites are co-located with GPS, VLBI and DORIS. Four are
GPS, VLBI and SLR co-locations. Hartebeesthoek (South
Africa) is the only 4-way co-location with a sufficient num-
ber of simultaneous observations. TCH has been individ-
ually applied to each site shown in Table 4 adopting time
series of filtered residual positions (i.e. free from draconitic
signatures, detrended and de-seasonalized) derived from the
stacking outlined in Sect. 3.1. For all of the ITRF co-locations
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Table 4 List of the ITRF co-locations TCH has been applied to

DOMES φ λ Site name P R L D

10317 78.55 11.56 Ny-Ålesund (Norway) NYA1 7331 – SPIA/SPJB

10503 60.13 24.23 Metsahovi (Finland) METS – 7806 META/METB

12734 40.46 16.70 Matera (Italy) MATE 7243 7939/7941 –

14201 48.95 12.88 Wettzell (Germany) WTZR 7224 8834 –

21605 30.93 121.20 Shanghai (China) SHAO 7227 7821/7837 –

30302 −25.53 27.42 Hartebeesthoek (South Africa) HARB 7232 7501 HBKA/HBLA/HBKB/HBMB

40408 64.83 212.50 Fairbanks (USA) FAIR 7225 – FAIA/FAIB

40424 21.99 200.34 Kauai (USA) KOKB 7298 – KOKA/KOLB

40442 30.40 255.59 Fort Davis (USA) MDO1 7613 7080 –

40451 38.83 283.17 Greenbelt (USA) GODE – 7105 GREB

40497 32.72 243.58 Monument Peak (USA) MONP – 7110 MONB/MOOB

41719 −36.66 286.97 Concepcion (Chile) CONZ 7640 7405 –

42202 −16.36 288.51 Arequipa (Peru) AREQ – 7403 AREA/AREB/ARFB

50103 −35.22 148.98 Tidbinbilla (Australia) TIDB – 7843 ORRB

50119 −35.13 149.01 Mount Stromlo (Australia) STR1 – 7825/7849 MSOB/MSPB

92201 −17.47 210.39 Papeete (Tahiti) THTI – 7124 PAPB/PAQB/PATB

Each site is identified by its DOMES number in column 1, followed by latitudes (φ) and longitudes (λ) in degrees in columns 2 and 3, respectively,
and the site names in column 4. Columns P (GPS), R (VLBI), L (SLR) and D (DORIS) report the conventional station codes used in the SG data
reductions. When more than one station code is present in columns L and D, residual time series have been merged prior to applying TCH

hosting DORIS stations, TCH has been applied separately to
the two distinct time segments ts1 and ts2. At the sites in
which DORIS is not present, TCH has been applied to the
entire time span of the observations.

TCH results listed per site and per component along with
WRMS and median formal errors have been reported in
Table 5. For some of the co-located sites the number of
simultaneous observations utilized for the application of
TCH differs depending upon the component of the local
frame (cf. column n of Table 5). In such cases, the TCH
algorithm applied to the entire set of simultaneous obser-
vations fails to provide non-negative variances. Whenever
this occurs, a subset of simultaneous observations is selected
through an iterative procedure by removing a progressively
increasing number of observations until the TCH algorithm
provides non-negative variances. TCH and WRMS have
been computed adopting the same sample of observations
in such a way that the two metrics can be consistently com-
pared. In GPS case, TCH results include the contribution of
time-correlated errors, whose impact has been simulated in
Sect. 4.

Figure 6 visualizes the TCH estimates at ITRF co-
locations and helps compare and establish the degree of (rel-
ative) precision of the 4 SG techniques. It can be observed
that, on the whole, the most precise technique is GPS for
most of the sites. Table 6 collects the median values of TCH
estimates. These statistics clearly confirm the hierarchy of
the SG techniques with GPS being the most precise followed
by VLBI, SLR and DORIS. Notwithstanding GPS is affected

by sizeable time-correlated errors particularly on the height
component, the technique proves the most precise.

GPS performs better in the horizontal than in the vertical
component, the TCH median values of the north and east
components being ∼3 times smaller than the height. Such a
pattern is likewise reflected by the formal uncertainties of the
GPS solutions. The plots of Fig. 6 spotlight anomalous GPS
stations with TCH-derived sigmas larger than 5 mm in at least
one of the three components. These are METS (10503, Met-
sahovi, Finland), AREQ (42202, Arequipa, Peru) and THTI
(92201, Papeete, Tahiti). Also, Fort Davis (40442, USA) is
the only site in which GPS is not the most precise tech-
nique (cf. height component, time segment ts0 for 40442 in
Fig. 6).

As pointed out by the ITRF2008 discrepancies between
SG and terrestrial tie observations,3 Metsahovi is character-
ized by anomalous residuals (larger than 1 cm) on the height
component of the vector connecting the GPS (METS) and
SLR (7806) stations. Such anomalies are confirmed by the
TCH estimates and are suggestive of technique-dependent
effects at the site.

Arequipa is highly seismic and we expect the site seismic-
ity to degrade the quality of the SG positioning thus causing
the TCH-derived sigmas for all of the SG techniques to dras-
tically augment.

3 The list of ITRF2008 discrepancies can be accessed at http://itrf.ensg.
ign.fr/ITRF_solutions/2008/ITRF2008.php.
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The TCH anomalies for THTI are attributable to the
remarkably high level of time-correlated errors, as pointed
out by the noise content analysis described in Sect. 3.1.
Flicker noise amplitudes are 2.3, 3.2 and 10.7 mm/y0.25

for the north, east and height component, respectively. The
GPS stations at Greenbelt (GODE) and Tidbinbilla (TIDB)
were equipped with uncalibrated radomes which are known
to introduce biases in the height component. However TCH
determinations for both of the stations are not suggestive of
site anomalies.

VLBI stations perform particularly well in the horizon-
tal components, with TCH median values of ≈2 mm. TCH
results for the height component exhibit a larger scatter with
median value of 6.2 mm (cf. Table 6).

SLR is characterized by TCH median uncertainties of 8.5
and 7.6 mm, for the north and east component, respectively.
TCH on the height attains the value of 9 mm. As can be
deduced by inspecting the SLR TCH results in Fig. 6, the
SLR stations at Shanghai (21605) and Metsahovi (10503)
turn out to be characterized by the worst performances, with
TCH-derived sigmas up to 20.8 mm.

Table 5 TCH estimates for the ITRF co-locations listed in Table 4

DOMES ts T North East Height

n TCH W σ R n TCH W σ R n TCH W σ R

10317 1 P 157 1.2 0.9 1.3 0.9 127 0.5 0.7 1.2 0.4 157 2.6 3.6 5.8 0.4

R 1.9 1.9 0.7 2.5 1.8 1.7 0.6 2.9 5.7 7.5 1.8 3.2

D 8.7 8.6 3.0 2.9 6.8 6.1 2.7 2.6 10.1 9.0 2.7 3.7

10317 2 P 196 1.1 0.5 1.1 1.0 196 0.9 1.0 1.0 0.9 196 2.8 3.2 4.9 0.6

R 1.4 1.5 0.6 2.4 1.3 1.4 0.6 2.2 5.4 5.2 1.7 3.2

D 6.0 6.0 1.8 3.3 5.1 4.7 1.7 3.1 7.1 6.9 1.6 4.3

10503 1 P 43 1.5 0.9 1.2 1.2 58 4.0 0.8 1.0 3.8 58 7.0 2.7 3.2 2.2

L 19.7 12.0 8.6 2.3 20.8 11.6 8.0 2.6 18.1 11.6 3.8 4.7

D 11.4 10.5 3.6 3.1 13.2 13.4 5.0 2.6 12.0 13.0 4.6 2.6

12734 0 P 235 1.9 0.7 1.1 1.7 235 1.4 0.8 1.1 1.3 235 3.9 2.4 3.6 1.1

R 1.3 2.0 0.8 1.6 1.7 1.8 0.8 2.1 4.5 5.1 2.0 2.2

L 9.6 7.6 5.6 1.7 11.1 8.5 5.3 2.1 10.8 6.7 2.2 4.9

14201 0 P 386 0.5 0.8 1.2 0.4 444 0.6 0.7 1.0 0.6 504 2.2 2.7 3.6 0.6

R 1.7 1.5 1.1 1.6 1.5 1.4 1.0 1.5 3.4 3.6 2.2 1.6

L 9.3 7.4 4.9 1.9 8.6 7.4 4.6 1.9 9.5 8.4 1.3 7.4

21605 0 P 56 1.3 1.5 1.7 0.8 39 1.7 0.9 1.8 0.9 51 1.5 2.8 7.5 0.2

R 1.6 1.6 0.9 1.7 0.6 1.6 1.0 0.6 5.7 4.9 2.3 2.5

L 11.4 10.6 6.9 1.6 13.1 11.0 6.6 2.0 19.5 15.6 3.5 5.5

30302 1 P 66 1.2 1.0 1.6 0.8 66 1.2 1.0 1.6 0.8 63 1.0 2.2 5.7 0.2

R 3.0 3.3 1.6 1.9 2.0 2.5 1.4 1.4 7.7 7.9 4.2 1.8

L 7.1 6.4 4.9 1.5 5.3 4.5 4.7 1.1 10.6 3.3 1.5 6.8

D 10.3 9.6 3.3 3.2 14.1 13.2 6.5 2.2 5.2 10.2 4.6 1.1

30302 2 P 75 2.3 0.8 1.3 1.8 75 2.4 0.6 1.3 1.8 75 2.8 2.1 4.9 0.6

R 4.5 3.6 1.3 3.4 4.8 3.0 1.5 3.3 6.4 5.9 3.1 2.0

L 6.8 7.1 5.2 1.3 3.5 4.8 4.7 0.8 9.1 7.8 1.6 5.7

D 6.3 6.1 2.3 2.8 12.2 12.1 4.6 2.7 8.9 8.7 3.2 2.8

40408 1 P 223 1.5 1.4 1.6 0.9 152 0.5 0.9 1.2 0.4 223 1.7 3.9 4.9 0.3

R 1.3 1.6 0.9 1.4 2.0 1.8 0.9 2.2 6.2 4.5 2.2 2.8

D 8.4 8.0 3.0 2.8 9.6 9.6 3.8 2.5 12.2 11.9 3.4 3.6

40408 2 P 133 0.6 0.9 1.4 0.4 83 0.6 0.8 1.0 0.6 133 3.6 3.4 4.3 0.8

R 2.2 1.5 0.9 2.4 1.4 1.2 0.9 1.6 2.1 3.0 2.3 0.9

D 8.2 6.8 4.3 1.9 7.1 6.8 5.1 1.4 8.9 7.6 5.0 1.8

40424 1 P 260 0.8 1.0 1.3 0.6 244 0.5 1.3 1.6 0.3 260 3.5 3.8 5.2 0.7

R 3.7 3.7 1.3 2.9 4.2 3.9 1.2 3.4 7.7 6.9 2.5 3.0

D 14.7 14.0 3.3 4.4 19.7 19.3 6.6 3.0 16.4 15.7 4.6 3.6
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Table 5 continued

DOMES ts T North East Height

n TCH W σ R n TCH W σ R n TCH W σ R

40424 2 P 278 1.1 0.8 1.0 1.1 165 0.7 0.9 1.1 0.7 278 2.5 2.6 3.6 0.7

R 3.8 3.7 2.0 1.9 3.5 3.7 1.8 1.9 6.8 6.4 3.0 2.3

D 7.9 7.9 2.2 3.7 9.4 9.3 4.1 2.3 8.7 8.7 3.1 2.8

40442 0 P 64 0.8 0.8 1.1 0.7 75 1.0 0.9 1.2 0.8 75 4.1 2.8 4.5 0.9

R 0.3 0.3 0.3 1.0 0.6 1.1 0.3 1.9 1.0 4.3 0.8 1.2

L 7.1 7.5 4.7 1.5 7.4 6.9 4.6 1.6 6.2 6.4 1.5 4.1

40451 1 P 117 0.8 1.4 1.2 0.7 98 0.8 0.9 1.2 0.7 114 1.0 3.1 4.1 0.2

L 6.6 6.4 4.6 1.4 7.6 5.6 4.1 1.9 5.6 3.7 1.1 5.3

D 11.0 10.6 3.4 3.2 13.1 13.2 6.3 2.1 11.0 10.4 4.6 2.4

40451 2 P 232 2.9 0.7 1.0 2.8 232 1.4 0.7 1.0 1.4 108 1.4 2.4 3.8 0.4

L 8.5 6.1 5.3 1.6 9.3 5.8 4.9 1.9 8.1 3.3 1.7 4.8

D 7.9 7.9 2.4 3.3 9.4 9.1 4.7 2.0 11.1 10.3 3.5 3.1

40497 2 P 85 0.6 0.6 1.4 0.4 131 4.5 0.7 1.3 3.4 131 1.0 1.9 5.0 0.2

L 6.6 6.0 4.8 1.4 7.1 5.3 4.7 1.5 7.1 3.8 1.4 4.9

D 4.8 4.9 2.1 2.3 8.5 9.2 4.2 2.0 6.4 6.3 3.1 2.1

41719 0 P 198 2.5 1.1 1.4 1.8 108 0.5 1.3 1.3 0.4 198 2.8 2.7 4.0 0.7

R 3.7 4.0 2.3 1.6 3.0 3.4 1.8 1.6 9.0 9.0 7.1 1.3

L 10.4 8.8 5.4 1.9 12.4 12.3 6.5 1.9 10.0 5.7 2.0 5.0

42202 1 P 123 3.6 1.1 1.5 2.3 123 5.2 1.5 1.7 3.0 123 6.6 2.6 5.6 1.2

L 10.8 7.3 5.9 1.8 10.7 6.7 6.5 1.7 9.0 4.4 2.3 3.9

D 14.7 13.2 5.0 2.9 19.7 18.9 10.5 1.9 19.1 18.3 7.0 2.7

50103 1 P 45 0.9 1.2 1.5 0.6 46 1.5 1.3 1.8 0.8 46 3.1 2.4 4.4 0.7

L 9.3 6.3 5.1 1.8 5.9 6.2 5.0 1.2 7.2 5.8 1.6 4.6

D 17.1 16.0 6.2 2.8 19.5 19.1 13.5 1.4 27.1 23.8 9.1 3.0

50119 1 P 120 0.7 0.8 1.8 0.4 168 3.1 1.0 1.8 1.7 168 2.5 3.1 6.2 0.4

L 6.1 5.8 4.4 1.4 7.0 5.6 4.4 1.6 5.9 4.3 1.4 4.3

D 11.3 11.2 3.8 3.0 15.3 14.3 6.9 2.2 16.2 14.5 5.1 3.2

50119 2 P 185 0.5 0.6 1.7 0.3 198 1.9 1.0 1.7 1.1 198 2.2 2.2 6.0 0.4

L 5.6 4.4 4.1 1.3 6.6 5.4 4.0 1.6 5.4 3.6 0.9 6.1

D 5.9 5.9 2.4 2.5 10.0 10.1 4.7 2.1 7.3 7.4 3.2 2.3

92201 1 P 74 3.5 1.4 1.4 2.4 73 8.2 1.2 1.8 4.5 73 7.7 3.3 5.9 1.3

L 12.9 5.3 6.1 2.1 11.7 5.3 6.3 1.8 13.7 3.6 2.7 5.1

D 12.1 11.7 4.5 2.7 18.8 18.2 8.7 2.2 11.9 12.8 6.5 1.8

92201 2 P 45 0.7 0.8 1.1 0.6 95 2.9 0.9 1.3 2.2 95 3.3 2.7 3.9 0.8

L 9.0 6.9 7.9 1.1 12.5 6.8 8.2 1.5 13.9 4.9 4.5 3.1

D 9.8 8.5 2.3 4.2 11.3 11.2 4.9 2.3 10.0 9.6 3.6 2.8

The first column reports the DOMES number, ts refers to the time segment in which the TCH has been applied (cf. Sect. 3.1). When ts = 0, TCH is
applied to the entire time span of available observations. T is the SG technique (P GPS, R VLBI, L SLR, D DORIS), n the number of simultaneous
observations adopted in the TCH analyses. TCH, W and σ collect TCH, WRMS and median formal errors, respectively, all expressed in mm. R
reports the dimensionless ratio between TCH/σ

In almost all of the co-locations, DORIS is the least per-
forming technique with TCH median values well above the
1 cm level on almost all of the three components (cf. Table 6).
By looking at the DORIS TCH results plotted in Fig. 6, an
overall improvement is detectable when passing from time
segment ts1 to ts2. The TCH-derived sigmas therefore repro-

duce the improvement testified by the WRMS time series
of Fig. 2. The worst DORIS performances relate to the sta-
tion at Tidbinbilla. Tidbinbilla is in fact an anomalous co-
location wherein the distance between the DORIS and the
GPS station is considerably large (≈25 km). In our analysis,
we made the assumption the large inter-technique separa-
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Fig. 6 Bar plot of the TCH estimates reported in Table 5. Results are
plotted per components and per time segments and color-coded accord-
ing to the SG technique. Blue bars represent GPS, red bars correspond

to VLBI, green bars to SLR and those yellow to DORIS. In the abscis-
sae, the DOMES numbers of the ITRF co-location sites are indicated.
The ordinates report the TCH-derived sigmas expressed in mm

Table 6 Median values of the TCH estimates (column TCH in mm), of the ratios ρ = TCH/WRMS (column ρ) and R = TCH/σ (column R)
computed over all the ITRF sites reported in Table 4

T North East Height s0

TCH ρ R TCH ρ R TCH ρ R

P 1.1 1.2 0.8 1.2 0.9 0.8 2.8 0.8 0.6 0.9

R 2.2 1.0 1.9 2.0 1.1 2.1 6.2 1.0 2.0 5.5

L 8.5 1.3 1.5 7.6 1.2 1.6 9.0 1.6 4.9 4.4

D 9.2 1.0 3.0 11.7 1.0 2.2 10.6 1.0 2.8 3.2

Column T indicates the SG technique (P GPS, R VLBI, L SLR, D DORIS). The column s0 reports the square root of the AVF obtained from the
stacks of the SG techniques

tion does not affect the quality of the co-location. Yet the
anomalous TCH estimates at Tidbinbilla suggest there may
be uncommon motion patterns among the three co-located
techniques thus making the site inapt for the TCH applica-
tion.

The plots in Fig. 7 visualize the ratio ρ = TCH/WRMS
for each SG technique at the co-locations of Table 4. Values
of ρ larger than 1 are suggestive of technique-dependent sys-
tematic effects which do not show up either in the WRMS

or in the median formal errors but are reflected in the TCH
estimates.

As can be deduced by inspecting the median ratios ρ in
Table 6, TCH and WRMS are in striking agreement for VLBI
and DORIS, thus suggesting the WRMS can be used as a
proxy for TCH at those sites wherein the application of the
method is not feasible. As to SLR, the ratios ρ of the vertical
component is more scattered than the horizontal, with values
considerably larger than 2. Such anomalies might point once
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Fig. 7 Bar plot of the ratio ρ = TCH/WRMS between the TCH-
derived sigmas and the repeatabilities determined at the ITRF co-
locations reported in Table 5. Results are plotted per component and
per time segment. The same conventions on the colors of Fig. 6 have

been adopted. In the abscissae, the DOMES numbers of the ITRF co-
location sites used for the TCH analyses are reported. The black solid
lines reported in all of the plots marks the ρ = 1 value

again to the presence of technique-dependent biases which
are not reflected either in the WRMS or in the formal errors
of the SLR stations.

Remarkable discrepancies (ρ � 2) can be observed in
the east and north components at some GPS sites. These
are once again indicative of low-quality GPS stations such
as METS, AREQ, TIDB (50119, Tidbinbilla, Australia) and
STR1 (50103, Mount Stromlo, Australia). It is worth observ-
ing that STR1 is the most affected by time-correlated errors
in that the amount of flicker noise exceeds the 10 mm/y0.25

level in each of the three components.
The plots of Fig. 8 represent the ratio R = TCH/σ

between TCH and the median formal errors for each SG tech-
niques at the co-locations of Table 4. R provides an indication
of the scaling factor to apply to the station formal errors as
reported in the SINEX files in order to obtain a more realistic
description of the SG technique uncertainties. Ratios larger
(smaller) than 1 indicate the TCH-derived sigmas are higher
(lower) than the median formal errors, thus suggesting the
uncertainties be up-scaled (down-scaled).

Table 6 reports the median values of the ratios R and com-
pares them with the AVFs derived from the single-technique
stacks described in Sect. 3. If on the one hand, VLBI, SLR
and DORIS are characterized by median R > 1, GPS on
the other proves to have median R < 1 on all of the three
components. GPS is therefore the only SG technique whose
covariances are not to be up-scaled. Also, it is worth noticing
the height component median ratio R compares rather well
with the AVF estimated through the stacking (cf. Table 6).

As to VLBI, the plots of Fig. 8 clearly show there is no
overall agreement between the ratios and the AVF. Median
R reported in Table 6 prove the VLBI covariances have to be
scaled by a factor of ∼2, which is lower than what the AVF
suggests (5.5).

As to SLR, the height median value of the ratio R suggests
the height component of the covariances be up-scaled by a
factor 5, whereas the horizontal median ratios are 1.5 and 1.6
for the north and height components, respectively. The AVF
derived from the SLR stack does not prove to be in agreement
with the ratios in any of the three components (cf. Table 6).
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Fig. 8 Bar plot of the ratio R = TCH/σ between the TCH-derived
sigmas and the median formal errors relevant to the ITRF co-locations
reported in Table 5. Values are plotted per component and per time seg-
ment (ts0, ts1 and ts2). The same conventions on the colors of Fig. 6
have been adopted. The solid lines mark the square root of the AVFs
derived from the stacks of the 4 SG techniques reported in Table 6.

In particular, the blue solid line marks the value 0.9 representing the
square root of the AVF for GPS: the red solid line marks the value 5.5
which is the square root of VLBI AVF; the green solid line marks the
value 4.4 representing the AVF of SLR, whereas the yellow solid line
corresponds to the value 3.2 and represents the square root of the AVF
for DORIS

The median ratios for DORIS exhibit values of 3.0, 2.2 and
2.8 for the north, east and height component, respectively, and
compare well with the corresponding AVF of 3.2 as reported
in Table 6.

6 Conclusions

The application of TCH to time series of SG residual posi-
tions has been critically discussed and results have been pro-
vided analysing the ITRF2008 datasets. The major advantage
of adopting TCH lies in the removal of common-mode signals
at co-located sites when pair-wise differences are formed.
In the absence of specific technique-dependent biases, TCH
estimates uniquely reflect the SG measurement errors. Con-
versely, intrinsic metrics based on post-fit residuals such as
RMS, WRMS and AVFs factors are unavoidably affected by
the presence of non-linear geophysical signals.

Adopting simulations of stochastic processes, we investi-
gated the impact of different levels of intrinsic precisions of
the 4 SG techniques and of time-correlated errors on TCH.
We found that, in the absence of time-correlated errors, TCH
is able to fully recover the nominal uncertainties of groups
of observations whose intrinsic precisions are remarkably
dissimilar. When time-correlated errors are largely predomi-
nant, TCH is affected by the increased variance of the obser-
vations.

To provide TCH estimates free from technique-specific
systematic effects, GPS and DORIS draconitic signatures
have been removed from the SG residual positions. TCH esti-
mates have been determined for 16 co-located sites provided
with a sufficient number of simultaneous observations. Con-
sidering the reduced number of 3-way co-locations available,
our results cannot be regarded as representative of the entire
SG networks. This is particularly true for SLR, where many
of the high-quality stations such as Yarragadee (Australia),
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Herstmonceux (UK), Graz (Austria) and Grasse (France)
could not be included in the analyses.

TCH applied to the selected co-locations confirmed that
GPS, albeit affected by time-correlated errors, is the most
precise of the SG techniques. GPS TCH median values are
1.1, 1.2 and 2.8 mm, for the north, east and height compo-
nent, respectively. VLBI performs particularly well in the
horizontal components, its median uncertainties being in
the order of 2 mm; whereas, its height component is ∼2
times as large as the GPS one. DORIS proved the least pre-
cise, their median uncertainties being in the order of 1 cm.
The height component uncertainties for SLR and DORIS
are three times larger than GPS. None of the 4 SG tech-
niques has proven characterized by sub-millimetric preci-
sions.

We compared TCH determinations with WRMS and
found that the two metrics are in striking agreement for VLBI
and DORIS but not for GPS and SLR. WRMS can be there-
fore used as proxy for TCH at the VLBI/DORIS sites wherein
the method is not applicable. Co-locations in which TCH esti-
mates are significantly larger than the WRMS are suggestive
of site-dependent or technique-dependent biases that neither
the formal errors nor the repeatabilities by themselves are
able to point out.

Determining the ratio between TCH determinations and
median formal errors, we provided a rough estimate of the
station-dependent scaling factors to be applied to the covari-
ances of SG solutions in order to get a more realistic descrip-
tion of the uncertainties. Our results suggest the covariances
have to be up-scaled for VLBI, SLR, DORIS. The GPS
uncertainties of the horizontal components proved in gen-
eral agreement with the TCH determinations and no scal-
ing would be therefore required. Formal errors of the height
component should be down-scaled by a factor 0.6. The TCH-
derived scaling factors have also been compared with the
AVFs obtained from the stacking of the SG SINEX files. The
two metrics compare rather favourably for GPS and DORIS,
whereas no agreement has been found for the other SG tech-
niques.

The number of ITRF co-locations which the TCH method
may be applied to is still scarce. The larger observing span
and the increased amount of SG observations expected for
the ITRF2013 might be beneficial thus extending the number
of co-locations available for this kind of analyses.
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