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Abstract International compilations of marine gravity, such
as the International Gravity Bureau (BGI) contain tens of mil-
lions of point data. Lemoine et al. (The Development of the
Joint NASA GSFC and the National Imagery and Mapping
Agency (NIMA) Geopotential Model EGM96, NASA/TP-
1998-206861) chose not to include any marine gravity in the
construction of the global gravity model EGM96. Instead
they used synthetic anomalies derived from altimetry, so that
no independent information about Mean Dynamic Topogra-
phy (MDT) can be deduced. Software has been developed
not only to identify and correct those aspects of marine grav-
ity data that are unreliable, but to do so in a way that can be
applied to very large, ocean-wide data sets. First, we select
only straight-line parts of ship-tracks and fit each one with a
high-degree series of Chebyshev polynomials, whose misfit
standard deviation is σline and measures the random error
associated with point gravity data. Then, network adjust-
ment determines how the gravity datum is offset for each
survey. A free least squares adjustment minimises the grav-
ity anomaly mismatch at line-crossing points, using σline to
weight the estimate for each line. For a long, well crossed
survey, the instrumental drift rate is also adjusted. For some
42,000 cross-over points in the northern Atlantic Ocean, net-
work adjustment reduces the unweighted standard deviation
of the cross-over errors from 4.03 to 1.58 mGal; when quality
weighted, the statistic reduces from 1.32 to 0.39 mGal. The
geodetic MDT is calculated combining the adjusted gravity
anomalies and satellite altimetry, and a priori global ocean
model through a new algorithm called the Iterative Combi-
nation Method. This paper reports a first demonstration that
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geodetic oceanography can characterise the details of basin
wide ocean circulation with a resolution better than global
ocean circulation models. The result matches regional mod-
els of ocean circulation from hydrography measurements
(Geophys Res Lett 29:1896, 2002; J Geophys Res 108:3251,
2003).
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1 Introduction

International compilations of marine gravity, such as those
by the International Gravity Bureau (BGI) and the National
Geophysical Data Centre (NGDC) include some tens of mil-
lions of point data. The compilers of the 1996 Earth Gravity
Model (Lemoine et al. 1998) decided that marine gravity
data were too unreliable to be included. One of the purposes
of this paper is to mitigate these errors. Software has been
developed not only to identify and correct those aspects of
marine gravity data that are unreliable but to do so in a way
that can be applied to very large, ocean-wide data sets with
little manual intervention. These corrections are essential for
computing a high precision geoid or Mean Dynamic Topog-
raphy. Although synthetic free air gravity anomaly fields
derived from sea surface satellite altimetry have become a
widely used tool for investigating marine geophysics and
tectonics, their derivation ignores some scales of sea sur-
face topography, making them inconsistent with applications
to oceanography and vertical reference systems. The CHAl-
lenging Minisatellite Payload (CHAMP) (Reigber et al. 2003)
and the twin Gravity Recovery and Climate, Experiment
Mission (GRACE) (Tapley et al. 2004) have not reliably
resolved scales shorter than ∼500 km. While the future
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Gravity field and steady-state Ocean Circulation Explorer
(GOCE) satellite (Drinkwater et al. 2003) will improve this
resolution, marine and airborne surveys remain the only way
of providing real gravity field information at short wave-
lengths. Marine gravity measurements are, in principle, very
precise: military trials of a type of gravity sensor now com-
mercially available achieved RMS cross-over errors of only
0.1–0.2 mGal in rough seas (Perrin 1995, personal commu-
nication). Bell and Watts (1986) have also shown cross-over
errors of ±0.38 mGal using BGM-3 sea gravimeter. For a
variety of reasons, the accuracy of marine gravity anom-
alies does not match this precision. Some relate to measur-
ing gravity on an imperfectly stabilised platform, with others
due to systematic instrument errors, cross-coupling, loosing
reference to an absolute gravity datum and uncertainties in
the navigation system. Errors in course directions and speed
affect the Eötvös correction. Wessel and Watts (1988) and
Torge (1989) review these problems. There are additionally
gross errors and blunders in data collection and transcription,
and geographic inadequacies in data coverage. In attempting
to exploit existing data, there can also be the problem that not
enough information has been included in the archive or that
restrictions on access do not allow important components of
the information to be recovered.

Our strategy involves pre-processing followed by cross-
over network adjustment. Pre-processing aims to reduce the
dynamical errors associated with course changes, smooth out
high-frequency noise, and remove spikes and gross blun-
ders. Cross-over network adjustment aims to remove the sys-
tematic effects of datum offsets, different gravity reference
systems and drift in the gravity meter. We do not include
‘track-shifting’ (Nishimura and Forsyth 1988) parameters in
the adjustment model to correct for navigational errors: with
the information available from most archives, we do not see a
rational way of doing so. The removal of different character-
istics of error sources and minimisation of errors in marine
gravimetric observations has been the subject of several stud-
ies both global and regional scales (Talwani 1971; Strang Van
Hees 1983; Wessel and Watts 1988; Wessel 1989; Wenzel
1992; Matao 1995; Adjaout and Sarrailh 1997; Hwang et al.
2002; Denker and Ronald 2003; Catalao and Sevilla 2004).

This work was carried out as part of the Geoid and Ocean
Circulation in the North Atlantic (GOCINA) project more
recently extended to the Ocean Circulation and Transport
Between North Atlantic and the Arctic Sea (OCTAS) project,
which aimed to determine dynamic sea surface topography
from the combination of GRACE data, surface and airborne
gravity anomaly measurements, satellite altimetry and hydro-
graphic information, in preparation for the launch of the grav-
ity gradiometer satellite GOCE. The northern North Atlantic
was used to test the new methodology because its coverage by
surface ship gravity data is amongst the densest in the world
(see Fig. 1). This part of the northern North Atlantic has
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Fig. 1 Ship and airborne gravity data for the northern Atlantic, thinned
to an along-track distance of 10 km. The airborne gravity profiles are
shown in red. Land data not shown

benefited from a coincidence of oil exploration off the North
West European shelf and the seminal role played by surveys
of the Rejkjanes Ridge in the development of plate tecton-
ics. Later academic interest in the Iceland hotspot, together
with the Shetland–Faroes–Iceland–Greenland Ridge mark-
ing its bathymentric trail, extended detailed coverage beyond
regions with petroleum potential. Finally some civilian ben-
efit has derived from the intensive mapping of the northern
Atlantic as a Cold-War submarine hide-away. Despite the
unusually dense coverage of the gravity in the northern North
Atlantic, a few regions remain far from the nearest obser-
vation. Computing a gravimetric geoid involves a surface
integral of gravity, meaning that gravity coverage must be
complete. Consequently, practical evaluation requires grav-
ity to be interpolated into the gaps between survey lines. The
cleaned and adjusted ship and airborne gravity data provides
a strong constraint for surface gravity along survey lines. The
interpolation process is then done by our algorithm called the
Iterative Combination Method (ICM). It generates complete
grids of gravity and MDT that are mutually consistent.

The geodetic MDT comes from modifying an initial a
priori regional MDT model in two steps: first, we make its
long wavelength structure consistent with satellite altimetry
combined with the reliable parts of the geoid as deduced from
GRACE observations; secondly, we add shorter wavelength
information coming from the surface gravity data.

Our analysis has four stages: (1) data cleaning—
identifying and cleaning every linear segment of ship tracks
or aircraft flight lines (Sects. 3, 4, 5); (2) network
adjustment—shifting the datum of every line segment to min-
imise the mismatch at points where tracks cross (to some long
and well-connected surveys we include a drift parameter)
(Sects. 6, 7, 8, 9, 10); (3) the ICM algorithm—filling gaps
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between tracks and the resulting geodetic MDT (Sect. 11) and
(4) validation—comparing the geostrophic flow field derived
from the ICM MDT with independent data (Sect. 12). Finally,
the summary and major conclusions are given in Sect. 13.

2 Gravity data in the northern North Atlantic

The main marine gravity data sets used in this study have been
acquired from BGI, NGDC, Norwegian Mapping Agency
(NMA), the Arctic Gravity Project (ArcGP) and from inter-
national and national oil companies, but we also had access
on a restricted basis to the whole of British Geological Sur-
vey (BGS) data compilation covering British and Irish shelf
waters. These data sets cover the area between latitudes of
(45◦N to 75◦N) and longitudes of (75◦W to 33◦E).

The data were improved in 2003 by the GOCINA-OCTAS
project, with a major airborne gravity survey campaign. The
aircraft was equipped with GPS receivers, laser altimetry,
Inertial Navigation Systems (INS), and a LaCoste and
Romberg air–sea gravimeter. The long line connects between
Greenland, Iceland, the Faroes, Shetland, the Hebrides,
Norway and Jan Mayan. This survey tied in many differ-
ent marine surveys as well as constraining some important
data gaps. Due to the low flight altitude (∼160 m) the air-
borne free air anomalies have been treated directly as marine
data, as downward continuation effects should be minimal
(Forsberg et al. 2004).

The free-air gravity data set obtained by merging data from
different institutions resulted in 1,293,236 gravity points and
is shown in Fig. 1. Red lines represent airborne gravity data
thinned to an along track distance of 10 km. Individual cruises
originate from many different projects over a long period
of time and their quality varies. Most of the data sources,
these from BGI, BGS, and particularly NGDC, have detailed
descriptions of all gravity surveys. The NGDC data come in
MGD77 Marine Geophysical Data Exchange format, orga-
nized with one file per “survey-leg”. This is directly useful for
the cross-over adjustment. For other sources this information
may be missing.

3 Archives, ‘surveys’ and the choice of adjustment
model

Our adjustment involves a model with at least one parame-
ter for every survey, corresponding to an optimal shift in
its gravity datum. For long, well-crossed surveys, the model
may add a second parameter, representing linear instrumen-
tal drift. However, we are not usually able to retrieve all the
information needed to identify the real operational unit of
data collection, so what we are forced to call a ‘survey’ has
to be pragmatic and may include a range of different types
of data set.

A marine survey is operationally hierarchical: a cruise
involves a particular ship, gravity meter and survey institu-
tion. It starts at a home port, may call in at a sequence of
other ports and then return to its home port at the end of
a season. The data component collected between successive
port visits—places where the gravity datum and instrumental
drift rate may have been adjusted—is known as one leg of
the cruise. Each leg may consist of many lines.

Ideally, the unit of data for which the adjustment model
uses the same parameters corresponds to a leg. Throughout a
leg, the gravity datum and reference system, together with the
behaviour of the gravity meter, should be consistent. Ideally,
what we call a survey should be the same as a leg. However,
even good archiving structures may not record port visits, so
our analysis may not be able to identify legs and, in practice,
the whole cruise may be the only data component that can be
distinguished objectively. In this case, the need for a different
adjustment model for different parts of the same survey may
become apparent after the first adjustment and some iteration
that subdivides surveys and carries out a new adjustment may
be necessary.

A more serious difficulty is posed by the few data archives
that only list gravity and position in geographically sorted
bins. In some cases these data have to be discarded but, where
alternative coverage is missing, very considerable computa-
tional effort is needed using azimuth and distance criteria
to reconstruct individual survey tracks, often requiring man-
ual interaction. Even if a probable ship track can be identi-
fied and isolated, the direction of travel remains unknown.
More seriously, not knowing how to construct a survey as a
time-ordered sequence of lines means that every empirically
identified line-segment has to be treated as a one-line sur-
vey. This can greatly increase the number of free parameters
in the adjustment model, as well as decreasing its stability.
In practice, our use of the term survey in relation to marine
gravity data in the Northern Atlantic ranges from more than
25,000 km of ship track to a group of ten data points that we
deduce were collected by the single passage of one ship.

4 Line segments, curve-fitting and a priori errors

Although the survey attempts to represent an operational unit
of data collection and forms the basis of the network adjust-
ment model, the basic component of our pre-processing algo-
rithm is the line-segment. A line segment is a component of a
survey where the ship’s course is adequately straight. Succes-
sive point-to-point vectors are compared, using adopted cri-
teria for breaking surveys into line-segments: a break can be
triggered by a large change in course azimuth or an excessive
gap between points. We assign to the majority of the survey a
new line-segment only if the point-to-point azimuth changes
by more than 6 degree and if point spacing exceeds 5km or
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more. However, the point-spacing and azimuth change have
to be increased in few ship-tracks.

By using only line-segment data, we improve the reliabil-
ity of the data used for the network adjustment stage. Dur-
ing a course change, and for a period after it, the stabilised
platform housing the sensor may introduce transient gravity
errors. They should not modify either the instrument’s long-
term datum or its drift rate, so it remains appropriate to use
the same drift model for the many line segments that make
up a survey. However, data collected during and soon after
course changes may be unreliable: we discard them.

In order to maintain an adequately uniform and isotropic
representation of distance and direction—features needed
here for identifying linear segments but also later for data
interpolation and geoid computation—we first convert lat-
itude and longitude into the eastings and northings of an
appropriate map projection. For our region of the North
Atlantic, we use a conformal Lambert conic projection with
standard parallels at 55◦N and 75◦N. After the initial extrac-
tion of information from data archives, all other processing
is carried out in map projection coordinates.

Apart from an unknown datum shift and possibly an
unknown linear slope, we suppose that the gravity anomaly
profile along one line segment involves ‘noise’ superimposed
on a smooth function of along-track distance. The shape of
this function should correspond to ‘true’ gravity. In prac-
tice, this noise results from a variety of sources—the more
significant ones include failure of the stabilisation system
to deal with bad sea-states and, for early surveys, digitisa-
tion binning and failure to re-process dynamical corrections
once post-facto navigation corrections became known. We
suppose that these components of noise can be modelled
as spatially random. In addition to random noise, recording
blunders and instrumental malfunction may generate spikes
or unrealistic excursions.

For each line-segment, the pre-processing routine involves
three operations. First, it must parametrise the smooth curve
representing ‘true’ gravity; second, it must quantify the ran-
dom noise, and, third, it must identify and remove ‘blunders’.
For the deep-water parts of the Northern Atlantic, we have
some 12,000 line-segments, so these processes have to be
largely automatic.

The first stage represents the free air anomaly, the easting
and the northing as a parametric function of along-track dis-
tance using the Chebyshev polynomial curve fitting program
(we have to use along-track distance as a proxy for time: time
itself is rarely included in archives, although the direction of
time is nearly always available via the contributor’s point
number). For the measurement positions, we use a quadratic
function, rather than a linear one, in order to allow for long
tracks smoothly following a line of latitude.

For the free air anomaly, the routine fits progress-
ively higher degree Chebyshev polynomials, continuing

automatically until both the standard deviation of the residu-
als and their largest absolute value fall below chosen limits,
typically 0.5 and 1 mGal, respectively. Here the ‘trick’ is
to devise rules that do not overfit noisy data but still give a
faithful representation of ‘true’ gravity over the shelf-edge,
canyons, sea mounts, the mid-ocean-ridge and other real fea-
tures with high amplitudes and relatively short wavelengths.
For any segment where the fitting criteria are not met, the
software displays a profile showing the observed points, the
polynomial curve and a curve interpolated from KMS02 alti-
metric gravity anomalies (Andersen et al. 2003). At this stage,
data spikes and blunders are identified and eliminated, if
necessary by manual editing. If the display brings up many
instances of over- or under-fitting for the line-segments of
one particular survey, the general fitting parameters may be
changed but, usually, only a simple data edit is needed. Over-
all, only about 2% of line segments need manual intervention.
Once the whole of a survey has passed these tests, the points
and the fitted curves for all line segments are displayed in suc-
cession for a final visual check. Figure 2 shows an example
of the verification display.

The output of the pre-processing stage is a file describ-
ing the whole of one or more surveys, but grouped into
data batches for each line-segment. The main information
includes the set of Chebyshev polynomial coefficients des-
cribing the free air anomaly, and the course easting and nor-
thing. For each line segment, the RMS misfit is recorded,
playing an important role as an a priori error in the network
adjustment.
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Fig. 2 Line-segment verification display. This example of a ship-track
segment has high noise levels (the curve misfit has a standard deviation
of 1.38 mGal and a maximum of 6.03 mGal). Although failing typical
criteria of 0.5 and 1.5 mGal, the continuous curve (in red) was judged to
be an appropriate representation of the observation points, represented
by + sign. The altimetric gravity anomaly curve is shown in blue and
illustrates a datum shift of about 10 mGal. Typically altimetric gravity
anomalies have a lower resolution
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In identifying and then processing all the line segments
of a particular survey, the along-track distance is cumula-
tive, including the discarded parts of the survey during co-
urse changes. Chebyshev polynomials require that their
argument—along-track distance—be scaled to lie between
−1 and +1, so the along-track distance of the first and last
point on each line segment must also be recorded. There is
a corresponding record of the minimum and maximum east-
ing and northing. These values are also useful to determine
quickly that two line segments do not intersect. All future
processing uses just the Chebyshev polynomial coefficients,
rather than the original point data.

5 Line crossing points and connectivity

A typical geodetic network is designed. Network design aims
to achieve a particular level of accuracy, reliability and cost.
It chooses what size of polygon needs to be observed, where
bracing links are needed and what absolute constraints should
be imposed and where. These methods are occasionally used
for inshore gravity surveys prospecting locally for petro-
leum. There, ship tracks are usually regularly parallel and
cross-lines are added for control. Commercial software for
analysing cross-over errors exists for tracks with nearly ortho-
gonal geometry and where manual selection ensures that all
tracks are interconnected.

In contrast, an ocean-wide marine gravity ‘network’ is not
‘designed’, but comes about as a chance assembly of unre-
lated ship tracks. The network is rarely strongly braced, so
single ‘passage-lines’ become structurally important but may
involve unfavourably acute angles for track intersections. The
first task is to find all the points where two line-segments
cross and, at each of these points, to find the free air anom-
aly estimated by the two lines-segments. The next task is to
identify and select only those crossing points that lie on a
network that is interconnected.

The use of Chebyshev polynomials and the structure of
the line-index file were chosen to speed up the process of
identifying line-crossing points. Each line-segment is com-
pared with every other line-segment stored below it in the
file. The first test rejects intersection if the rectangles defined
by the minimum and maximum easting and northing do not
overlap. If they do, the next test solves for the intersection
points of the first degree Chebyshev polynomials for easting
and northing. Line-crossing is rejected if either normalised
distance lies outside a normalised distance range of ±1.5. If
the two segments pass this test, a final exact intersection point
is found iteratively using the second degree polynomials with
a tangent intersection method. This is quicker and less cum-
bersome than a rigorous solution of the quartic equations.

Once the crossing point has been determined, we use the
Chebyshev polynomials that describe the free air anomaly

Fig. 3 The flow chart of data cleaning and adjustment procedure

as a continuous function of along-track distance to estimate
gravity at the intersection point. Some cross-over analysis
routines use piecewise-linear interpolation to calculate this
from the points along the ship track where it is measured.
However, this process can alias random errors and has been
shown to generate systematic geoid effects up to 50 cm over
500 km (Hipkin et al. 2004). Our routine avoids aliasing.

The output of the line-crossing algorithm gives the survey
identifier, the along-track distance, free air anomaly estimate
and rms line-segment misfit at every crossing point. For
a 3500 km square of the North Atlantic, all 41,560 cross-
ing points in deep water were found in a few seconds. The
next task is to find which surveys form part of an intercon-
nected network. With more than 12000 line-segments, this
could not be done manually. Our ‘brute force’ algorithm fully
automates the process but it remains computationally inten-
sive. Note that two surveys are connected if any line-segment
of one crosses any line-segment of another: it is not neces-
sary for every line-segment to contain a crossing point. This
is because the adjustment involves the same model parame-
ters for the whole of one survey. The complete data pre-
processing overflow diagram is shown in Fig. 3.

6 Least-squares adjustment model

If the pre-processing stages have been successful, the gravity
values obtained at cross-over points need only a survey-
dependent modification to correct for different gravity refer-
ence systems, bad connections to harbour base stations and
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instrumental drift. Determining these is the purpose of net-
work adjustment, where estimates for each survey are mod-
ified by a one or two parameter model:

gkm − Gm − ak − bkskm = v′
km (1)

where gkm is the free air anomaly provided by Chebyshev
polynomial fitting at intersection point m on survey k; v′

km

is the residual for the observation on survey k at cross-over
point m; Gm is the ‘true’ free anomaly at cross-over point
m; ak is the datum shift for survey k; bk is the drift rate
(mGal km−1) for survey k, and skm is the cumulative along-
track distance from the beginning of survey k to cross-over
point m.

It is self-evident that the set of Eq. (1) cannot be solved for
the unknown parameters Gm, ak, bk : if one arbitrary constant
is added to all the site gravity values Gm and the same one
subtracted from all the survey gravity datum shifts ak , the
‘observations’ gkm remain unchanged. Prescribing the free
air anomaly for one of the cross-over sites, or fixing the datum
shift for one of the surveys are alternative ways of convert-
ing this indeterminacy to a free adjustment solution. Fixing
two or more site values could be used to generate a con-
strained adjustment solution: for example, we could impose
free air anomaly values at cross-over points near Greenland
and near Norway to penalise the accumulation of east-west
trending errors. We have chosen a free adjustment and define
the datum on one long tie line to be zero. In what follows, it is
assumed that the equation set (1) has been modified to incor-
porate the imposition of a1 = 0. We note ways of testing
this proposition later. For any cross-over site m, there will be
an equation like (1) for each of the two surveys whose line-
segments intersect there. Commonly, cross-over adjustment
algorithms subtract the two and so eliminate the cross-over
point value Gm . However, the residuals on different surveys
do not necessary belong to the same population of errors, so
their difference will form a disparate population for which
‘minimising the sum of the squares of the residuals’ may
not have much meaning. Our approach uses the earlier curve
fitting stage to provide an a priori estimate of the standard
deviation σkm of each error population. We thereby convert
all residuals to common population of normalised residuals
vkm :

gkm

σkm
− Gm

σkm
− ak

σkm
− bkskm

σkm
= v′

km

σkm
= vkm (2)

Note that this approach allows the characteristics of the error
population to vary during one survey: the standard devia-
tion is estimated separately for each of its line-segments.
If blunder and spike detection has been successful, residu-
als from the n observational equations will have zero mean,∑

vi = 0. If the adjustment model is appropriate, residu-
als will be uncorrelated, that is

∑
viv j = 0 for i �= j . The

root mean square residual will estimate the standard error

of the adjustment, ( 1
N )

∑
v2

i = σ 2
0 and, if the normalisa-

tion has been successful in scale as well as functional form,
we expect σ 2

0 ≈ 1. This procedure corresponds to assuming
that what geodetic literature calls the weight matrix is diag-
onal. More elaborate treatments are noted below but are not
self-evidently appropriate for our problem; nor are they com-
putationally viable. The matrix representation of the N obser-
vation equations, each of which depends (very sparsely!) on
p unknown parameters, is, for Eq. (1)

C′ − D′X = v′ (3)

and for Eq. ( 2)

C − DX = v (4)

where C is an n-length column vector of the ‘observations’;
D is an n by p observational matrix (or ‘design’ matrix)
whose coefficients are known; X is a p-length column vector
of the unknown parameters, and v is an n-length column
vector of the normalised residuals. The normal equations are
derived by minimising vT v have the form

DT DX = DT C (5)

for which a simpler notation is

AX = B (6)

In principle, their solution is found from Eq. (6) as

X = A−1B (7)

In practice, the size of the normal equation matrix A is too
large for its inverse to be computed. For our work with North
Atlantic data, there are about 49,000 unknown parameters,
so simply writing one double precision matrix with the size
of A would occupy about 20 Gbyte, beyond the capacity of
the processor RAM. Computation of the full inverse matrix
A−1 would be entirely prohibitive at the present and even
a direct solution of the normal equations by, for example,
Cholesky LU decomposition (Golub and van Loan 1996)
remains impractical.

7 Solving the normal equations

Our algorithm avoids computing the design matrix D alto-
gether and computes individual non-zero elements of the nor-
mal equation A directly from the output of the line-crossing
program, storing the result using the Stanford row-indexed
sparse-matrix algorithm (Press et al. 1986). This process
needs ’smart’ book-keeping. Suppose that there were origi-
nally M ′ cross-over points on K ′ surveys. When only those
forming a connected network are identified, these numbers
will be reduced to M sites on K surveys. There will then
be at least M + K − 1 unknown parameters. This could
potentially rise to M + 2K − 1 if each survey is allowed an
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adjustment model with both a datum shift and an instrumental
drift parameter. For small surveys with few cross-over points,
the two-parameter model generates instability. We assign
an instrumental drift parameter only if the along-track dis-
tance between the first and last cross-over point exceeds a
chosen value, typically 2,000 km, and if number of other
surveys that are intersected exceeds another chosen value,
typically 10. Wessel and Watts (1988) suggested the drift
rates should only be computed for ‘leg-survey’ with more
than 100 cross-overs. Coincidently, our chosen criterion for
assigning a drift parameter to a particular ‘legs-survey’ in our
network adjustment has shown that the numbers of crossings
are more than 100. Thus the number of unknown parame-
ters finally appearing in the normal equations is determined
dynamically as the processing progresses. At each stage, the
parameters have to be re-indexed. Writing the normal equa-
tion matrix directly with the correct indexing for the sparse
matrix storage scheme requires some subtleties. When the
solution is finally available, the cascade of re-indexing has
to be reversed in order to associate the right datum shift with
the right survey.

The normal equations are solved using the bi-conjugate
gradient with pre-conditioning (PBCG) algorithm (Press et al.
1986). The main idea of the method is that an estimate for
the vector of unknown parameters is iteratively updated by
adding the increment to the previous iterate. The direction of
the increment is determined as the optimal direction towards
the minimum error, which is the direction of the gradient of
the sum of the squared misfits. For smaller pilot cases, this
method produced the same solution within machine precision
as the direct least squares method, but does not go through
the matrix inversion. The rate of convergence, which is the
crucial concern, can be improved by conditioning the linear
system of equations in a preliminary step (Press et al. 1986).

8 Internal error estimation

If our pre-processing has been successful and our adjust-
ment model corresponds to reality, residuals should have zero
mean and be uncorrelated. While the model may itself be
functionally correct, the procedure for estimating its para-
meters may still be imperfect. If, for example, the datum
shift and slope of the drift curve of one survey are estimated
wrongly, residuals at successive cross-over points along that
survey will no longer be uncorrelated. In addition, this fail-
ure will bias the estimate of the datum and drift parameters
deduced for surveys that it crosses. One approach aims to
improve the parameter estimation process by changing the
way the data are weighted. Here we discuss why we did not
attempt to implement a formal variance–covariance matrix
approach, even though the algorithms have become relatively
standard.

With our procedure, known, a priori weights are intro-
duced by pre-multiplying the observational matrix D

′
by an

N by N matrix p that is diagonal and has elements pii = 1
σkm

.
The normal equation matrix becomes

A = D′TppTD′ (8)

An extension of this procedure that is claimed to improve
parameter estimation is to include off-diagonal elements—
in extremis to make the weight matrix full. In principle, the
off-diagonal weight elements are unknowns to be determined
from the data but, in practice, are usually imposed via a
variance-covariance model. However it is determined, reci-
procity requires that the weight matrix remains symmetrical
(note that a more common convention calls P = ppT the
weight matrix).

Using Eq. (8) and comparing with Eqs. (1) and (2) makes
clearer how the physical basis of the model is changed by a
non-diagonal weight matrix. This we explore here. Suppose
that there are M sites and K surveys; for simplicity suppose
also that all surveys have a drift parameter. The i th observa-
tional equation (1) can be written as

M∑

m=1

αim Gm +
K∑

k=1

βik[ak + bkskm] = gi − vi (9)

With this form, where {αim, βik} are unknown parameters,
the i th gravity observation now depends, in principle, on the
value of gravity at all sites and on the datum and drift parame-
ters of every survey. The restricted form we have used merely
assigns zero to the factors αim and βik , unless the i th obser-
vation is at site m and on survey k, when they are unity. What
happens if this restriction is removed and all the unknowns
{αim Gm, βikak, βikbk} become free, independent parame-
ters? The equations become thoroughly under-determined
because now there would be M + 2K independent unknown
parameters for every one of the N observations.

However, this is essentially the dilemma faced by intro-
ducing a weight matrix that is full. Suppose we continue to
restrict αim and βik to be zero unless the i th observation
is on survey k at site m. If there are a total of N observa-
tions, pre-multiplication of the design matrix and the vector
of observations by the unknown weight matrix p change the
i th observational equation to

N∑

j=1

pi j

[
M∑

m=1

α jm Gm +
K∑

k=1

β jk
(
ak + bkskm

)
]

=
N∑

j=1

pi j
(
g j − v j

)
(10)

This equation has the same difficulties as the unrestricted
form of Eq. (8): n linear combinations are related to N ×
(M + 2K ) unknowns.
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In other problems, a solution is found by modelling the
behaviour of the pi j . The weight matrix element pi j essen-
tially describes how the error distribution at point i depends
on that of point j . A model may involve pi j tending to zero as
the distance or time interval between points i and j increases.
With some data structures, this would make the weight matrix
band-diagonal and the number of free parameters be much
smaller. Even if some physically sensible way of modelling
the error covariances did suggest itself for our problem—and
so far it has not—most formal procedures then need to eval-
uate the inverse of the normal matrix A: for us this remains
computationally prohibitive at the present.

We are thus unable to determine formal internal errors on
the output of our network adjustment at the present. Fortu-
nately, there are a number of external comparisons against
which it can be tested. In addition, there are some internal
tests of the validity of the model and the hypotheses used to
implement it. However, we are studying a new Monte Carlo
integration method to overcome the huge computational bur-
den. In particular Gibbs sampler will be adopted to compute
the inverse of the normal equation matrix.

9 Cross-over residuals

Measures of self-consistency depend on the mismatch at
points where different ship tracks cross. Without some kind
of processing to interpolate between points where the ship
recorded gravity, the cross-over error cannot be estimated;
thus, this statistic is not available for raw data. With our
algorithm, we only find out where these points are after all
processes of breaking up ship tracks into line-segments, dis-
carding sections related to course changes, and then fitting
continuous functions to estimate the measurement position
and ‘true’ gravity. The most primitive cross-over statistic
comes directly from the two estimates of free air anomaly at
site m, gm1 and gm2, each of which comes with an estimate
of its standard deviation, σm1 and σm2. With no weighting,
the only estimate for site gravity is

Gm = 1

2

(
gm1 + gm2

)
(11)

The root mean square residual for M cross-over points is

σr =
√

∑M
m=1

1
2

(
gm1 − gm2

)2

M
(12)

With weighting, site gravity is estimated as

Gm = σ 2
m2g1 + σ 2

m1g2

σ 2
m1 + σ 2

m2

(13)

The root mean square weighted residual is

σrw =

√
√
√
√
√
√

∑M
m=1

(
g1 − g2

)2

σ 2
m1 + σ 2

m2
∑M

m=1
1

σ 2
m1

+ 1
σ 2

m2

(14)

Table 1 shows the large improvement due to cleaning the
input data compared with its raw state and then a further
big improvement due to the network adjustment. Figure 4
shows the residual distributions before and after adjustment.
Achieving data with zero mean is a necessary feature of
least-squares analysis, so here the value of −0.009 mGal
is not indicative of quality. However, the improvement in
the unweighted standard deviation from 4 to 1.6 mGal mea-
sures the scatter remaining in the data synthesised from the
Chebyshev polynomials. Since applications use unweighted
gravity anomalies, this is a measure of local noise introduced
into for example geoid computation. On a regional scale, net-
work adjustment seeks to control the way errors accumulate,
which translates into long wavelength geoid errors. Error
accumulation depends on the weighted standard deviation,
now reduced by the adjustment from 1.32 to 0.39 mGal.

10 External comparisons

Here we present two comparisons with external data not
included in the adjustment. The first is the KMS02 synthetic
free air gravity anomaly model (Andersen et al. 2003) derived
from satellite altimetry. We have interpolated this on to along-
track measurement points at 2 km intervals. A synthetic alti-
metric anomaly will have regional biases due to the effect of
mean dynamic sea surface topography. Using dynamic ocean

Table 1 Descriptive statistics
of the raw data and cross-over
point values before and after the
network adjustment (units in
mGal)

Parameter All data set Cross-over points

Before pre-processing Before adjustment After adjustment

Number of points 1293236 83120 83120

Mean −7.66 0.86 −0.009

SD − 4.03 1.58

Weighted SD 61.98 1.32 0.39

Min −84.77 −69.87 −37.73

Max 205.82 68.64 38.24
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Fig. 4 Histogram of cross-over errors before (left) and after adjustment
(right)

topography models derived from hydrographic data shows
that the equivalent gravity signal has a range of about 2 mGal
and that the biases should average to zero on a basin-wide
scale. Thus comparison of well adjusted real gravity data with
a good altimetric gravity model should have a mean close to
zero and a standard deviation no more than 2 mGal worse than
the errors in the real data. The left-hand side of Table (2)
shows that the mean difference has indeed been reduced
to nearly zero and the standard deviation has been reduced
from 7.17 to 4.53 mGal. Similar results from comparison of
shipborne and altimetric gravity data were obtained by other
researchers, e.g., RMS differences of 8.5 mGal (Featherstone
2003), 5.8 mGal (Andersen and Knudsen 1998), 3–7 mGal
(Sandwell and Smith 1997), and 6.12 mGal (Soltanpur et al.
2007). The extrema are larger than anticipated but mainly due
to localised very high amplitude anomalies like sea mounts
where neither data set will necessarily represent the correct
position or amplitude of the peak.

A second comparison uses the GRACE global gravity
model ggm01s (www.csr.utexas.edu/grace). This does not
resolve features with wavelength less than ∼350 km and still
has significant errors at ∼500 km. However, it does contain
the best currently available gravity information at still longer
wavelengths. In interpolating GRACE on to the measured

along-track points, there will be a gross mismatch in scale—
4 km (full wavelength of our marine gravity resolution) com-
pared with 500 km. Thus most of the residuals will represent
omission errors in GRACE. Because the along-track data is
not available on a complete grid, it cannot be smoothed reli-
ably to make it represent only equivalent long wavelengths.
However, the surface data are available in a region about
3000 km square, large enough for the mean contribution of
shorter wavelength features to vanish. We therefore expect
that comparison with GRACE will identify any datum error
in the adjustment values, but that little information will be
contained in the standard deviations, or extrema. The right-
hand side of Table 2 confirms these expectations. Note that
we have carried out a free adjustment, in which the datum
correction of only one ship-track fixes the level of the whole
of the northern Atlantic. This survey was chosen carefully:
although it is an unidentified military passage line, it runs
between harbour ties in Svarlbard, the Faroes and Iceland,
thereby controlling most of the central part of the Nordic Seas
and the long wavelength datum. This datum differs from the
global datum of GRACE by only 0.0068 mGal.

11 Mean Dynamic Topography in the northern
North Atlantic

The advance that allows us to create purely geodetic images
of ocean currents comes from being able to compute a very
much better marine geoid. Although the GRACE mission
played some part, the big improvement comes from a sys-
tematic and ocean-wide adjustment of marine gravity at some
1.3 million points along ship-tracks, combined with a novel
way of using satellite altimetry to fill between-track gaps.

Geostrophic currents in the uppermost part of the ocean
can be determined by the slope of the ocean’s Dynamic
Topography (DT). The DT, ζ , is observed as the difference
of altimetric sea surface height, h and the geoid, N . After
averaging over time, mean values are then related by

h = N + ζ (15)

Mean Dynamic Topography (MDT), ζ can differ from the
geoid with slopes up to a few decimetres over distances of
100 km. While the time-averaged Mean Sea Surface Height

Table 2 Descriptive statistics of
the difference between surface
gravity and external data, both
evaluated at 2 km intervals
along observation tracks (mGal)

Parameter Altimetric free air anomalies GRACE free air anomalies

Before adjustment After adjustment Before adjustment After adjustment

Mean 2.27 0.009 2.31 0.007

SD 7.17 4.53 17.68 16.82

Min −84.29 −64.68 −107.76 −102.94

Max 70.44 59.47 205.82 203.76
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(MSSH) h is known to a few centimetres (e.g., Wunsch and
Stammer 1998; Chelton et al. 2001; Tapley and Kim 2001;
Andersen et al. 2003; Rio and Hernandez 2004), existing
global geoid models, based on a combination of surface
and space-borne gravimetry, have provided only decimet-
ric accuracy (Johannessen et al. 2003). Consequently, cal-
culating MDT by differencing MSSH and the geoid has not
hitherto been successful at shorter wavelengths (Wunsch and
Stammer 1998). Improvements in the accuracy (∼1 cm) and
resolution (∼100 km) of space geodetic MDT are expected
after the launch of the GOCE satellite. Here we have used
the MSSH models KMS04 (cf KMS02 Andersen et al. 2003)
and CLS04 (cf CLS01 Rio and Hernandez 2004). The mod-
els are global on a 2 min grid. The two models agree over the
North Atlantic Ocean with a standard deviation of 2.7 cm.

However, some regions, like the northern North Atlantic,
already have a sufficiently dense coverage of gravity data to
estimate a regional geoid with the accuracy needed to esti-
mate MDT and at better resolution than even forthcoming
gravity satellite missions. (Because the gravity power spec-
trum increases rapidly with wavelength, a complete geoid
cannot be found with surface data alone—the longest wave-
lengths need further constraint: we generated free air grav-
ity anomalies �g by filtering surface data to suppress the
very long wavelengths better represented by GRACE’s global
model (Tapley et al. 2004). Proper use of the resource
provided by marine gravity data has two benefits: first, the
‘geodetic’ MDT contains valuable higher resolution infor-
mation about the ocean’s dynamical system and, second, the
geoid could serve as reference for calibration or validation
of GOCE gravimetric data. The next section describes how
ship and airborne data can be incorporated into regional geoid
computation.

11.1 Iterative combination method

Our MDT model derived from geodetic data comes from
modifying an initial a priori oceanographic MDT model in
two steps: first, we make its long wavelength structure consis-
tent with satellite altimetry combined with the reliable parts
of the geoid as deduced from GRACE observations; second,
we add shorter wavelength information coming from surface
gravity data. However, the second task is neither linear nor
independent. The problem is not just an evaluation of Eq. (15)
to get an optimal estimate of the two independent quantities
directly from observations of all three because the geoid is not
an observable. Computing a gravimetric geoid, N involves
a surface integral of gravity, meaning that gravity coverage
must be complete. The cleaned and adjusted surface observa-
tions provide a strong gravity field constraint but only along
survey lines. Our Iterative Combination Method (ICM) (see
also Hipkin and Hunegnaw 2006) is a conceptually rigorous

way of filling in the gaps between them to create a complete
gravity grid.

Network adjustment demonstrated that surface gravity
anomalies data are inherently accurate. However, a purely
empirical interpolation into the data gaps between survey
tracks generated gross geoid errors with unrealistic bumps
many decimetres in size. An alternative approach, filling
in the gaps with synthetic gravity generated from sea sur-
face altimetry, effectively approximates Eq. (15) by ignoring
MDT or replacing it by an a priori long-wavelength model.

The ICM approach combines three data streams: (1) grav-
ity anomalies, �g , determined with high accuracy by our
cleaning and adjustment algorithms but only available along
survey lines; (2) satellite altimetry giving an effectively com-
plete coverage of MSSH, h; and (3) an initial MDT model, ζ ,
comes from a global ocean circulation model, such as CLS
(Collecte, Localisation, Satellites) combined MDT, Rio03
(Rio and Hernandez 2004).

By treating MSSH, h, as if it were derived from a potential
in the same way that the geoid height, N , is derived from the
anomalous gravity potential, the differential transformation
from potential to gravity generates a pseudo-gravity anomaly.
Using Eq. (15) we can replace

�g ≈ g
∂ N

∂z
(16)

by

�gobs ≈ g
∂h

∂z
− g

∂ζ

∂z
(17)

The first term on the right-hand side of Eq. (17) is the pseudo-
gravity anomaly, �gP S . It is systematically different from
the real gravity anomaly �g. Computing the difference from
oceanographic estimates of MDT shows that it reaches
∼2 mGal (1 mGal = 10−5 m s−2) and appears to be dominated
by wavelengths more than 100 km. However, both its appar-
ent smoothness and its limited amplitude may be a spurious
consequence of the low resolution of oceanographic models.
The spectral characteristics of real MDT are not well known.

Physical geodesy normally uses the inverse of Eq. (16),
which implicitly uses Laplace’s equation to replace a deriv-
ative or integral over the vertical coordinate z by horizontal
derivatives or an area integral over the horizontal surface

N =
∫ ∫

F�g ds (18)

F is the Stokes kernel function relating a gravity anomaly
at one point to its geoid contribution at another. In Eq. (18)
we can substitute either a real gravity anomaly for �g, or a
synthetic version derived from the two terms on the right-
hand side of Eq. 17, or a weighted combination of the two.
The weighted combination allows us to create a complete
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grid of gravity anomalies so that Eq. (18) gives a complete
grid of geoid heights.

The process, which has to be iterative because ζ is initially
unknown and is the quantity being sought, is described by

h − ζ i+1 =
∫ ∫

F

⎡

⎣
wG�g + wAg

(
∂h
∂z − ∂ζ i

∂z

)

wG + wA

⎤

⎦ ds (19)

We start by using an initial estimate for ζ , derived from a
global circulation model, for the right-hand side of Eq. (19)
to get a revised estimate of MDT on the left hand side. Here,
the altimetric sea surface h is considered known. Integration
and differentiation use a Fast Fourier Transform technique.
Equation (19) represents this iterative loop that continues
until the interpolation of gridded gravity back on to the sur-
vey tracks adequately reproduces the measured along-track
gravity. The routine uses two grids of weights. The altimetry
weight, wA, is set to zero on land and unity over the oceans
with a smooth transition across the coast. The surface grav-
ity weight, wG , is unity on land but, offshore, is assigned a
value that decreases rapidly away from survey tracks. wG is
computed at each grid point as the sum of a contribution from
every marine or airborne gravity observation. Each contribu-
tion decreases with distance from the observation point in a
way that matches the gravity effect of a point mass. These
contributions are also scaled by the standard deviation of the
survey data along each survey line (see Sect. 6)

The ICM algorithm has two equivalent outputs: a grid of
final MDT values and a grid of composite gravity anomalies.
The iterative scheme converges rapidly, generally with a good
solution after a couple of iterations. After ten iterations, the
rms incremental change per iteration is less than 3 mm for the
MDT model and less than 0.04 mGal for gravity. The result
was found to be relatively insensitive to the choice of the
initial oceanographic starting model: the standard deviation
of differences between the ICM output using initial MDTs
derived from four different global ocean circulation models
ranged from 1.9 to 2.6 cm. The final ICM MDT model is
shown in Fig. 5 smoothed with a Gaussian low-pass filter
whose sigma was 25 km sigma.

12 Geostrophic currents

To validate the surface circulation resulting from the ICM
MDT (Fig. 5) we use current estimates deduced from drifting
buoys deployed in the World Ocean Circulation Experiment
(WOCE) Surface Velocity Program (SVP). The experiment
used the ARGOS system to locate buoys periodically via-
polar orbiting NOAA satellites and so gave water displace-
ment directly (Niiler et al. 1995). The drifters consist of a
surface float and a drogue connected to a tether at a depth

500

1000

1500

2000

2500

3000

3500

500

1000

1500

2000

2500

3000

3500

330° 345° 0°

60°

05.052.000.052.0−05.0−

m

3500300025001500 20001000500

350030002500200015001000500

Fig. 5 MDT model smoothed with a σ = 25 km Gaussian low-pass
filter

of 15 m (Sybrandy and Niiler 1990). The slippage of the
drogue drifters through the water due to transfer of momen-
tum to the surface buoy from waves and wind is minimised
through their design and estimated to be less than 0.1% of
the wind speed (Niiler and Paduan 1995).

The data used in the present study were quality-controlled
and optimally interpolated to create a uniform time series of
positions at six-hour intervals. First, outliers were removed
by a despiking program and the despiked data interpolated
over 2-h intervals (Hansen and Poulain 1996). The interpo-
lated positions were then low pass filtered with a cut off
period at 36 h in order to reduce high frequency components
of tidal and inertial currents (Otto and van Aken 1996). The
resulting positions were then sub-sampled every 6 h (www.
aoml.noaa.gov). For our analysis we only used those parts
of the position time series when the drogue was attached
to the drifter, some 1111 WOCE/TOGA type drifters in the
northern North Atlantic during the period 1990–2006.
Figure 6 shows the erratic displacements filtered in Fig. 8
to show a small steady state flow.

Figure 7 shows our geodetic version of the time-averaged
geostrophic currents as predicted by the ICM MDT shown in
Fig. 5. Figure 8 displays a corresponding circulation derived
from filtered Lagrangian buoy trajectories estimated for a
depth of 15 m. The geodetic and drifting buoy methods give
remarkably similar results. They agree in the location of
the strong currents along the western, southern and eastern
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Fig. 8 The currents at 15 m depth deduced from Lagrangian drifters

margin of the Nordic Seas. All three branches of the Norwe-
gian Atlantic Currents are reproduced in the flow deduced
from the ICM MDT, including the bifurcation of the west-
ernmost branch at 68◦N ; there, most of the water flows
northward towards the Fram Strait but part of it follows the
southern rim of the Lofoten Basin eastward towards the coast
of Norway. Even the small current southward at 7◦W approx-
imately following the 2,000 m isobath between the Iceland
and the Norwegian Basins is reproduced. However the peak
velocities in the ICM MDT currents are generally lower than
those observed from the drifter data. This is may be attributed
to the smoothing we applied to reduce noise which attenuates
our peak velocities and spreads the same flow over a wider
region. In particular, the ICM MDT estimate of the North
Atlantic Drift north-eastwards at (18◦W, 60◦N) towards the
Iceland-Faroe Ridge is too low compared with observations.
However, the strong southward flow in the Greenland Sea at
10◦W indicated from the drifters, which we do not find in
our geodetic estimate, is probably a transient phenomenon.
This is supported by results from Jakobsen et al. (2003) who
also do not find it in their drifter results for the period 1990–
2000 (Fig. 5) (not shown); otherwise their circulation map
is similar to ours derived from the extended drifter data set
(Fig. 8).

The ability of the ICM MDT model to predict the veloc-
ity of drifting buoys was also tested during a CLS valida-
tion experiment (Rio 2005, personal communication). The
results from 172,920 observations of buoy velocities for the
period 1993–2003 were compared with predicted instanta-
neous velocities. The latter came from an instantaneous
velocity anomaly deduced from satellite altimetry, set against
a background of the geostrophic velocity deduced from an
MDT model. Their experiment has been repeated with three
MDT models for the mean flow: ECCO (Estimating the Cir-
culation and Climate of the Ocean) (Stammer et al. 2002)
and Niiler (Niiler 2001), and the ICM MDT (Hipkin and
Hunegnaw 2006). Table 3 shows the rms of the east–west
and north–south components of velocity difference and a
vectorial correlation coefficient (Rio 2005, personal commu-
nication). Not surprisingly, the best model is the Niiler MDT,
which was itself deduced from the drifter data. However, the
ICM MDT does better than the MDT derived from ECCO
even though surface drifter data are assimilated in the state
estimation procedure.

Table 3 Validation results for
different models of the mean
flow (Rio 2005, personal
commununication)

Parameter RMS east velocity RMS north velocity Vector correlation
VE (cm s−1) VN (cm s−1) coefficient Rc

ICM MDT 11.2 10.5 0.47

Niiler 11.1 10.4 0.50

ECCO 11.5 11.2 0.41
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13 Discussion

With our systematic approach to cleaning and adjusting very
large compilations of marine gravity data, and by adding
the control provided by modern airborne gravity lines, we
have generated a very accurate ocean-wide gravity data set
whose quality has been demonstrated. This verification has
had to be by external comparison because, at the present
time, the size of the matrix adjustment stage makes formal
internal error estimation and error propagation computation-
ally prohibitive. The work described in this paper solves two
problems associated with marine geoid computations: the
supposed inaccuracy of marine gravity anomalies and gaps
in their coverage. Figure 1 shows that, even in the unusu-
ally favourable circumstances of the northern North Atlantic,
there are still large data gaps. Our Iterative Combination
Method (ICM) algorithm has been able to generate com-
plete grids of gravity and Mean Dynamic Topography (MDT)
that are mutually consistent from this incomplete coverage
of gravity. It combines surface gravity with satellite altimetry
and trial oceanographic data, and uses integral properties of
the gravity field derived from potential theory. This result is
insensitive to the choice of initial oceanographic model.

The ICM-based estimate of geostrophic currents breaks
new ground by identifying high resolution features match-
ing those of the best regional models based on hydrography
and Lagrangian drifters (Pickart 2000; Jakobsen et al. 2003).
The resolution exceeds that expected from forthcoming grav-
ity satellite missions. We report validation experiments with
drifters showing that our geodetic predictions of geostrophic
currents match or exceed the performance of global ocean
circulation models.

Hitherto, the poor accuracy and resolution of marine gravi-
metric geoids has made the contribution of a geodetic MDT
to oceanography at best marginal. The work we report on
the northern North Atlantic changes that and the increase in
accuracy represents a breakthrough: for the first time, gravi-
metric methods are able to provide a new level of detail and
completeness of coverage to oceanographic models.
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