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Abstract This paper deals with the problem of determining
a scalar spherical field from its surface gradient, i.e., the mod-
elling of geoid undulations from deflections of the vertical.
Essential tools are integral formulae on the sphere based on
Green’s function of the Beltrami operator. The determina-
tion of geoid undulations from deflections of the vertical is
formulated as multiscale procedure involving scale-depen-
dent regularized versions of the surface gradient of Green’s
function. An advantage of the presented approach is that the
multiscale method is based on locally supported wavelets. In
consequence, local modelling of geoid undulations are cal-
culable from locally available deflections of the vertical.

Keywords Deflections of the vertical · Regularization of
Green’s function · Multiscale modelling · Geoid undulations ·
Local approximation

1 The problem

The gravity potential (W ) of the Earth is the sum of the grav-
itational potential (V ) and the centrifugal potential (�), i.e.,
W = V + �. In an Earth-fixed coordinate system, � is
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explicitly known. Hence, the determination of equipotential
surfaces of the potential W is strongly related to the knowl-
edge of the potential V . The gravity vector (g), introduced by
g(x) = ∇x W (x), where the point x ∈ R

3 is located outside
and on a sphere around the origin with Earth’s mean radius
R, is normal to the equipotential surfaces passing through the
same point [for the definition of the radius R, the reader is re-
ferred, e.g., to Groten (1979), Heiskanen and Moritz (1967),
Torge (1991)]. Thus, equipotential surfaces intuitively ex-
press the notion of tangential surfaces, as they are normal to
the plumblines given by the direction of the gravity vector.

Equipotential surfaces of the gravity potential allow, in
general, no simple representation. This is the reason why a
reference surface, usually an ellipsoid of revolution, is chosen
for the (approximate) construction of the geoid. As a matter
of fact, the deviations of the gravity field of the Earth from
the normal field of such an ellipsoid are small, by typically
five orders of magnitude. The remaining parts of the gravity
field are gathered in a so-called disturbing gravity field ∇T
corresponding to the disturbing potential T (for more details
see, e.g., Groten 1979; Heiskanen and Moritz 1967; Rummel
1992; Torge 1991).

The aim of physical geodesy can, therefore, be seen as the
determination of equipotential surfaces of the Earth’s gravity
field or, equivalently, the determination of the gravity po-
tential W normally (via a linearisation process) involving
the disturbing potential T . Knowing the gravity potential, all
equipotential surfaces, including the geoid, are given by an
equation of the form W (x) = const. By introducing U as the
normal gravity potential corresponding to the ellipsoidal field
and T as the disturbing potential (in the usual Pizetti–Somig-
liana concept), we are led to a decomposition of the gravity
potential in the form W = U + T with zero- and first-order
vanishing moments of T in terms of spherical harmonics (for
details see, e.g., Heiskanen and Moritz 1967).

A point x on the geoid can be projected onto a point y
on the reference ellipsoid by means of the ellipsoidal nor-
mal. The gravity anomaly vector is defined as the difference
between the gravity vector g(x) and the normal gravity vec-
tor γ (y), γ = ∇U , i.e., g(x) − γ (y). It is also possible to
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difference the vectors g and γ at the same point x to get the
gravity disturbance vector g(x) − γ (x) (see Fig. 1).

Several basic mathematical relations are known between
the quantities just mentioned. In what follows, we only
illustrate heuristically the relation of the deflections of the
vertical to the surface gradient of the geoid undulation (in
spherical approximation). We start by observing that the grav-
ity disturbance vector at the point x can be written as

g(x) − γ (x) = ∇x (W (x) − U (x)) = ∇x T (x). (1)

Expanding the potential U at x according to Taylor’s theo-
rem and truncating the series at the linear term, we get (see
Fig. 1)

U (x)
.= U (y) + ∂U

∂ν′ (y)N (x). (2)

Here, ν′(y) is the ellipsoidal normal at y, i.e.,
ν′(y) = −γ (y)\|γ (y)|, and the geoid undulation N (x) is
the distance between x and y, i.e., between the geoid and
the reference ellipsoid (cf. Fig. 1). Using

|γ (y)| = −ν′(y) · γ (y)

= −ν′(y) · ∇yU (y) = −∂U

∂ν′ (y) (3)

we arrive at

N (x) = T (x) − (W (x) − U (y))

|γ (y)| . (4)

Letting U (y) = W (x) = const. = W0 [see, e.g., Torge 1991,
Eq. (5.38)], we obtain Bruns (1878) formula

N (x) = T (x)

|γ (y)| . (5)

Equation (5) relates the physical quantity T to the geometric
quantity N .

Letting ν(x) = −g(x)\|g(x)|, we find

g(x) = ∇x W (x) = −|g(x)|ν(x). (6)

Furthermore, we have

γ (x) = ∇xU (x) = −|γ (x)|ν′(x). (7)

Fig. 1 Illustration of the definition of the gravity anomaly vector g(x)−
γ (y)

Now, the total deflection of the vertical �(x) at the point x is
defined to be the angular (i.e., tangential) difference between
the directions ν(x) and ν′(x), i.e., the plumbline and the ellip-
soidal normal through the same point:

�(x) = ν(x) − ν′(x) − (
(ν(x) − ν′(x)) · ν′(x)

)
ν′(x). (8)

Clearly, because of its definition (Eq. 8), �(x) is orthogonal
to ν′(x):

�(x) · ν′(x) = 0. (9)

Since the plumblines are orthogonal to the level surfaces of
the geoid and the ellipsoid, respectively, the deflections of
the vertical give a measure of the horizontal gradient of the
level surfaces. This aspect will be described in more detail
below. From Eq. (6) we obtain, in connection with Eq. (8),

g(x) = ∇x W (x)

= −|g(x)| (�(x) + ν′(x)

+((ν(x) − ν′(x)) · ν′(x))ν′(x)
)
. (10)

Altogether, we get for the gravity disturbance vector

g(x) − γ (x) = ∇x T (x) = −|g(x)| (�(x) + ((ν(x)

− ν′(x)) · ν′(x)
)
ν′(x)

)

− (|g(x)| − |γ (x)|) ν′(x). (11)

The magnitude |g(x)| − |γ (x)| is called the gravity distur-
bance. Since the vector ν(x) − ν′(x) is (almost) orthogonal
to ν′(x), it can be neglected in Eq. (11). Hence, it follows
that

g(x) − γ (x) = ∇x T (x)
.= −|g(x)|�(x)

− (|g(x)| − |γ (x)|) ν′(x). (12)

In spherical approximation

x = Rξ, R = |x |, |ξ | = 1 (13)

the gradient ∇x T (x) can be split into a normal part (pointing
into the direction of ξ = ν′(x)) and an angular (tangential)
part (characterized by the surface gradient ∇∗) (see, e.g.,
Freeden et al. (1998) for more details on ∇∗). It follows that

∇x T (x) =
(

∂T

∂r
(rξ)

∣∣
∣∣
r=R

)
ξ + 1

R
∇∗

ξ T (Rξ)

= ∂T

∂ν′ (x)ν′(x) + 1

R
∇∗

ξ T (Rξ). (14)

By comparison of Eqs. (12) and (14), we obtain

|g(x)| − |γ (x)| = − ∂T

∂ν′ (x), (15)

i.e., the gravity disturbance, besides being the difference in
magnitudes between the actual and the normal gravity vec-
tors, is also the normal component of the gravity disturbance
vector.

In addition, we are led to the angular, i.e., (tangential)
differential equation
1

R
∇∗

ξ T (Rξ) = −|g(x)|�(Rξ). (16)
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Since |�(Rξ)| is a small quantity, it may (without loss of
precision) multiplied either by −|g(x)| or by −|γ (x)|. In
spherical approximation [with |γ (x)| = k M\R2, see, e.g.,
Heiskanen and Moritz (1966)], this gives

∇∗
ξ T (Rξ) = −k M

R
�(Rξ), (17)

where k is the gravitational constant and M is the Earth’s
mass. By virtue of the Bruns formula, we finally find
k M

R2 ∇∗
ξ N (Rξ) = −k M

R
�(Rξ), (18)

i.e.,

∇∗
ξ N (Rξ) = −R�(Rξ). (19)

In other words, the knowledge of the geoid undulations allows
the determination of the deflections of the vertical by taking
the surface gradient on the unit sphere.

In physical geodesy (see e.g., Groten 1981; Heiskanen
and Moritz 1967; Rummel 1992; Torge 1991), the deflection
of the vertical, which is a (tangential) vector field, is usually
decomposed into mutually perpendicular scalar components.
In fact, there are various distinctions in the introduction of
the deflections of the vertical (e.g., Featherstone and Rüeger
2000; Jekeli 1999; Torge 1991). In our approach, we essen-
tially follow the elaboration by Torge (1991) (see, e.g., Groten
1979; Heiskanen and Moritz 1997; Rummel 1992, for further
details).

We assume that the minor axis of the reference ellip-
soid is parallel to the mean rotational axis of the Earth, and
that the zero meridian of the ellipsoidal system is parallel
to the mean meridian plane of Greenwich. If the axes are
brought into coincidence by parallel displacements and if a
unit sphere is centered at the point of intersection of the coin-
ciding rotational axes with the unit sphere, then �(x) enters
as the spherical distance between the points on this sphere,
which corresponds to the astronomic zenith Za and the geo-
detic zenith Zg (Fig. 2).

The north–south component of the deflection of the ver-
tical along the astronomic meridian is denoted by NSC, and
the east–west component in the prime vertical is denoted by
EWC. From spherical trigonometry

sin ϕ = cos η sin(� − NSC),
sin EWC = cos ϕ sin(	 − λ)

(20)

Fig. 2 Illustration of the vertical deflections

and using

cos EWC ≈ 1, sin EWC ≈ EWC, (21)

sin(	 − λ) ≈ 	 − λ,

the components of the deflection of the vertical are given by

NSC = � − ϕ, EWC = (	 − λ) cos ϕ. (22)

The element

ε = NSC cos α + EWC sin α (23)

is the component in azimuth α (see Torge 1991). � − ϕ and
	 − λ, respectively, are called the latitude disturbance and
the longitude disturbance (in geodesy, NSC and EWC are
usually denoted by ξ and η). Altogether, in connection with
the (λ, ϕ)-component representation of the surface gradient,
the deflections of the vertical read in (λ, ϕ) coordinates as

− 1

R

∂ N

∂ϕ
(λ, ϕ) = NSC(λ, ϕ) = � − ϕ, (24)

− 1

R

1

cos ϕ

∂ N

∂λ
(x, ϕ) = EWC(λ, ϕ) = (	 − λ) cos ϕ.

(25)

It should be noted that the deflections of the vertical play
an important role when the deviations of the physical plumb-
line from the ellipsoidal normal can no longer be ignored in
high-accuracy observations. For example, they are taken into
account for the reduction of topographic masses, the com-
putation of the ellipsoidal parameters of the reference ellip-
soid (for more details see, e.g., Groten 1979; Heiskanen and
Moritz 1967; Rummel 1992; Torge 1991 and the literature
therein).

In this paper, we are concerned with the problem of deter-
mining the geoid undulations from given deflections of the
vertical, i.e., we study the differential equation (cf. Eq. 19)

∇∗F = d (26)

on the unit sphere 
 ⊂ R
3, thereby assuming that F : 
 → R

(with F(ξ) = N (Rξ)) is a continuously differentiable scalar
field and d : 
 → R

3 (with d(ξ) = −R�(ξ)) is a continuous
vector field on 
.

Seen from physical geodesy, at least in the opinion of
the authors, two concepts are realized in the paper. First, an
unknown method of determining the geoid undulation from
deflections of the vertical is established by inversion of the
surface gradient operator on the sphere using the Green func-
tion of the Beltrami operator. In other words, an alternative
way of representing geoid undulations from deflections of the
vertical is deduced by certain tools of spherical vector theory,
thus avoiding the occurrence of the Stokes kernel function
within the solution process (see Groten 1979; Heiskanen and
Moritz 1967; Rummel 1992; Torge 1991, for this ‘classical’
approach).

Second, a method is guaranteed establishing the transi-
tion from global to local modelling of geoid undulations from
deflections of the vertical within a scale-dependent approx-
imation procedure. Surprisingly, our approach enables us to
obtain a locally reflected improvement of the fine structure of
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the geoid by (surface curl-free) vector wavelets. To be more
specific, for more detailed information about the geoid, only
smaller local amounts of the vectorial signal, i.e., the deflec-
tions of the vertical, are needed within the multiscale process
proposed in this paper.

The structure of this paper is as follows: In the next sec-
tion, we give a concise review on the notations to be used
throughout the paper. Then, we recapitulate Green’s func-
tion with respect to the Beltrami operator (see Freeden 1979).
From Freeden et al. (1998) we borrow the fundamental the-
orem for ∇∗ on the unit sphere. This enables us to invert the
differential equation under canonical constraints. Then, we
introduce a regularized version of Green’s function. The inte-
gral formulae associated with regularized Green’s functions
are formulated in detail. Based on these results, we develop
certain reconstruction formulas for the deflections of the ver-
tical, where we make use of locally supported wavelets. These
wavelets form the keystones for multiscale modelling of the
geoid undulations. As a matter of fact, our approach en-
ables us to derive local corrections to lower scaled global
results.

2 Basic notation

R
3 denotes the three-dimensional Euclidean space. The inner

product of x, y ∈ R
3, x = (x1, x2, x3)

T, y = (y1, y2, y3)
T,

is defined, as usual, by x · y = x1 y1 + x2 y2 + x3 y3. The cor-
responding norm in R

3 is given by |x | = √
x · x . As usual,

the vector product is given by x ∧ y = (x2 y3 − x3 y2, x3 y1 −
x1 y3, x1 y2−x2 y1)

T. Each x ∈ R
3\{0} has a unique represen-

tation of the form x = rξ , r = |x |, ξ = (ξ1, ξ2, ξ3)
T, where

ξ ∈ R
3 with |ξ | = 1 is the uniquely determined directional

unit vector of x . The unit sphere in R
3 will be denoted by 
.

As is well known, the total surface ‖
‖ = ∫



dω is equal to
4π (dω denotes the surface element). Each element ξ ∈ 

can be represented by spherical coordinates as follows:

ξ = sin ϕε3 + cos ϕ(cos λε1 + sin λε2), (27)

0 ≤ λ < 2π, −π/2 ≤ ϕ ≤ π/2

(λ: spherical latitude, ϕ: spherical longitude), where ε1, ε2,
ε3, respectively, form the (canonical) orthonormal basis in
R

3

ε1 =



1
0
0



 , ε2 =



0
1
0



 , ε3 =



0
0
1



 . (28)

As is well known, the representation in polar coordinates
leads to a moving orthonormal triad on the unit sphere 

given in the form

εr =



cos λ cos ϕ
sin λ cos ϕ

sin ϕ



 , ελ =



− sin λ
cos λ

0



 ,

εϕ =



− cos λ sin ϕ

sin λ sin ϕ
cos ϕ



 . (29)

Throughout this paper, we need a number of differential oper-
ators which are listed in Table 1 (for more details see, e.g.,
Freeden et al. 1998; Freeden and Michel 2004).

For the convenience of the reader, we also give their rep-
resentation in local polar coordinates:

∇x = ξ
∂

∂r
+ 1

r
∇∗

ξ , (30)

�x =
(

∂

∂r

)2

+ 2

r

∂

∂r
+ 1

r2 �∗
ξ , (31)

∇∗
ξ = ελ 1

cos ϕ

∂

∂λ
+ εϕ ∂

∂ϕ
, (32)

�∗
ξ = 1

cos2 ϕ

∂2

∂λ2 + 1

cos ϕ

∂

∂ϕ

(
cos ϕ

∂

∂ϕ

)
, (33)

L∗
ξ = −ελ ∂

∂ϕ
+ εϕ 1

cos ϕ

∂

∂λ
. (34)

It should be mentioned that the operators ∇∗, L∗, �∗ will be
always used here in coordinate-free representation, thereby
avoiding any singularity at the poles.

Let η ∈ 
 be fixed; then it is not difficult to see that, for
ξ, η ∈ 
,

∇∗
ξ (ξ · η) = η − (ξ · η)ξ, (35)

L∗
ξ (ξ · η) = ξ ∧ ∇∗

ξ (ξ · η) = ξ ∧ η, (36)

and

�∗
ξ (ξ · η) = −2(ξ · η). (37)

Furthermore, if F is of class C (1)[−1,+1] and F ′ ∈ C[−1,+1]
is its derivative, then

∇∗
ξ F(ξ · η) = F ′(ξ · η)(η − (ξ · η)ξ), (38)

L∗
ξ F(ξ · η) = F ′(ξ · η)(ξ ∧ η), (39)

whereas for F ∈ C (2)[−1,+1]
�∗

ξ F(ξ · η) = −2(ξ · η)F ′(ξ · η)

+(1 − (ξ · η)2)F ′′(ξ · η). (40)

Following the nomenclature of Freeden et al. (1998) and
Freeden and Michel (2004), we denote the surface divergence
on 
 by ∇∗·, and the surface curl on 
 by L∗· (cf. Table 1).

Since the operators ∇∗, L∗ and ∇∗·, L∗· are of particular
interest throughout this work, we list some of their properties
(for more details, see Freeden et al. 1998):

Table 1 Differential operators

Symbol Differential Operator

∇x gradient at x
�x = ∇x · ∇x Laplace operator at x
∇∗

ξ surface gradient at ξ

�∗
ξ = ∇∗

ξ · ∇∗
ξ Beltrami operator at ξ

L∗
ξ = ξ ∧ ∇∗

ξ surface curl gradient at ξ

∇∗
ξ · surface divergence at ξ

L∗
ξ · surface curl at ξ
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∇∗
ξ · ∇∗

ξ F(ξ) = �∗
ξ F(ξ), ξ ∈ 
, (41)

L∗
ξ · L∗

ξ F(ξ) = �∗
ξ F(ξ), ξ ∈ 
, (42)

∇∗
ξ · L∗

ξ F(ξ) = 0, ξ ∈ 
, (43)

L∗
ξ · ∇∗

ξ F(ξ) = 0 ξ ∈ 
, (44)

∇∗
ξ F(ξ) · L∗

ξ F(ξ) = 0, ξ ∈ 
, (45)

∇∗
ξ · (F(ξ) f (ξ)) = (∇∗

ξ F(ξ)) · f (ξ) + F(ξ)∇∗
ξ · f (ξ),

ξ ∈ 
. (46)

3 Green’s theorems on the (unit) sphere

An important tool for our considerations is Green’s function
on 
 with respect to the Beltrami operator �∗ (see Freeden
1979).

Definition 3.1 G(�∗; ·, ·) : (ξ, η) �→ G(�∗; ξ, η), −1 ≤
ξ · η < 1, is called Green’s function on 
 with respect to the
operator �∗, if it satisfies the following properties:

1. (differential equation) for every point ξ ∈ 
, η �→
G(�∗; ξ, η) is infinitely often differentiable on {η ∈ 
 :
−1 ≤ ξ · η < 1}, and we have

�∗
ηG(�∗; ξ, η) = − 1

4π
, −1 ≤ ξ · η < 1, (47)

2. (characteristic singularity) for every ξ ∈ 
, the function

η �→ G(�∗; ξ, η) − 1

4π
ln(1 − ξ · η) (48)

is continuously differentiable on 
,
3. (rotational symmetry) for all orthogonal transformations t

G(�∗; tξ, tη) = G(�∗; ξ, η) (49)

4. (normalisation) for every ξ ∈ 
,

1

4π

∫




G(�∗; ξ, η) dω(η) = 0. (50)

The uniqueness of Green’s function with respect to �∗ is
guaranteed. In terms of a (maximal) L2(
)-orthonormal sys-
tem {Yn,m} of spherical harmonics of degree n and order m,
we obtain a spectral representation of the bilinear expansion
(see Freeden 1979; Freeden et al. 1998)

G(�∗; ξ, η) =
∞∑

n=1

2n+1∑

m=1

1

n(n + 1)
Yn,m(ξ)Yn,m(η) (51)

Observing the addition theorem of spherical harmonics (e.g.,
Freeden et al. 1998), we find the following series represen-
tation in terms of Legendre polynomials {Pn}

G(�∗; ξ, η) =
∞∑

n=1

2n + 1

4π

1

n(n + 1)
Pn(ξ · η). (52)

In connection with the bilinear expansion, we are able (cf.
Freeden 1979) to verify that

G(�∗; ξ, η) = 1

4π
ln(1 − ξ · η) − 1

4π
− 1

4π
ln 2 (53)

is an explicit representation of Green’s function with respect
to the Beltrami operator �∗.

An easy calculation using Eq.(38) shows that applying the
differential operator ∇∗ to the Green’s function with respect
to the Beltrami operator yields

∇∗
ξ G(�∗; ξ, η) = − 1

4π

η − (ξ · η)ξ

1 − ξ · η
, −1 ≤ ξ · η < 1.

(54)

From Freeden et al. (1998), we know the fundamental
theorem for ∇∗ on the unit sphere 
.

Theorem 3.2 (Fundamental theorem for ∇∗ on 
) Sup-
pose that F is of class C (1)(
). Then, for all ξ ∈ 
,

F(ξ) = 1

4π

∫




F(η) dω(η)

−
∫




∇∗
η F(η) · ∇∗

η G(�∗; ξ, η) dω(η). (55)

This theorem can be used to establish the remainder term
for an approximate integration formula on the sphere 
 (see
Freeden 1979; Freeden et al. 1998) by comparing F(ξ) for
each ξ ∈ 
 with the mean integral value

F∧(0, 1) = 1

4π

∫




F(η) dω(η). (56)

Combining Theorem 3.2 and Eq. (54), we obtain the fol-
lowing theorem.

Theorem 3.3 (Differential equation for ∇∗ on 
) Let v :

 → R

3 be a continuously differentiable vector field on 

with ξ · v(ξ) = 0, L∗

ξ · v(ξ) = 0, ξ ∈ 
. Then

F(ξ) = 1

4π

∫




1

1 − ξ · η
(ξ − (ξ · η)η) · v(η) dω(η) (57)

is the uniquely determined solution of the differential equa-
tion

∇∗
ξ F(ξ) = v(ξ), ξ ∈ 
, (58)

satisfying

F∧(0, 1) = 1

4π

∫




F(ξ) dω(ξ) = 0. (59)

4 Integral formulae associated with regularized Green’s
functions

In what follows, for real values ρ > 0, we consider – as
an auxiliary function – the so-called ρ-regularized Green’s
kernel function with respect to �∗

Gρ(�∗; ξ, η)

=





1

4π
ln(1−ξ · η)+ 1

4π
(1−ln 2) for 1−ξ · η>ρ

1−ξ ·η
4πρ

+ 1
4π

(ln ρ−ln 2) for 1−ξ · η≤ρ.

(60)
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The kernel function (ξ, η) �→ Gρ(�∗; ξ, η) only depends on
the inner product of ξ and η, hence, Gρ(�∗; ξ, η) is (as in
the case of G(�∗; ξ, η)) a radial basis function such that

Gρ(�∗; tξ, tη) = Gρ(�∗; ξ, η) (61)

for all orthogonal transformations t. The surface gradient of
the ρ-regularized Green’s kernel is given as

∇∗
ξ Gρ(�∗; ξ, η)

=





− 1
4π

1
1−ξ ·η (η − (ξ · η)ξ) for 1 − ξ · η > ρ

− 1
4πρ

(η − (ξ · η)ξ) for 1 − ξ · η ≤ ρ.

(62)

Consequently, Gρ(�∗; ·, η) is a continuously differentiable
function on 
 for every (fixed) η ∈ 
, Gρ(�∗; ξ, ·) is a
continuously differentiable function on 
 for every (fixed)
ξ ∈ 
, and

t �→ Gρ(�∗; t)

=






1

4π
ln(1 − t) + 1

4π
(1 − ln 2) for 1 − t > ρ

1 − t

4πρ
+ 1

4π
(ln ρ − ln 2) for 1 − t ≤ ρ

(63)

is a (one-dimensional) continuously differentiable function
on the interval [−1,+1].

For F ∈ C (0)(
), we consider the “regularized potential”

Pρ(F)(ξ) =
∫




Gρ(�∗; ξ, η)F(η) dω(η) (64)

as counterpart to the potential

P(F)(ξ) =
∫




G(�∗; ξ, η)F(η) dω(η). (65)

We are now able to formulate the following theorem.

Theorem 4.1 For (sufficiently small) values ρ > 0 and F ∈
C (0)(
), the potential Pρ(F) is of class C (1)(
), and we
have

lim
ρ→0

sup
ξ∈


∣
∣∣
∣∣∣

∫




G(�∗; ξ, η)F(η) dω(η)

−
∫




Gρ(�∗; ξ, η)F(η) dω(η)

∣
∣∣
∣∣
∣
= 0 (66)

and

lim
ρ→0

sup
ξ∈


∣∣
∣∣
∣∣

∫




∇∗
ξ G(�∗; ξ, η)F(η) dω(η)

−∇∗
ξ

∫




Gρ(�∗; ξ, η)F(η) dω(η)

∣∣
∣∣
∣∣
= 0. (67)

Furthermore,

sup
ξ∈


∣∣
∣∣
∣∣

∫




∇∗
ξ G(�∗; ξ, η)F(ξ) dω(η)

−∇∗
ξ

∫




G(�∗; ξ, η)F(η) dω(η)

∣∣
∣∣
∣∣
= 0. (68)

Proof For F ∈ C (0)(
), Pρ(F) being of class C (1)(
).
Moreover,

∇∗
ξ Pρ(F)(ξ) = ∇∗

ξ

∫




Gρ(�∗; ξ, η)F(η) dω(η) (69)

=
∫




∇∗
ξ Gρ(�∗; ξ, η)F(η) dω(η)

with Gρ(�∗; ξ, η) and G(�∗; ξ, η) differing only on the cap
around ξ given by {η ∈ 
|1 − ξ · η ≤ ρ}. Thus, we obtain
(for sufficiently small values ρ > 0)
∣
∣Pρ(F)(ξ) − P(F)(ξ)

∣
∣

≤
(

sup
ξ∈


|F(ξ)|
)

∫

1−ξ ·η<ρ

(
|ln(1 − ξ · η)| + ln ρ +

∣
∣∣
∣
1 − ξ · η

ρ

∣
∣∣
∣

)
dω(η)

≤ 2π

(

sup
ξ∈


|F(ξ)|
) 1∫

1−ρ

(|ln(1 − t)| + 2 + | ln ρ|) dt. (70)

In other words, for all ξ ∈ 
 and F ∈ C (0)(
),
∣∣Pρ(F)(ξ) − P(F)(ξ)

∣∣ = O(ρ ln ρ), ρ → 0. (71)

This proves the first assertion (Eq. 66) of our theorem. Fur-
thermore, we are able to verify that
∣
∣∇∗

ξ P(F)(ξ) − ∇∗
ξ Pρ(F)(ξ)

∣
∣

≤
(

sup
ξ∈


|F(ξ)|
)

∫

1−ξ ·η<ρ

(∣∣
∣∣
∣

∇∗
ξ (ξ · η)

1 − ξ · η

∣∣
∣∣
∣
+ 1

ρ
|∇∗

ξ (ξ · η)|
)

dω(η)

≤ 2

(

sup
ξ∈


|F(ξ)|
) ∫

1−ξ ·η<ρ

∣
∣∣
∣
η − (ξ · η)ξ

1 − ξ · η

∣
∣∣
∣ dω(η). (72)

Therefore, we find for all ξ ∈ 
 and F ∈ C (0)(
),
∣∣∇∗

ξ Pρ(F)(ξ) − ∇∗
ξ P(F)(ξ)

∣∣ = O(ρ1/2), ρ → 0. (73)

Altogether this yields the desired results stated in Theorem
4.1. ��
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The regularized Green’s kernels now enable us to refor-
mulate the integral formula (Theorem 3.2) developed in Sect. 3.

Theorem 4.2 (Regularized fundamental theorem for ∇∗)
Suppose that F is a continuously differentiable function on

. Then

lim
ρ→0

sup
ξ∈


∣∣F(ξ) − (ST )(F)(ρ; ξ) − F∧(0, 1)
∣∣ = 0, (74)

where we have used the abbreviations

(ST )(F)(ρ; ξ) = −
∫




∇∗
η F(η) · sρ(ξ, η) dω(η) (75)

and

sρ(ξ, η) = ∇∗
η Gρ(�∗; ξ, η)

=





− 1
4π

1
1−ξ ·η (ξ−(ξ · η)η) for 1−ξ · η>ρ

− 1
4πρ

(ξ−(ξ · η)η) for 1−ξ · η≤ρ.

(76)

5 Reconstruction formulae and wavelet transform

For all (sufficiently small) valuesρ > 0, the family {sρ}ρ>0 of
kernels sρ: 
×
 → R

3, (ξ, η) �→ sρ(ξ, η), (ξ, η) ∈ 
×
,
is called a scaling vector field. Moreover, s1: 
 × 
 → R

3

(i.e., ρ = 1) is called the mother kernel of the scaling vec-
tor field. Correspondingly, for ρ > 0, the family {wρ}ρ>0 of
kernels wρ: 
 × 
 → R

3 given by

wρ(ξ, η) = −w(ρ)−1 d

dρ
sρ(ξ, η), ξ, η ∈ 
, (77)

is called a wavelet vector field. The kernel w1 : 
 × 
 →
R

3 (i.e., ρ = 1) is called the mother kernel of the wavelet
function. Equation (77) is called the scale-continuous scal-
ing equation.

In the remainder of this paper, we particularly choose
w(ρ) = ρ−1 in analogy to Euclidean wavelet theory (of
course, other weight functions than w(ρ) = ρ−1 can be cho-
sen in our approach).

For the scaling function {sρ}ρ>0, the associated wavelet
transform is defined by

(W T )(F)(ρ; ξ) =
∫




∇∗
η F(η) · wρ(ξ, η) dω(η) (78)

where

wρ(ξ, η) =
{

0 for 1 − ξ · η > ρ
1

4πρ
(ξ − (ξ · η)η) for 1 − ξ · η ≤ ρ.

(79)

It should be pointed out that the kernels constituting the
wavelet vector field possess local support. This is of great
significance for computational purposes, since approximate
integration procedures have only to observe the contributions
inside the local support of wρ .

It is obvious that the wavelets behave like O(ρ−1); hence,
the convergence of the following integrals in the reconstruc-
tion theorem is guaranteed.

Theorem 5.1 Let {sρ} be a scaling vector field [as intro-
duced by Eq. (76)]. Suppose that F is of class C (1)(
). Then
the reconstruction formula
∫ 2

0
(W T )(F)(ρ; ·)dρ

ρ
= F − F∧(0, 1)

−1

3

3∑

m=1

F∧(1, m)Y1,m (80)

holds in the sense of ‖ · ‖C(0)(
), where

F∧(0, 1) =
∫




F(η)Y0,1(η) dω(η) (81)

and

F∧(1, m)=
∫




F(η)Y1,m(η)dω(η), m = 1, 2, 3. (82)

Proof Let ρ ∈ (0, 2] be a sufficiently small quantity. By
observing Fubini’s theorem (Fubini 1958) of real analysis
and the identity

sR(ξ, η) − s2(ξ, η)

=
∫ 2

R
wρ(ξ, η)

dρ

ρ
, ξ, η ∈ 
 × 
 (83)

we have
∫ 2

R
(W T )(F)(ρ; ξ)

dρ

ρ
= (ST )(F)(R; ξ)

−(ST )(F)(2; ξ), ξ ∈ 
. (84)

Taking the limit R → 0, we obtain with Theorem 4.2
∫ 2

0
(W T )(F)(ρ; ξ)

dρ

ρ
= F(ξ) − F∧(0, 1)

−(ST )(F)(2; ξ), ξ ∈ 
.

(85)

Using the definition of sρ (Eq. 76), Green’s formula, and the
addition theorem, we have for all ξ ∈ 
,

(ST )(F)(2, ξ) =
∫




∇∗
η F(η) · s2(ξ, η) dω(η)

= −
∫




F(η)�∗
ηs2(ξ, η) dω(η)

=
∫




F(η)
1

4π
(ξ · η) dω(η)

= 1

4π

∫




F(η)P1(ξ · η) dω(η) (86)

(note that s2(ξ, ·) is twice continuously differentiable on 
).
Obviously, the addition theorem for spherical harmonics of
degree one shows us that

(ST )(F)(2; ξ) = 1

3

3∑

m=1

F∧(1, m)Y1,m(ξ). (87)

This yields the desired result formulated in Theorem 5.1 ��
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An immediate consequence of Theorem 5.1 is the follow-
ing corollary.

Corollary 5.2 Suppose that F ∈ C (1)(
) fulfills F∧(0, 1) =
0 and F∧(1, m) = 0, m = 1, 2, 3. Then
∫ 2

0
(W T )(F)(ρ; ·)dρ

ρ
= F. (88)

6 Multiscale modelling

Until now, we have been concerned with a scale-continuous
approach to wavelets. In what follows, scale-discrete scal-
ing vector fields and wavelets will be introduced to establish
a numerical solution process. We start with the choice of a
sequence that divides the continuous scale interval (0, 2] into
discrete pieces. More explicitly, (ρ j ) j∈N0 denotes a mono-
tonically decreasing sequence of real numbers satisfying

ρ0 = 2, lim
j→∞ ρ j = 0. (89)

Remark 6.1 For example, one may choose ρ j = 21− j , j ∈
N0 (note that in this case 2ρ j+1 = ρ j , j ∈ N0). Another
possibility, which is related to what is developed in Freeden
and Schreiner (2005a,b), is to set ϕ j = 2π2− j and ρ j =
1 − cos ϕ j , j ∈ N0. In this case, the diameter of the support
of the wavelets doubles when going from j to j − 1.

Given a scaling vector field {sρ}, then we clearly define
the (scale) discretized scaling vector field {sD

j } j∈N0 as fol-
lows:

sD
j = sρ j , j ∈ N0. (90)

An illustration of |sD
j | can be found in Fig. 3. We immediately

get the following result.
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Fig. 3 Illustration of the norm of the scaling function |sD
j (cos ϑ)|

Theorem 6.2 For F ∈ C (1)(
)

lim
j→∞ sup

ξ∈


∣∣F(ξ) − F∧(0, 1) − (ST )D(F)( j; ξ)
∣∣ = 0, (91)

where

(ST )D(F)( j; ξ) = (ST )(F)(ρ j ; ξ) (92)

with

(ST )D(F)( j; ξ) =
∫




∇∗
η F(ξ) · sD

j (ξ, η) dω(η). (93)

Our procedure canonically leads us to the following type of
scale-discretized wavelets.

Definition 6.3 Let {sD
j } j∈N0 be a scale-discretized scaling

vector field. Then the (scale) discretized wavelet vector field
is defined by

wD
j (·, ·) =

ρ j∫

ρ j+1

wρ(·, ·)dρ

ρ
, j ∈ N0. (94)

A graphical impression of the scale-discretised wavelets can
be found in Fig. 4.
It follows from Eq. (94) that

wD
j (·, ·) = −

ρ j∫

ρ j+1

ρ
d

dρ
sρ(·, ·)dρ

ρ

= sD
j+1(·, ·) − sD

j (·, ·). (95)

The last formulation is called the (scale) discretized scaling
equation. It is not hard to see that, for ξ, η ∈ 
,

wD
j (ξ, η)

=






0 for ρ j+1 < 1−ξ · η

− 1
4π

(
1

ρ j+1
− 1

1−ξ ·η
)

(ξ−(η·ξ)η) for ρ j < 1−ξ ·η≤ρ j+1

− 1
4π

(
1

ρ j+1
− 1

ρ j

)
(ξ−(η · ξ)η) for 1−ξ · η≤ρ j .

(96)
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Fig. 4 Illustration of the norm of the wavelets |wD
j (cos ϑ)|
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Assume now that F is a function of class C (1)(
). Ob-
serving the discretized scaling equation (Eq. 95), we get for
J ∈ N0 and K ∈ N

(ST )D(F)(J + K ; ξ) = (ST )D(F)(J ; ξ)

+
J+K−1∑

j=J

(W T )D(F)( j; ξ), ξ ∈ 
. (97)

with

(W T )D(F)( j; ξ) = (W T )(F)(ρ j ; ξ), j = J, . . . , J + K − 1. (98)

Therefore, we are able to formulate the following corollary.

Corollary 6.4 Let {sD
J } j∈N0 be a (scale) discretized scaling

vector field. Then the multiscale representation of a function
F ∈ C (1)(
) is given by

sup
ξ∈


∣
∣∣
∣∣
∣
F(ξ) −




∞∑

j=0

(W T )D(F)( j; ξ) + F∧(0, 1)

+1

3

3∑

m=1

F∧(1, m)Y1,m(ξ)

)∣∣∣
∣∣
= 0. (99)

The aforementioned corollary admits the following refor-
mulation.

Corollary 6.5 Under the assumptions of Corollary 6.4

(ST )D(F)(J ; ·) +
∞∑

j=J

(W T )D(F)( j; ·) = F − F∧(0, 1)

−1

3

3∑

m=1

F∧(1, m)Y1,m (100)

for every J ∈ N0 (in the sense of ‖ · ‖C(
)).

As in the classical theory of wavelets (e.g., Freeden et al.
1998), the integrals (ST )D(F)( j; ·), (W T )D(F)( j; ·) may
be understood as low-pass and band-pass filters, respectively.
As such,

(ST )D(F)( j + 1; ·)=(ST )D(F)( j; ·)+(W T )D(F)( j; ·).
(101)

Equation (101) may be interpreted in the following way.
The ( j + 1)-scale low-pass filtered version of F is obtained
by the j-scale low-pass filtered version of F added by the
j-scale band-pass filtered version of F .

7 Multiscale modelling of geoid undulations

The above considerations lead us to the following results in
the determination of geoid undulations N : 
 → R from
deflections of the vertical �: 
 → R

3 via Eq. (19), i.e.,

∇∗
ξ N (Rξ) = −R�(Rξ), ξ ∈ 
. (102)

As in the classical process of gravimetric determination
of the geoid (e.g., Heiskanen and Moritz 1967), we assume
that the zero-degree term of the disturbing potential vanishes
at the (spherical) surface of the Earth (i.e., the difference
between the mass of the Earth and the mass of the reference
ellipsoid is supposed to be zero). Moreover, we assume that
the centre of the reference ellipsoid coincides with the center
of gravity of the Earth so that the first-degree term is zero. In
other words, the quantities

N∧(n, m)

=
∫




N (Rξ)Yn,m(ξ) dω(ξ); n = 0, 1; m = 1, . . . , 2n + 1,

are all allowed to be zero and do not enter into our consider-
ation.

To be more specific, we find the following result from
Theorem 6.2.

Corollary 7.1 Let �(R·): ξ �→ �(Rξ), ξ ∈ 
 be a continu-
ous field on 
. Then the geoid undulations can be determined
by the formula

N (Rξ) = R

4π

∫




1

1 − ξ · η
(ξ − (ξ · η)η) · �(Rξ) dω(η).

(103)

According to our approach, the integral on the right-hand
side of Eq. (103) can be written approximately by replacing
the improper integral by proper parameter-integrals involv-
ing the “regularized Green function kernel” with respect to
the Beltrami operator.

In our notation, for ξ ∈ 
 and J ∈ N0, we obtain

N (Rξ) = − R
∫




�(Rη) · sD
J (ξ, η) dω(η)

− R
∞∑

j=J

∫




�(Rη) · wD
j (ξ, η) dω(η). (104)

Consequently we find with d = −R�(R·)

N (Rξ) =
∫




d(η) · sD
J (ξ, η) dω(η)

−R
∞∑

j=J

∫

1−ξ ·η≤ρ j +1
η∈


�(Rη) · wD
j (ξ, η) dω(η).

(105)
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More explicitly,

N (Rξ)

=−R
∫

1−ξ ·η>ρJ
η∈


�(Rη) ·
(
− 1

4π

1

1−ξ · η
(ξ−(ξ · η)η)

)
×dω(η)

−R
∫

1−ξ ·η≤ρJ
η∈


�(Rη)·
(
− 1

4πρJ
(ξ−(ξ · η)η)

)
× dω(η)

−R
∞∑

j=J






∫

ρ j <1−ξ ·η≤ρ j +1
η∈


�(Rη)

·
(
− 1

4π

(
1

ρ j+1
− 1

1 − ξ · η

)
(ξ−(ξ · η)η)

)
dω(η)

−
∫

1−ξ ·η≤ρ j
η∈


�(Rη) ·
(

− 1

4π

(
1

ρ j+1
− 1

ρ j

)

× (ξ−(ξ · η)η) dω(η)

)






. (106)

In other words, finer and finer detail information about
the geoid is obtained by wavelets with smaller and smaller
local support.

8 Discussion and conclusions

Over the last two centuries, geodesists and mathematicians
have tried to formulate and solve gravimetric boundary-value
problems (BVPs), mainly in terms of functionals of the grav-
itational potential on the Earth’s topographic surface. The
international reference sphere (IRS) and the internal refer-
ence ellipsoid of revolution (IRE) had been chosen as inter-
national reference figures of the Earth.

Stokes (1849) initiated the study of BVPs in physical
geodesy, succeeding in transforming gravity anomalies on the
IRS to gravitational potential disturbances. Pizzetti (1910)
formulated the Stokes solution in terms of a BVP: given grav-
ity anomalies on the IRS, find the harmonic gravitational
potential (incremental potential with a reference (normal)
potential) in the space external to the IRS. As we discussed
in Sect. 1, Bruns (1878) converted the incremental potential
to radial displacement such that the Stokes–Pizetti solution
of the gravity anomaly BVP in spherical approximation pro-
duced undulations of the geoid, as well as other external equi-
potential surfaces.

While a large variety of papers concerned with the deter-
mination of the harmonic gravitational disturbing potential in
the outer space of the IRS is available (see, e.g., Freeden and

Michel 2004 for a survey), fewer attempts have been made to
represent the disturbing potential and its functionals intrin-
sically from suitable quantities on the IRS itself. First, qual-
itative studies of various intrinsic approaches to determine
the disturbing potential are due to Meissl (1971a,b); impor-
tant results were continued by Rummel and van Gelderen
(1992), Grafarend (2001) and Nutz (2001) in their papers
about the completed Meissl diagram (for further information,
the reader is also referred to the literature cited therein).

This paper addresses the intrinsic problem of computing
a scalar field F from its surface gradient ∇∗F . It is shown,
that the unknown scalar field F is essentially the surface
integral over the scalar product of the given surface gradi-
ent field ∇∗F and the surface gradient of Green’s function
with respect the Beltrami operator on the sphere. Since the
resulting integral is singular, it can be replaced by an inte-
gral involving a regularized vector kernel sρ showing a local
support. In this context, it is of significance that the kernel
is explicitly available as elementary function in closed form.
As a result, the singular integral (i.e., the convolution of ∇∗F
against the kernels sρ) can be replaced by a family of integrals
with regular kernels. In consequence, an economical and effi-
cient multiscale procedure [including a vectorial variant of a
tree algorithm (pyramid scheme)] can be established by use
of the concept proposed by Freeden et al. (1998), Bayer et
al. (1998) and Beth (2000). In addition, wavelet variances
(illustrating the space evolution in the frequencies) and mul-
tiscale denoising (as known from Euclidean wavelet theory)
can be introduced in close similarity to the ideas presented
in Freeden and Maier (2002). Moreover, spectral as well as
multiscale signal-to-noise thresholding can be performed as
proposed by Freeden and Maier (2003).

It should be mentioned in closing that the local determi-
nation of differences in N from deflections of the vertical
� is well known as astro-gravimetric levelling. However,
to the knowledge of the authors, the problem of determin-
ing N globally from data � has not been discussed in the
geodetic literature. Moreover, a local approximation of N
can be deduced from locally given � data, because of the
local character of the kernel fields involved in the multiscale
approximation (see Freeden and Schreiner (2005a,b) for an
alternate wavelet approach involving the up-function).
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