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Abstract. Satellite gravity missions, such as CHAMP,
GRACE and GOCE, and airborne gravity campaigns in
areas without ground gravity will enhance the present
knowledge of the Earth’s gravity field. Combining the
new gravity information with the existing marine and
ground gravity anomalies is a major task for which the
mathematical tools have to be developed. In one way or
another they will be based on the spectral information
available for gravity data and noise. The integration of
the additional gravity information from satellite and
airborne campaigns with existing data has not been
studied in sufficient detail and a number of open
questions remain. A strategy for the combination of
satellite, airborne and ground measurements is present-
ed. It is based on ideas independently introduced by
Sjöberg and Wenzel in the early 1980s and has been
modified by using a quasi-deterministic approach for the
determination of the weighting functions. In addition,
the original approach of Sjöberg and Wenzel is extended
to more than two measurement types, combining the
Meissl scheme with the least-squares spectral combina-
tion. Satellite (or geopotential) harmonics, ground
gravity anomalies and airborne gravity disturbances
are used as measurement types, but other combinations
are possible. Different error characteristics and mea-
surement-type combinations and their impact on the
final solution are studied. Using simulated data, the
results show a geoid accuracy in the centimeter range for
a local test area.

Keywords: Least-squares spectral combination �
Quasi-deterministic weight determination � Gravity
field determination

1 Introduction

One of the challenges in gravity field modeling in the
near future will be the combination of different types of
gravity measurement. Clearly, with the data from
dedicated satellites such as CHAMP, GRACE and
GOCE being available, additional information about
the gravity field can be obtained. It will refine the present
knowledge of the gravity field and make the existing
low-frequency information more reliable. However, this
new information is band limited and existing data sets
such as ground gravity anomalies and airborne gravity
data have to be used to recover the high frequencies of
the gravity spectrum. Although most of the power of
geoidal undulations is contained in the lower frequen-
cies, absolute geoid determination in the centimeter
range is not possible without combining all available
gravity data.

An overview of methods that have been numerically
investigated for combining satellite (or geopotential)
models and terrestrial gravity anomalies is given in
Pishchukhina (1987) or Featherstone et al. (1998). These
methods use the satellite-derived geoidal undulations as
the low-frequency part of the geoid and the residual
terrestrial gravity anomalies as the medium- and high-
frequency part of the geoid, applying a (modified)
Stokes integration in the process. The weighting of the
two measurement types is done with deterministic or
stochastic approaches, (see Heck and Grüninger 1987).
The deterministic methods neglect all possible stochastic
a priori information about the data, sources and might
in some cases be too pessimistic, whereas the stochastic
solutions more or less rely on the quality of the error and
noise estimates.

Less attention has been given to the combination of
more than two measurement types. This is mainly due to
the fact that acquiring gravity is expensive and multiple
or redundant gravity campaigns are avoided. In some
cases, however, and especially with the advent of airborneCorrespondence to: M. Kern
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gravimetry and gravity satellite missions, more (inde-
pendent) gravity data sources over limited areas will be
available. One possible strategy to combine multiple
gravity measurement types is to solve the inherent
overdetermined boundary-value problems (see e.g.
Sacerdote and Sansò 1985; Keller 1991). In this model
approach, the solutions are given for continuous gravity
information all over the Earth. In this paper, the oper-
ational situation is taken into account. The individual
measurement types may not only be different in spatial
distribution, data type and stochastic properties, but can
also differ considerably in their spectral characteristics
(Schwarz 1984). This seems somewhat difficult to model
in a boundary-value approach.

In the following, it is assumed that calibrated satellite
data are available in spherical harmonics. Thus, a
combination on the observation level is not considered.
The classical combination approach is least-squares (LS)
collocation (see Krarup 1969; Moritz 1989). Alternative
methods are given with the multiple-input/single-output
approach (Vassiliou 1986; Sideris 1996) and LS spectral
combination (Sjöberg 1981; Wenzel 1981; van Gelderen-
Rummel 2001).

This paper focuses on the LS spectral combination
and has the following three objectives.

1. To develop a framework for band-limited integral
combination methods;

2. To propose a quasi-deterministic approach for the
determination of the weights that neither imposes
assumptions on the data noise nor requires the a
priori knowledge of the errors in the local or regional
gravity data;

3. To assess the accuracy of the method using multiple
data sets and different combinations.

2 A framework for band-limited integral
combination methods

The framework for integral combinations described in
this paper merges several concepts.

1. The discrete and band-limited formulation (Bjer-
hammar 1973).

2. The Meissl scheme (Meissl 1971; Rummel and van-
Gelderen 1995).

3. The spectral combination (see e.g. Sjöberg 1981;
Wenzel 1981; van Gelderen and Rummel 2001).

Truncation errors and other practical problems can
generally be treated. Spherical approximation is used
throughout the paper.

The functional model is given as (Rummel and van
Gelderen 1995)

f ¼ 1

4p

ZZ
r

gKdr ð1Þ

where f are the output functionals and g stands for the
input functionals. When the input functionals are
limited in a frequency band from degree 2 up to the

maximum (resolution) degree L, the respective kernel
functions K become band limited. High-frequency noise
may leak into the solution when full kernel functions
are used. Hence, the (isotropic) kernel functions are
given as

K ¼
XL
‘¼2

ð2‘þ 1Þk‘P‘ðcoswÞ ð2Þ

where P‘ðcoswÞ are the Legendre functions as defined in
Heiskanen and Moritz (1967). Some of the most
common eigenvalues k‘ are summarized in Table 1.
They can all be taken from the Meissl scheme (Rummel
and van Gelderen 1995). R is the reference sphere radius
and r ¼ Rþ H stands for the radius of a sphere at height
H. Transformation of airborne gravity disturbances into
the potential in one step was first used in Novák and
Heck (2002). Although some of the kernel functions are
divergent, the accuracy of the band-limited solutions is
not adversely affected for most applications. Note that
for some of the functionals the summation starts with a
value other than two.

Residual gravity values are usually preferred in the
integration process. The (high-frequency) residuals are
obtained by subtracting the low-frequency satellite in-
formation from the original data g. They yield

gl ¼ g� gl

¼ g� GM
R

XLS
‘¼2

j‘T‘ ð3Þ

where GM is the product of the Newtonian gravitational
constant and the mass of the Earth, LS < L is the
maximum degree of the (satellite) spherical harmonics
and T‘ are the (Laplace) surface spherical harmonics of
the disturbing potential T . Table 2 shows selected values
for j‘.

Table 1. Eigenvalues k‘

f g k‘ Name

T ðRÞ DgðRÞ R
‘�1 Stokes

T ðRÞ dgðRÞ R
‘þ1 Hotine

T ðRÞ DgðrÞ r
‘�1

r
R

� �‘þ1
One-step

T ðRÞ dgðrÞ r
‘þ1

r
R

� �‘þ1
One-step

T ðRÞ TrrðrÞ r2
ð‘þ1Þð‘þ2Þ

r
R

� �‘þ1
Gradiometry

T ðrÞ T ðRÞ R
r

� �‘þ1
Poisson

Table 2. j‘ values

Functional j‘

DgðrÞ ‘�1
r

R
r

� �‘þ1

dgðrÞ ‘þ1
r

R
r

� �‘þ1

T ðrÞ R
r

� �‘þ1

TrrðrÞ ð‘þ1Þð‘þ2Þ
r2

R
r

� �‘þ1
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The frequency division of Eq. (1) yields

f ¼ 1

4p

ZZ
r

glKdr þ fl ð4Þ

where fl is added to account for the low-frequency part.
It is computed from the satellite data as

fl ¼
GM
R

XLS
‘¼2

j‘T‘ ð5Þ

The above integral methods are developed for contin-
uously given input functionals g. In practice, however,
the global and continuous integrals are replaced by
discrete, area-limited summations due to the character
of the available data. Thus, a spatial division of Eq. (4)
has to be performed in addition to the frequency
division. The corresponding equations may be derived
using a simple window function w. The window equals 1
for the local data area and 0 for the rest of the
integration domain r. In this case, Eq. (4) becomes

ff ¼ 1

4p

ZZ
r

wglKdr þ fl

¼ 1

4p

ZZ
r0

glKdr þ fl ð6Þ

r0 stands for the local data domain. However, discon-
tinuities due to the sharp window function may occur
and a truncation error exists due to the neglect of the
distant zones.

The rest of the integration domain r � r0 is accounted
for in Molodensky’s approach (Molodenskij 1958). The
two integration parts are then referred to as near-zone
contribution ðr0Þ and far-zone contribution (r � r0) (see
e.g. Vanı́ček Kleusberg 1987). Equation (4) is rewritten as

f ¼ fr0
þ fr�r0

þ fl

¼ 1

4p

ZZ
r0

glKdr þ 1

4p

ZZ
r�r0

glKdr þ fl ð7Þ

The far-zone contribution can be analytically computed,
implying that the low-frequency part is removed up to
degree ‘ ¼ LS (LS � 300 for GOCE) and that the missing
gravity data can be estimated from a geopotential model
(LM ¼ 360 for EGM96) as

gl � gM ¼ GM
R

XLM
‘¼LSþ1

j‘TM
‘ ; LS � LM ð8Þ

where TM
‘ are (Laplace) surface spherical harmonics

from the geopotential model. Inserting Eq. (8) and the
kernel function into the second integral of Eq. (7) leads
to the far-zone contribution

fr�r0
¼ 1

4p

ZZ
r�r0

glKdr

� GM
2R

XLM
‘¼LSþ1

j‘ TM
‘

XL
n¼2

ð2nþ 1ÞknR‘;nðwcÞ ð9Þ

where R‘;nðwcÞ are the Paul coefficients evaluated for the
spherical cap wc (Paul 1973)

R‘;nðwcÞ ¼
Zp

wc

P‘ðcoswÞPnðcoswÞ sinw dw; n � ‘ ð10Þ

Even though all band-limited kernel functions are
bounded, it is computationally advantageous to modify
the near-zone contribution for the point w ¼ 0. By
adding and subtracting the gravity value glP at the
singular point, the near-zone contribution can be
computed as

fr0
¼ 1

4p

ZZ
r0

ðgl � glPÞKdr þ 1

4p
glP

ZZ
r0

Kdr ð11Þ

� 1

4p

XN
j¼1

ðglj � glPÞKDXj �
glP
2

XL
‘¼2

ð2‘þ 1Þk‘R‘;0ðwcÞ

ð12Þ

where N is the number of data within the spherical cap
and DXj stands for the trapezoidal cell corresponding to
the jth geographical grid point. R‘;0ðwcÞ is again taken
from Paul (1973)

R‘;0ðwcÞ ¼ �
Zwc

0

P‘ðcoswÞ sinwdw ð13Þ

¼ P‘þ1ðcoswcÞ � P‘�1ðcoswcÞ
2‘þ 1

ð14Þ

Using more than one input functional for the determi-
nation of an output functional leads to overdetermined
problems. They can be solved for by introducing
weighting functions pðiÞ‘ . When the weights are depen-
dent on the degree ‘, they are usually denoted as spectral
weights (Sjöberg 1981). Obviously, the combination is
inherently stationary. The output functional f is then
determined as a weighted sum of the i different
contributions

f‘ ¼
X
i

pðiÞ‘ f ðiÞ
‘ ð15Þ

As suggested in Wenzel (1981), the weights can be
incorporated into the (kernel) functions leading to a
spectral combination. The weights are computed before
the integration process and an a priori accuracy estimate
of the final output functional can be obtained. For
computational convenience, the common summations in
the integral kernels are performed simultaneously. When
f happens to be the disturbing potential at geoid level,
geoidal undulations are determined using the Bruns
formula.

3 The determination of the weights

Conceptually, in all combination methods such as
LS collocation, multiple-input/single-output etc., the
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stochastic model is the most difficult part since assump-
tions about the noise characteristics have to be made.
However, knowledge on the noise of the terrestrial
gravity anomalies is often limited, which makes the use
of such a stochastic combination method rather ques-
tionable.

In the following, a quasi-deterministic (QD) solution
is derived that relies on the assumption that the low-
frequency information is more accurately known from
satellite data and that signal degree variances from local
measurements can be reliably derived. In addition, it is
assumed that global and local errors are comparable in a
certain frequency band. This may be achieved numeri-
cally by means of Pellinen’s smoothing functions (Jekeli
1981). Theoretically, however, a comparison of global
and local errors remains difficult.

3.1 Case 1

Satellite (S) and local gravity data (for instance Dg) will
be combined. The spectra overlap in the low to medium
frequencies since there is no satellite information above
degree LS. The original spectral combination method
proposed by Wenzel (1981) and Sjöberg (1981) uses
(8‘ � LS)

pð1Þ‘ ¼ 1� pð2Þ‘ ; pð2Þ‘ ¼ eS‘
eS‘ þ eDg

‘

ð16Þ

where eS‘ and eDg
‘ are the error degree variances of the

satellite spherical harmonics and local anomaly data,
respectively. Note that all (error) degree variances have
to be in the same unit (or dimensionless) to accommo-
date the necessary combinations and conversions. The
major objection against this stochastic model is the
required knowledge of the error degree variances of
the local gravity data. It is usually not available and has
to be estimated.

The signal degree variances of the local data �ccDg
‘ can

be written as

�ccDg
‘ ¼ cDg

‘ þ eDg
‘ � cS‘ þ eDg

‘ ð17Þ

where cDg
‘ are the true (unknown) degree variances

derived from the gravity anomalies and cS‘ are the degree
variances of the satellite spherical harmonics. Signal and
noise are assumed to be uncorrelated. Solving for eDg

‘ ,
Eqs. (16) and (17) yield the QD combination

pð1Þ‘ ¼ 1� pð2Þ‘ ; pð2Þ‘ ¼ eS‘
eS‘ þ j�ccDg

‘ � cS‘ j
ð18Þ

Taking the absolute value j 
 
 
 j ensures positive vari-
ances. Clearly, in Eqs. (18) a larger weight is assigned to
the measurement type that has smaller errors, and vice
versa. It is important to note that the QD combination
does not require a priori knowledge of the errors in the
local gravity data since �ccDg

‘ is determined from the
measurements and not from observables! However, the
model is not perfect since cDg

‘ ¼ cS‘ is an approximation
for higher degrees and the determination of �ccDg

‘ is not

error free. Nevertheless, it seems that this approximation
is more reliable than other stochastic combinations
because it involves weaker assumptions. For degrees
‘ > LS þ 1, the weights are given as

pð1Þ‘ ¼ 0; pð2Þ‘ ¼ 1 ð19Þ

3.2 Case 2

Using three or more (independent) measurement types,
the i measurement weights are determined using a
Gauss–Markov model with constraints. The parameters
pðiÞ‘ are subject to the constraint

pð1Þ‘ þ pð2Þ‘ þ pð3Þ‘ þ 
 
 
 ¼ 1 ð20Þ

The parameter vector pT‘ is then given by (Koch 1999)

pT‘ ¼N‘ AT
‘ R�1

‘ y‘þHT
‘ H‘N‘H

T
‘

� ��1
w‘�H‘N‘A

T
‘ R�1

‘ y‘
� �n o

ð21Þ

where N‘ ¼ AT
‘ R�1

‘ A‘

� ��1
. H‘ and A‘ are the coefficient

matrices for the constraints and the parameters, respec-
tively. For uncorrelated data the matrices H‘, A‘ and w‘

are unit matrices or vectors and the vector y‘ stands for
the i different contributions. In Eq. (21) the covariance
matrix R‘ is given by

8 ‘ ¼ 2; . . . ; LS:

R‘ ¼

eS‘ 0 0

0 j�ccDg
‘ � cS‘ j 0

0 0 j�ccdg
‘ � cS‘ j

. .
.

0
BBBBBBBB@

1
CCCCCCCCA

ð22Þ

where terms on the main diagonal are the error degree
variances of the individual measurement types. Equation
(22) implies that the measurement types are indepen-
dent. This assumption will hold true for the new satellite
missions; for some of the existing geopotential models,
however, terrestrial anomalies have been used and
correlations exist. For ‘ > LS, the covariance matrix
takes the form

8 ‘ ¼ LS þ 1 . . . L:

R‘ ¼

0 0 0

0 j�ccDg
‘ � cTR‘ j 0

0 0 j�ccdg
‘ � cTR‘ j

. .
.

0
BBBBB@

1
CCCCCA

ð23Þ

In Eq. (23) it is implicitly assumed that the degree
variance c‘ can be sufficiently approximated by the
Tscherning–Rapp model degree variance cTR‘ (Tschern-
ing and Rapp 1974) and that the difference between
them will be the same for all measurement types. It is
observed that, using two or more measurement types,
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the difference between a rough approximation of the
gravity degree variances and the true one cancels out.
Thus, the determination of the weighting functions only
relies on the quality of the estimated error degree
variances of the satellite missions and the determination
of the signal degree variances of the local gravity data.
No a priori information about the deterministic or
stochastic errors in the local data is required.

The (dimensionless) degree variances of the satellite
harmonics are computed as (Heiskanen and Moritz
1967)

cS‘ ¼
X‘

m¼0

ðDC2
‘;m þ DS2‘;mÞ ð24Þ

and the error degree variances

eS‘ ¼
X‘

m¼0

ðdC2
‘;m þ dS2‘;mÞ ð25Þ

where dC‘;m and dS‘;m are the standard deviations of the
fully normalized potential coefficients DC‘;m and DS‘;m.
The degree variances from the local data are obtained
via integration (Heiskanen and Moritz 1967, p. 257)

�ccf‘ ¼ 2‘þ 1

2
k2‘

Z p

w¼0

COVð�gg; �ggÞP‘ðcoswÞ sinw dw ð26Þ

where COVð�gg; �ggÞ is the local empirical covariance
function using noisy data �gg. As the empirical covariance
function is generally not isotropic, an averaging process
over all azimuths has to be performed. k2‘ equals 1 if the
output functional f is the same as the input functional g.
Due to the lack of global gravity data, the integration is
limited up to a maximum wc. Thus, the very low
frequencies will not be reliably recovered by the local
gravity data due to the leakage problem. Moreover, a
window function as suggested by Wenzel and Arabelos
(1981) should be used to avoid aliasing effects. Alterna-
tively, the degree variances may be derived via power
spectral density (PSD) functions (Schwarz et al. 1990).

4 Combination of two measurement types

In this section, numerical simulations are presented with
a two-fold purpose in mind. First, the integration
accuracies of two measurement-type combinations are
estimated, and second, the approach proposed in this
paper is compared to a deterministic combination.

The simulation parameters are summarized in Ta-
ble 3. The geopotential model EGM96 (Lemoine et al.

1998) is used instead of a satellite model since a high-
resolution satellite model is currently unavailable. It is
combined with either gravity anomalies or airborne
gravity disturbances at height H . The local gravity data
are generated using a synthetic model (L ¼ 2160) on a
50 � 50 grid in an area of 3 � 5. The synthetic model
consists of the coefficients of the EGM96 up to degree
and order 120 and a Kaula-like extension for the higher
degrees [see Novák et al. (2001) for the computational
details].

The gravity anomaly data range from �24:24 mGal
to about þ26:71 mGal and, thus, represent a field of
medium roughness. The gravity disturbances at flight
height are shown in Fig. 1. The white box indicates the
output area after the integration. The geoid solution
from the synthetic potential coefficients, which is assumed
to be the true solution, can be directly computed on the
same grid. Degrees LS ¼ 300 and LM ¼ 360 are used in
the combination. It should be noted that LS ¼ 300may be
an optimistic value for the GOCE mission [European
Space Agency (ESA) 1999].

The weighting functions pð1Þ‘ and pð2Þ‘ for gravity
anomalies and the geopotential model are shown in
Fig. 2. They are computed using the QD approach and
the EGM96 error model.

Clearly, frequencies below degree 120 cannot be
resolved by local gravity data. This is mainly due to the
size of the area in which the data are given. Therefore,
the geopotential model receives almost full weight in the
long wavelengths of the combination solution. Above
degree ‘ � 120, however, the signal-to-noise ratio of the
geopotential model is decreasing and leads to an
increasingly downweighted solution. The same weights
have been chosen for airborne and terrestrial gravity
data for comparison purposes. Above degree LS, the
weights are chosen according to Eq. (19).

The statistics for the weighted combinations are
summarized in Table 4. Four combination solutions are
shown. The solution on the far left is the weighted
combination of noise-free gravity anomalies and
EGM96. The next two columns represent the combina-
tion of noise-free airborne disturbances and EGM96.
The computational steps are then repeated with noise e
in the local data. White noise of 1.5 mGal standard
deviation (SD) is used. These results are shown in the
next two solutions; first the combination of noisy gravity
anomalies with EGM96 and then noisy airborne dis-
turbances with EGM96. Thus, the two left solutions of
Table 4 demonstrate the best-case scenario whereas the
two right solutions show the robustness of the combi-
nations to noise in the local data. Common to all solu-

Table 3. Simulation parameters
for two data types Data sets Height

(m)
Error models Results

Global Local Global Local

EGM96 dg 4000 EGM96 QD Table 4
EGM96 Dg 0 EGM96 QD Table 4, Fig. 2
EGM96 dg 4000 no no Table 5
EGM96 Dg 0 no no Table 5
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tions is a very small far-zone contribution. This has two
main reasons: first, the weights move the first zero
crossings in the kernel functions slightly forward, and
second, the far-zone effect from degree 301 to 360 is very
small. The final geoid errors are summarized in the last
row of Table 4. In all cases, the mean difference is small
and the standard deviation stays within the 1–2-cm
range. Thus, the chosen weight model performs rea-

sonably well for the combination of two measurement
types.

As indicated in Table 3, a deterministic combination
as proposed by Vanı́ček and Kleusberg (1987) has also
been performed. In this case, the weights in Eqs. (18) are
chosen as 1 or 0 for the respective data sets, implying
that the data spectra do not overlap. Obviously, the
kernel function reduces to the spheroidal kernel. Addi-
tional errors are expected from such a combination and
the results are shown in Table 5.

Due to the improperly modeled low to medium fre-
quencies in the local gravity data, the mean differences
are clearly larger than in the previous, weighted cases.
For instance, comparing the combination errors of noisy
gravity anomaly data from the deterministic and the
weighted solutions, the mean differences to the true so-
lution are 1.3 cm in the deterministic case and 0.6 cm in
the weighted case. This means that the deterministic
combination doubles the bias compared to the weighted
solution. Thus, even though the deterministic combina-
tion is computationally easier, errors are introduced by
such a procedure. Other deterministic kernel functions
may be used instead (see e.g. Vanı́ček and Featherstone
1998).

Fig. 1. Gravity disturbances at flight level
(mGal)

Fig. 2. Weighting functions using EGM96 and gravity anomaly data

Table 4. Geoid from weighted
combination (m) EGM96

Dg
EGM96
dg

EGM96
Dgþ e

EGM96
dgþ e

Mean SD Mean SD Mean SD Mean SD

Near zone )0.047 0.134 )0.045 0.132 )0.047 0.135 )0.045 0.134
Far zone +0.007 0.018 +0.007 0.017 +0.007 0.018 +0.007 0.017
Geoid )15.582 0.180 )15.580 0.179 )15.582 0.181 )15.582 0.181
Error +0.006 0.013 +0.005 0.012 +0.007 0.015 +0.005 0.017
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5 Combination of multiple measurement types

The combination of three or more measurement types
on the same grid is more involved than the previously
shown combinations. Prior to the combination of
multiple data, datum inconsistencies and other bias-like
effects are frequently removed by fitting a plane or
removing a bias from the data. Airborne measurements,
for instance, usually resolve a certain bandwidth
extremely accurately at the cost of a possible bias
(Schwarz and Li 1996). Instrumental, operational or
methodological problems may lead to degradations of
the low frequencies (Bruton 2000). The data can then be
made consistent to other gravity information such as
ground gravity anomalies through cross-over adjust-
ments and other operations. However, this implies that
the inhomogeneous ground gravity data mirror the
gravity field more reliably than the airborne data. This is
usually not true. Similar situations with shipborne data,
altimeter data etc. exist. These rather heuristic assump-
tions and their solutions are unsatisfactory. The LS
combination with the determination of the weights as
given in Sect. 3 solves this problem and low-frequency
inconsistencies in the local data do not play a major role.

The parameters for the two simulation tests are
summarized in Table 6. The generated weighting func-
tions for the three measurement types, GOCE, simulated
gravity anomalies, and simulated airborne gravity dis-
turbances, are shown in Fig. 3. The GOCE errors are
predicted values for a mission duration of 12 months
(ESA 1999).

The differences between the anomalies and the grav-
ity disturbances increase at degree 250. From there on,
the gravity anomalies gain more power in the combi-
nation than the disturbances. This reflects the attenua-
tion effect for the gravity disturbances at flight height.
Above degree 300, both weighting functions converge to
a value of about 0:5. As in the two-measurement-type
combination, the low-frequency information of the
geoid stems from the satellite model. However, the
weighting curve for the satellite model decreases faster

due to the chosen GOCE error model and an additional
measurement type.

As discussed in Wenzel (1981) and Wichiencharoen
(1984), a comparison of the weighted kernel functions
with their deterministic counterparts improves our
understanding of the behavior of the combination. The
weighted kernel functions, shown in Figs. 4 and 5, are
obtained using the weighting functions for three mea-
surement types, EGM96, gravity anomaly data, and
gravity disturbances at flight level. Figure 4 shows the
weighted and original Stokes kernel functions for grav-
ity anomalies. Figure 5 in turn shows the weighted and
original one-step kernel function used for the airborne
data. Both figures show the kernel functions plotted
versus the logarithm of the spherical distance and
demonstrate that the weighted kernel functions have less
power than the original kernel functions.

The first degrees in the kernel functions are virtually
zero due to the chosen weights. Hence, a bias in the local
gravity data does not propagate into the final solution. A
cross-over adjustment for the airborne gravity distur-
bances, mainly removing a bias between the airborne data
and the terrestrial gravity anomalies, seems therefore not
to be required. This may be supported by the numerical
investigation summarized in Table 7. The columns on the
far left show the statistics for the combination of EGM96,
noise-free gravity anomalies Dg, and gravity disturbances
dg at flight height. The results with noisy data in turn are
obtained when assuming white-noise characteristics of
1.5 cm SD for both local gravity data sets. An additional
constant bias of 5 mGal is applied to the airborne data
for the statistics summarized in the far-right columns of
Table 7. Even though the local data are burdened with
noise and a bias, the mean differences do not increase.

Table 5. Geoid from determi-
nistic combination (m) EGM96

Dg
EGM96
dg

EGM96
Dgþ e

EGM96
dgþ e

Mean SD Mean SD Mean SD Mean SD

Near zone )0.052 0.134 )0.053 0.130 )0.055 0.135 )0.053 0.133
Far zone +0.007 0.018 +0.007 0.017 +0.007 0.018 +0.007 0.017
Geoid )15.589 0.181 )15.588 0.181 )15.589 0.182 )15.588 0.183
Error +0.013 0.014 +0.011 0.014 +0.011 0.015 +0.011 0.019

Table 6. Simulation parameters for three data types

Data sets Error models Results

Global Local Local Global Local Local

EGM96 Dg dg GOCE QD QD Fig. 3
EGM96 Dg dg EGM96 QD QD Table 7,

Figs. 4, 5, 6 Fig. 3. Weighting functions using GOCE, gravity anomaly data and
gravity disturbances
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However, the mean difference of about 1 cm is slightly
larger than that for the weighted combination of two
measurement types; compare Table 4. This is most likely
due to the fact that integration errors are part of the
combined solution.

The geoid errors represented in the last row of
Table 7 are also shown in Fig. 6.

In correspondence with the statistics in the tables, only
the inner 1 � 1 part of the area is plotted in order to
avoid edge effects or other numerical difficulties. Thus,
Fig. 6 shows the residual errors due to integration,model,
and other effects. The errors stay below the level of 2 cm.

6 Discussion and conclusions

A strategy for the combination of heterogeneous data
sets has been developed. The proposed approach could
be seen as a continuation of the work done by Sjöberg

(1981), Wenzel (1982), and van Gelderen and Rummel
(2001), and uses spectral weights for the combination.
Four specific contributions and refinements are made to
the original model.

(1) A generalization of the original spectral combination
using multiple measurement types is demonstrated.
Practical issues such as truncation errors and singu-
larities are treated in a general way. Spherical
approximation is used throughout the paper.

(2) A quasi-deterministic solution for the determination
of the spectral weights is presented that is mainly
based on the assumption that the low-frequency
harmonics will be reliably known from satellite
missions. When global and local (error) degree
variances are considered comparable, no a priori
assumptions about the noise of the local gravity data
have to be made. Residual errors from gridding and
correction processes are naturally included in the
spectral weights. Although the noise of the local
gravity data can be non-stationary, the spectral
combination remains inherently stationary.

(3) A comparison to a purely deterministic two-mea-
surement-type combination is made. Numerical
results indicate that unmodeled low-frequency in-
formation in the deterministic combination propa-
gates as a bias into the solution.

(4) In multiple measurement combinations, a bias in
one of the local data sets does not propagate into the
final solution. This is mainly due to the spectral
weighting process. Thus, the spectral combination
method represents an alternative to classical com-
bination methods such as LS collocation.

Fig. 4. Weighted spheroidal kernel versus spheroidal kernel

Fig. 5. Weighted one-step kernel versus one-step kernel

Table 7. Geoid from combined integration (m)

Noise-free Noisy Noisy + biased

Mean SD Mean SD Mean SD

Near zone )0.048 0.132 )0.048 0.132 )0.048 0.132
Far zone +0.004 0.009 +0.004 0.009 +0.004 0.009
Geoid )15.586 0.180 )15.586 0.180 )15.587 0.180
Error +0.010 0.019 +0.010 0.019 +0.010 0.019

Fig. 6. Geoid error using EGM96, gravity anomalies and gravity
disturbances (m)
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Despite the refinements introduced, a number of ques-
tions remain. Most of them are general problems and
not specific to the QD approach. They include the
following.

(1) How can local and global errors be compared? How
do correlations between global and local data affect
the solution?

(2) Is a combination of heterogeneous gravity data sig-
nificantly better on the observation level? And, how
does the QD approach perform compared to tradi-
tional combination techniques such as LS collocation
and multiple–input–single–output using real data?

(3) How can topographical and atmospheric reductions,
biases, and other effects be treated, estimated, and
included into the combination?

As can be gauged by these questions, the underlying
theoretical problems still remain. This paper only
provides a further step towards resolving these prob-
lems. Future theoretical studies as well as numerical
investigations with real satellite, airborne, and terrestrial
data will provide new insight to the problem.
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