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F. Sansò1, C. C. Tscherning2

1 DIIAR–Sezione Rilevamento, Politecnico di Milano, P.zza Leonardo da Vinci 31, 20133 Milano, Italy
e-mail: fsanso@geo.polimi.it; Tel.: +39-2-2399-6504; Fax: +39-2-2399-6530
2 Department of Geophysics, University of Copenhagen, Juliane Maries Vej 30, 2100 Copenhagen Oe, Denmark
e-mail: cct@gfy.ku.dk; Tel.: +45-35 320582; Fax: +45-35365357

Received: 18 October 2001 / Accepted: 4 October 2002

Abstract. It has long been known that a spherical
harmonic analysis of gridded (and noisy) data on a
sphere (with uniform error for a fixed latitude) gives rise
to simple systems of equations. This idea has been
generalized for the method of least-squares collocation,
when using an isotropic covariance function or repro-
ducing kernel. The data only need to be at the same
altitude and of the same kind for each latitude. This
permits, for example, the combination of gravity data at
the surface of the Earth and data at satellite altitude, when
the orbit is circular. Suppose that data are associated with
the points of a grid with N values in latitude and M values
in longitude. The latitudes do not need to be spaced
uniformly. Also suppose that it is required to determine
the spherical harmonic coefficients to a maximal degree
and orderK. Then the method will require that we solveK
systems of equations each having a symmetric positive
definite matrix of only N � N . Results of simulation
studies using the method are described.

Keywords: Least-squares collocation – Gravity field –
Longitude grid

1 Introduction

The gravity potential of the Earth, W , is normally split
into two parts: a reference potential, U , and an
anomalous potential, T , so that W ¼ U þ T . The
reference potential may for example be a spherical
harmonic expansion to degree N ¼ 360 plus the centrif-
ugal potential. Then T is a harmonic function in the
space outside the Earth, when we disregard all external
masses (atmosphere, planets).

T may be approximated (‘modelled’) using a linear
combination of various types of (generally harmonic)

functions: solid spherical harmonics, representers of
observation functionals and point-mass potentials (see
Moritz 1980)

~TT ðP Þ ¼
Xn
i¼1

aifiðP Þ

In particular in the last decade, a lot of work has been
successfully performed in applying the wavelet concept
to the analysis of harmonc functions in spherical
domains (cf. Freeden et al. 1998).

The coefficients ai are determined by solving sys-
tems of linear equations. If we have more observations
than base functions fi the coefficients are often de-
termined using the method of least squares (LS). The
solution may, however, also be expressed in another
manner using solid spherical harmonics if the base
functions are harmonic. From the estimate ~TT we may
compute coefficients Tnm in a spherical harmonic series.
If the base, functions are themselves the spherical
harmonics, then obviously ai and Tnm are the same
quantities

~TT ð#; k; rÞ ¼
X1
‘¼0

X‘
m¼�‘

T‘m
a
r

� �‘þ1

Y‘mð#; kÞ

where # is the co-latitude, k the longitude, r the distance
to the origin

Y‘mð#; kÞ ¼ �PP ‘mðcos#ÞemðkÞ
�PP ‘m are the fully normalized Legendre functions of
degree ‘ and order m and emðkÞ ¼ cosmðkÞ when m � 0
and emðkÞ ¼ sin jmjðkÞ when m < 0.

Then, reversing the summation order, we can write

T̂T ‘mð#; k; rÞ ¼
X1

m¼�1

X1
‘¼jmj

T‘m
a
r

� �‘þ1
�PP ‘mðcos#Þ

0@ 1AemðkÞ

It is well known that we may take advantage of this
re-ordering when evaluating spherical harmonic series at
points with constant latitude and distance to the origin, r.Correspondence to: F. Sansò
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We will also take advantage of this in the following
derivations.

If the observations form a grid in longitude when
projected onto the unit sphere, further savings can be
made when determining the coefficients T‘m. Systems of
equations which have to be solved may have matrices
with a nice repetitive (Toeplitz) structure. We may take
advantage of this structure and reduce the numerical
effort considerably (see e.g. Colombo 1979).

In the method of least-squares collocation (LSC) the
setting is an infinite-dimensional Hilbert space. A solu-
tion is found by requiring a minimum norm or variance
of the estimate ~TT . This results in systems of equations as
large as the number of observations (see Moritz 1980).

The increase in computer power and storage possi-
bilities has recently permitted the determination of an
estimate of ~TT (using simulated data; see Tscherning
2001) corresponding to a 1-degree equal-area distribu-
tion, i.e. the data did not form a regular grid in latitude
and longitude.

A number of different techniques proposed since the
1980s are in fact equivalent to the collocation approach
when the proper reproducing kernel Hilbert space is
chosen. In particular, this is true for harmonic spherical
wavelets, although due to their multi-resolution prop-
erties they are more interesting in dealing with local
problems rather than with global ones as here (cf.
Freeden et al. 1998).

In the following it will be shown how, in the case of a
regular grid, the computational effort may be reduced
dramatically for the case of LSC. Naturally there are some
requirements to the data which must be fulfilled. How-
ever, we have conserved one of the important properties
of LSC, namely that we can mix different data types,
provided the data on each parallel are of the same kind.

In this way we are able to combine gravity gradient
data at satellite altitude (300 km) with gravity anomaly
data at the surface of the Earth.

Although it might seem that this condition is awkward
and unlikely to be met in practice, it happens to match
exactly an important situation that is going to become
true for a number of geodetic satellite missions. Imagine
we have a satellite on a circular orbit of radius �rr with some
inclination I ; for instance, a satellite observing second
radial derivatives, as will happen to a good approxima-
tion with GOCE. Then on the geocentric sphere with
radius �rr we can have a nice field of measurements covering
the sphere, with a distribution displaying a cylindrical
symmetry, but for two polar caps of radius jI � ðp=2Þj. It
is known that this weakens considerably the determina-
tion of a number of coefficients (cf. Moritz 1980; Sneeuw
et al. 2001), but the effect can be reduced if we introduce
other observations on the gravity field, which are
obtained from terrestrial (or aerial) measurements.
The method we present here is able to manage situations
like this with a relatively simple numerical apparatus.

To conclude the introduction, it is mentioned that it
is always debatable, whether spherical hamonic coeffi-
cients are or are not the ‘best’ parameters to represent
the potential T . However, as these coefficients are in
themselves so important also for physical reasons, they

are the functionals of T considered these days as what
we have to achieve in the content of global gravity field
models. In the present paper this point of view is ac-
cepted, so that we discuss mostly the estimation of T‘m,
although in Appendix A a generalization to other
functionals has been outlined.

In Sects. 2 and 3 the theory behind the new method
will be developed. It is based on some simple properties
of discrete Fourier series, which are demonstrated in
Appendix B. We describe in Sect. 4 the considerations
behind the numerical implementation of the method,
and in Sect. 5 we describe the testing of the method and
give examples of applications.

2 The problem

Suppose we have observations of the potential T which
can be modelled as

Qoik ¼ BikðT Þ þ mik ð1Þ

where the functionals Bik have the form

BikðT Þ ¼
Xþ1

‘¼0

X‘
m¼�‘

T‘mb‘mi emðkkÞ ð2Þ

These Bik are then related to a grid of points Pik on
the sphere

#ðPikÞ ¼ #i i ¼ 1; 2; . . . ;N

kðPikÞ ¼ kk ¼ kd k ¼ 0; . . . ;M � 1

d ¼ 2p
M

M ¼ 2L

It is crucial in the following reasoning to assume that
#i are any values but kk are regularly spaced. The mik are
observational noise with the following characteristics:

Efmijmjkg ¼ dijdknni ðni > 0Þ ð3Þ

i.e. they are linearly independent and with variances
depending only on #i! Here Efg is the expectation
operation with respect to noise.

The hypothesis that the observational functionals are
of the form of Eq. (2) is not very restrictive, as we can
see in the following examples. In particular, this is much
less restrictive than assuming Bik to be diagonal in
spherical harmonics.

2.1 Examples

In the following examples we shall use the notation að#Þ
to indicate, whenever appropriate, any smooth function
of # that can be suitably chosen to specify the operator.

1. Bik upward continuation to point Qik ¼ ðri; #i; kkÞ
(note, r has to depend only on i)

b‘mi ¼ R
ri

� 	‘þ1

�PP ‘mðcos#iÞ
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2. Bik , radial derivative oa=ora at Qik ¼ ðri; #i; kkÞ

b‘mi ¼ ð�1Það‘þ 1Þ � � � ð‘þ 2� aÞ
Ra

� R
ri

� 	‘þaþ1

�PP ‘mðcos#iÞ

3. Bik , meridional derivative

Bik 

að#Þ
r

o

o#






Qik

at Qik 
 ðri; #i; kkÞ

b‘mi ¼ 1

R
R
ri

� 	‘þ2

að#iÞ �PP ‘mðcos#iÞ

or higher-order generalizations.
4. Bik , longitudinal second derivative

Bik ¼
að#Þ
r2

o2

ok2






Qik

at Qik 
 ðri; #i; kkÞ

b‘mi 
 1

R2

R
ri

� 	‘þ3

�að#iÞ �PP ‘mðcos#iÞð�m2Þ

5. Bik , spherical block average

Bik ¼
Z#iþD

#i�D

d#að#Þ
ZkkþD

kk�D

dk

around the point Qikðri; #i; kkÞ; considering thatZkkþD

kk�D

emðkÞ dk ¼ 2ðsin DÞemðkkÞ 8m

we obtain

b‘mi ¼ R
ri

� 	‘þ1

2ðsin DÞ
Z#iþD

#i�D

�PP ‘mðcos#Þ d#

Remark. One important example does not fit into this
scheme, but it can be treated in a similar way, namely
the longitudinal first-order differential

Bik ¼
að#Þ
r

o

ok






Qik

However, we have in this case

o

ok
emðkÞ ¼ �me�mðkÞ

so that, instead of Eq. (2), the following representation
holds:

BikðT Þ ¼
X1
‘¼0

X‘
m¼�‘

T‘�mb‘mi emðkkÞ

with

b‘mi ¼ �m
R

R
ri

� 	‘þ2

að#iÞ �PP ‘mðcos#iÞ

remember in fact that �PP ‘;�m 
 �PP ‘m by definition.

Our problem is now summarized as follows: from
observations Qoik we want to obtain an estimate of T‘m

T‘m ¼ L‘mð ~TT Þ
by applying the LSC concept.

3 The collocation solution

Let us first remember that the collocation algorithm
coincides with an ordinary stochastic (Wiener–
Kolmogorov) estimation under the assumption that

EfT‘mg ¼ 0; EfT‘mTpqg 
 r2
‘d‘pdmq ð4Þ

This provides us with a tool to simplify the following
computations. In order to perform a collocation esti-
mate of T‘m ¼ L‘mðT Þ we need the following variances
and covariances:

EfL‘mðT Þ2g 
 r2
‘ ð5Þ

EfL‘mðT ÞQoikg 
 EfL‘mðT ÞBikðT Þg ð6Þ

 r2

‘b
‘m
i emðkkÞ

EfQoik;Qojng

 EfBikðT ÞBjnðT Þg þ nidijdkn

¼
Xþ1

‘0¼0

X‘0
m0¼�‘0

r2
‘0b

‘0m0

i b‘
0m0

j em0 ðkkÞem0 ðknÞ þ nidijdkn



Xþ1

m0¼�1
em0 ðkkÞem0 ðknÞCm0

ij þ nidijdkn

ð7Þ

Cm0

ij 

Xþ1

‘0¼jm0 j
b‘

0m0

i b‘
0m0

j r2
‘0

Note that fCm0 g is a symmetrical and positive definite
matrix.

Now let us recall the following rules (cf. Appendix B):

0 � m0 � L; h � 0

em0 ðkkÞ 
 em0þhMðkkÞ
em0 ðkkÞem0 ðknÞ 
 em0þhMðkkÞem0þhMðknÞ

0 < m0 < L; h � 1

em0 ðkkÞ 
 ehM�m0 ðkkÞ
em0 ðkkÞem0 ðknÞ 
 ehM�m0 ðkkÞehM�m0 ðknÞ

� ðL� 1Þ � m0 < 0; h � 0

em0 ðkkÞ 
 e�hMþm0 ðkkÞ
em0 ðkkÞem0 ðknÞ 
 e�hMþm0 ðkkÞe�hMþm0 ðknÞ

� ðL� 1Þ � m0 < 0; h � 1

em0 ðkkÞ 
 �e�hM�m0 ðkkÞ
em0 ðkkÞem0 ðknÞ 
 e�hM�m0 ðkkÞe�hM�m0 ðknÞ
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Accordingly we can write

0 � 8 k; n � M � 1Xþ1

m0¼�1
em0 ðkkÞem0 ðknÞCm0

ij



XL

m0¼�ðL�1Þ
em0 ðkkÞem0 ðknÞ~CC

m0

ij ð8Þ

where

~CC0
ij ¼

Xþ1

h¼0

ChM
ij

~CCL
ij ¼

Xþ1

h¼0

CLþhM
ij

ð0 < m0 < LÞ;

~CCm0

ij ¼
Xþ1

h¼0

Cm0þhM
ij þ Cðhþ1ÞM�m0

ij

� �
½�ðL� 1Þ � m0 < 0�;

~CCm0

ij ¼
Xþ1

h¼0

Cm0�hM
ij þ C�m0�ðhþ1ÞM

ij

� �
Summarizing, we see that Eq. (7) can be written as

EfQoik;Qojng 
 CðQoik;QojnÞ

¼
XL

m0¼�ðL�1Þ
em0 ðkkÞem0 ðknÞ~CCm0

ij þ nidijdkn ð9Þ

where the formula also implicitly defines Cð�; �Þ.
For the sake of readibility, from now on we

will choose Krarup’s notation (see Krarup 1969) where
the covariance of any two functionals of T ;AðT Þ;BðT Þ is
derived from one and the same covariance, namely

CTT ðP ;QÞ ¼ EfT ðPÞT ðQÞg

and written as

CðA;BÞ 
 EfAðT Þ;BðT Þg 
 APfBQCTT ðP ;QÞg

Now we can consider the solution of our problem.
We put

T̂T ‘m ¼
X
ðikÞ

K‘m
ik Qoik ð10Þ

and we want to determine K‘m
ik and the estimation error

of T̂T ‘m.

Note: during the whole reasoning ð‘;mÞ in Eq. (10) is
fixed, i.e. we estimate one coefficient at a time.

The matrix with coefficients K‘m
ik is determined by

solving the systemX
ðjnÞ

CðQoik;QojnÞK‘m
jn ¼ CðL‘m;QoikÞ ð11Þ

orXL
m0¼�ðL�1Þ

em0 ðkkÞ
X
ðjÞ

~CCm0

ij

X
ðnÞ

em0 ðknÞK‘m
jn

þ niK
‘m
ik 
 r2

‘b
‘m
i emðkkÞ ð12Þ

Remark. In the right-hand side, m is any integer
between �1 and þ1; however, in the interval
�ðL� 1Þ � t � L there is only one t ¼ tðmÞ such that

m ¼ t þ hM i.e. t ¼ ½m Mod M � � ½L� 1�ð Þ ð13Þ

and also then

emðkkÞ 
 etðkkÞ ; 8 k ð14Þ

Accordingly, we can substitute etðkkÞ in the right-hand
side of Eq. (12), with t given by Eq. (13).

Let us multiply Eq. (12) by erðkkÞ, with
�ðL� 1Þ � r � L, and sum over k. Because of the or-
thogonality relation of Eq. (B12) (cf. Appendix B), we
have

M
2
�r
X
ðjÞ

~CCr
ij

X
ðnÞ

erðknÞK‘m
jn

0@ 1A
þ ni

X
ðkÞ

K‘m
ik erðkkÞ 
 r2

‘b
‘m
i
M�r

2
drt ð15Þ

where

�r ¼ ð1 þ dr0Þð1 þ drLÞ

It should be noted that by multiplying Eq. (15) by
1=ererðknÞ and summing over r, by exploiting Eq. (B13)
in Appendix B, we go back to Eq. (12), thus proving
that the two equations are equivalent.

This means that the matrix

D‘m
ir ¼

X
ðkÞ

K‘m
ik erðkkÞ ð16Þ

satisfies the equationX
ðjÞ

~CCr þ 2

M�r
N

� 	
ij
D‘m
ir ¼ r2

‘drtb
‘m
i ð17Þ

where

N 
 Diag fng ð18Þ

Then, considering that C is positive definite unless the
functionals are not independent, and in any case N is
always positive

D‘m
ir 


X
ðkÞ

K‘m
ik erðkkÞ



X
ðjÞ

~CCr þ 2

M�r
N

� 	�1

ij
b‘mj r2

‘drt ð19Þ
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Using Eq. (B13) (cf. Appendix B) in Eq. (19) yields

K‘m
in 


X
ðjÞ

~CCr þ 2

M�t
N

� 	�1

ij
b‘mj r2

‘

2

M�t
etðknÞ ð20Þ

½# ¼ #i; k ¼ kn ; t ¼ tðmÞ�

i.e. the sought solution. Again it is trivial, using
Appendix B, to prove that the reverse is also true.

Finally, the estimation error of T‘m is given by

E2
‘m 
 E ðbTT‘m � T‘mÞ2

n o

 r2

‘ �
X
ðinÞ

K‘m
in CðL‘m;QoinÞ


 r2
‘ �

X
ðijÞ

r2
‘b

‘m
i

~CCr þ 2

M�t
N

� 	�1

ij
b‘mj r2

‘

�
X
ðnÞ

2

M�t
etðknÞemðknÞ

On the other hand, recalling Eq. (B12) and (13), we
haveXM�1

n¼0

etðknÞemðknÞ ¼
XM�1

t¼0

etðknÞ2 ¼ M�t
2

so that the final formula is obtained as

E2
‘m ¼ r2

‘ � r4
‘

X
ðijÞ

b‘mi ~CCt þ 2

M�t
N

� 	�1

ij
b‘mj ð21Þ

Note that in Eq. (21) t has to be considered as function
of m according to Eq. (13).

4 Numerical procedures

In this section we aim to re-organize in an advantageous
and fast manner the solution procedure explained in
Sect. 3.

Summarizing and re-organizing all the formulas of
Sect. 3, we find that a ‘solution’ can be sequentially
computed through

D‘m
im ¼

XN
j¼1

~CCt þ 2

M�t
N

� 	�1

ij
b‘mi r2

‘ ð22Þ

Q̂Qoim ¼ 1

M

XM�1

k¼0

emðkkÞQoik ð23Þ

T̂T ‘m ¼ 2

�m

XN
i¼1

D‘m
im Q̂Qoim ð24Þ

E2
‘m ¼ r2

‘ 1 �
XN
i¼1

D‘m
imb

‘m
i

" #
ð25Þ

In particular Eq. (22) derives from Eq. (19) for
t ¼ r ¼ m and Eqs. (24) and (25) justify that D‘m

im are the
only coefficients needed, i.e. one N -vector for every ‘;m;
moreover, Eq. (24) derives from a combination of

Eqs. (10) and (19). Therefore the main numerical effort
is in computing Eq. (22), i.e. in solving the linear sys-
temsXN
j¼1

~CCm
ij þ

2

M�m
nidij

� 	
D‘m
jm ¼ r2

‘b
‘m
i ð26Þ

once more we underline that each system of Eq. (26) has
dimension N � N , namely 360 � 360 in the cases of
highest resolution foreseeable today, when treating
global data sets.
Note: remember that N is the number of parallels along
which data are given, so that N ¼ 360 corresponds to a
0:5� resolution.

The only problem we have to face here is the com-
putation of the matrices ~CCm 
 f~CCm

ijg, considering that to
follow the definition of Eqs. (7) and (9) is a fairly inef-
ficient approach.

A more viable solution is to go back to the matrix

Cik;jn 
 EfBikðT ÞBjnðT Þg

 BPikfBPjnCTT ðPik; PjnÞg � CTT ðPik; PjnÞ ð27Þ

¼ EfT ðPikÞT ðPjnÞg



Xþ1

‘¼0

r2
‘

2‘þ 1
P‘ðcos wPik ;PjnÞ 
 CðwPik ;PjnÞ ð28Þ

where Pik; Pjn are thought of as grid points on the unit
sphere, with spherical distance wPik ;Pjn , and the function-
als Bik are given by Eq. (2).

Typically we have analytical models for CTT , so that
Eq. (28) allows a relatively simple direct computation of
the matrix Cik;jn by applying analytically the observation
functionals Bik .

Then, recalling Eq. (8), we see that

Cik;jn 

XL

m¼�ðL�1Þ
emðkkÞemðknÞ~CCm

ij ð29Þ

and it is from this formula that we want to determine
~CCm
ij .

A formal solution of Eq. (29) is [cf. Eq. (B12) in
Appendix B]

½�ðL� 1Þ � m � L�

~CCm
ij ¼

2

M�m

� 	2 XM�1

k;n¼0

Cik;jnemðkkÞemðknÞ ð30Þ

which looks like a double DFT (discrete Fourier
transform) along parallels i and j.

As they are written the numbers ~CCm
ij are a very large

set, namely N 2 �M , which for the reference case of
0:5� � 0:5� resolution amounts to more than 93 � 106

numbers. On the other hand, if we take advantage of a
fast Fourier algorithm we have to compute at the same
time ~CCm

ij for ij fixed and all the values of m, so that we are
likely to be obliged to store the whole data set together.
Fortunately a number of symmetries can be exploited to
save memory and computer time.
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First of all ~CCm
ij are symmetric in the exchange i $ j. In

addition, in all the examples reported in Sect. 2 we have
either

b‘;�m
i 
 b‘;mi ð31Þ

or

b‘;�m
i 
 �b‘;mi ð32Þ

In this case we immediately see from Eq. (7) that

~CCm
ij 
 ~CC�m

ij

which, from Eq. (9), implies

~CCm
ij 
 ~CC�m

ij ð33Þ

Accordingly, under the hypothesis of Eq. (31) or
Eq. (32), we find that

Cik;jn ¼ Fi;j;k�n 

XL
m¼0

~CCm
ij cosmðkk � knÞ ð34Þ

where

kk � kn ¼ ðk � nÞ 2p
M

ð35Þ

which is straightforwardly inverted by

ð0 � m � L; i � jÞ

~CCm
ij 


2

�mM

XM�1

k¼0

Cik;jo cosmkk ð36Þ

Already at this point we have divided the total
number ~CCm

ij by a factor of about 4; further savings
are possible when the grid is also symmetrical in the
index i, with respect to the equator. In this case we
can exploit the well-defined parity of each Legendre
function �PP ‘m.

In conclusion, by observing Eq. (36) we can say that
we have to compute the covariance matrix C, by fixing
the point kn ¼ 0 on a parallel # ¼ #j and computing all
the covariances of the observational functionals BjoðT Þ
and BikðT Þ for all #i � #j, and for all the k ¼ 0; . . . ;
N � 1 values; each string of data is then cosine trans-
formed to provide ~CCm

ij . Let us stress also that, since
cos kM�k ¼ cos kk and CiM�k;jo 
 Cik;jo, the covariances
Cik;jo need to be computed only up to kk ¼ p.

The final result is that problems like these, satisfying
our hypotheses of Eqs. (2) and (31) or (32), can be
treated, as we will see in the next section, with very re-
alistic settings, on a simple modern PC.

5 Examples

A FORTRAN program ‘sphgrid.f ’ has been written
following the principles described in Sect. 4. However,
not all the functionals discussed in Sect. 2 can be used in
the present version of the program – only the height
anomaly, the radial derivatives of first and second order,

and a gravity anomaly functional, where the derivative is
taken with respect to the radius vector, r. Mean gravity
anomalies are treated as the sum of values (here n � n),
not at the same radial distance, but at distances
corresponding to the same ellipsoidal height. This
corresponds approximately to how mean gravity anom-
alies are computed in practice.

The program has been tested for small grids, by
verifying that the ‘full’ collocation solution and the ‘fast’
solution were identical.

Covariance functions must be given by providing a
set of degree variances. This means that the variance will
be too large at the poles and too small at the equator, see
Sect. 5.3. (This issue will be treated in a forthcoming
paper.)

The program may use spherical approximation or no
approximation, (see Sect. 5.1) and may combine data at
different altitudes and of different kinds (see Sect. 5.2).
Parallels may occur several times, with different obser-
vations such as ground gravity anomalies and satellite-
tracked second-order derivatives.

The program may handle very large data sets. Solu-
tions to degree 720 have been computed using simulated
data. In Sect. 5.3 we describe the computation of a de-
gree 360 solution using real data. The EGM96 (Lemoine
et al. 1998) gravity data have been used.

5.1 Errors due to spherical approximation

Spherical approximation is in general use in gravity-
field-related computations. The error is supposed to be
of the order of the flattening, i.e. 1/300 (see e.g. Moritz
1980).

Spherical approximation has two different meanings
in geodetic literature. One is just to substitute the nor-
mal potential with the spherical potential l=r in coeffi-
cients of observational functionals; the effect of this
approximation has been studied for a long time and it is
known to be of the order of flattening. The other kind of
approximation (see e.g. Moritz 1980) is to make a co-
ordinate mapping which transforms the Earth ellipsoid
into the mean Earth sphere; as a result the expression of
the Laplacian in these new ‘mean spherical’ coordinates
is changed. The perturbations are known to be contin-
uous in the flattening parameter and they are assumed to
be of the same order of magnitude. In this experiment
we show that this is not true.

Pertubations of the EGM96 coefficients were calcu-
lated so that they had a standard deviation equal to the
EGM96 error degree variances (see Fig. 1). A covari-
ance function consistent with this was defined using the
error degree variances of EGM96 up to degree 180 as
degree variances, and the GPM98 (Wenzel 1998) degree
variances from degree 181 to degree 720. Gravity
anomalies (between the perturbed and the original
EGM96 model) in a regular grid with a spacing of 1
degree in geodetic latitude and longitude were generated
at 300 km altitude over the Earth ellipsoid. No noise
was added to the data, but in the calculations a noise
standard deviation of 0.03 mGal was used.
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Since actual data are now on exactly circular parallels
in space, although not belonging to the same sphere, we
can perform our collocation solution without further
approximation. This has been computed with a ‘spher-
ical approximation’ solution obtained by first mapping
the actual observational configuration on a sphere at
300 km height over the mean Earth sphere.

Figure 1 shows the resulting standard deviations of
the differences between the predicted coefficients and
the ‘true’ ones per degree. The relative error obtained
using ‘spherical approximation’ in the above sense is
not of the order of the flattening, but between 0.1 and
0.05. The error obtained by not using any approxi-
mation is 100 times smaller. The formal error estimate
is nearly the same in both cases, since it depends
mainly on the covariance function. The error obtained
when not using spherical approximation is somewhat
smaller than the formal error estimate due to the fact
that no noise was added to the data. However, for
spherical approximation the error was much larger
than the estimated error. As a conclusion we could say
that further investigations on this type of error are
needed.

5.2 Data combinations

In order to illustrate the potential of the method, it has
been used to study the influence of the polar gaps on a
spherical harmonic solution based on anomalous verti-
cal gravity gradient datas (cf. Sect. 2). Data were
simulated as pertubations of EGM96, but in fact not
needed, since what we wanted to study were the error

estimates of the spherical harmonic coefficients. Five of
the many experiments conducted are described here. A
grid with 2-degree spacing in longitude was used in all
five cases: anomalous gravity gradient data on parallels
spaced 2 degrees apart from latitude �82 degrees to
82 degrees, altitude 300 km. Noise standard deviation
equal to 0.005 EU was assigned to the data. The same
kind of data was added at the parallels with latitude 84,
86 and 88 degrees, and at parallels with latitude �84,
�86 and �88 degrees. Anomalous gravity was added to
the data set used in Eq. (1) at the parallels between 83
and 89 with 1-degree spacing. The altitude used was
5 km and the data noise was 0.2 mGal. Data with the
same spacing was added in Antarctica.

In Fig. 2 the effect of the polar gap on the coefficients
of degree 28 is clearly seen, and also the effect of cov-
ering the gaps with gradient data. Degree 28 was chosen
because its behaviour was representative of that of all
the other degrees. Experiments with gravity anomalies
added in different altitudes and with different noise as-
signed were conducted. By ‘iteration’ it was found that
rather high-resolution gravity anomalies (5 km altitude
corresponding to 0.5 degree means), spaced with the
double density as compared to the gravity gradients,
were needed to obtain approximately the same effect as
when gravity gradient values were added (see Fig. 3).
The experiments correspond quite well to the situation
we will have using GOCE (European Space Agency
1999) data, but after we have improved the spherical
harmonics using CHAMP (GFZ 2001). This does not
correspond to the present situation, because an isotropic
covariance function was used in the calculations. The
use of a uniform noise variance for the gradient data
corresponds very well to what we expect from the
GOCE mission.

Fig. 1. Standard deviation of EGM96 perturbed coefficients and
corrections per degree computed using or not using spherical
approximation

Fig. 2. Error estimates for degree 28. Only vertical gravity gradient
data used. Longitude equidistance 2 degrees
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5.3 Solution using EGM96 0.5-degree equi-angular
mean free-air anomalies

EGM96 has been computed using satellite orbit pertur-
bations and ground gravity. The gravity data were
0.5-degree mean values, downward continued to the
ellipsoid. Error estimates had been assigned so that the
gravity data would not deteriorate the satellite data, and
the gravity data were used to improve on a satellite-only
solution to degree 72. Consequently in this study we
subtracted the contribution of EGM96 to degree 72, and
used as degree variances in the covariance function the
error degree variances of EGM96 to degree 72. This gives
a strong a priori constraint on the coefficients up to
degree 72, the effect of which can be seen in Figs. 4 and 5.

For degree 73–720 we used degree variances calcu-
lated from Wenzel’s GPM98 coefficients (see Figs. 6 and
7), where the square roots of the degree variances are
shown. It should be noted that a consequence of using
this kind of isotropic model is that the signal variance
will vary with latitude. The factor R=r, where R is the
Earth mean radius, will be small at the poles and large at
the equator. (In degree-variance models which have an
infinite number of coefficients, a Bjerhammar sphere
with a radius smaller than the semi-minor axis of the
Earth must be used. Such models have not been included
in the program in order to keep the program simple.)

A number of numerical experiments were conducted,
treating the mean values as point values or as mean
values and assigning different error estimates to the
data. The radial derivative was used, while the data are
associated with a derivative close to the normal to the
ellipsoid. In the results of the numerical experiments
shown here, we used the error estimates of EGM96
to calculate mean values of error estimates for each

parallel, which were then assigned to all data on the
same parallel. In Fig. 4 and 5 the results are shown
treating the data as point values.

We see that rather large differences with respect to
the EGM96 coefficients exist.

Fig. 3. Error estimates for degree 28. Vertical gravity gradient data
and gravity anomalies at 5 km. Longitude equidistance 2 degrees for
gradients, 1 degree for gravity

Fig. 5. Standard deviation of degree variances, of error estimates and
of differences observed–predicted, 0.5-degree spacing. EGM96 gravity
anomalies used as point data

Fig. 4. Mean, max and min differences between EGM96 and
predicted coefficients from data spaced at 0.5 degrees. EGM96
original 0.5-degree mean values treated as point gravity anomalies
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The ‘corrections’ to the coefficients were added to
the EGM96 coefficients, and the coefficients were
used to calculate mean gravity anomalies which were
compared with the original EGM96 values. Using the

unperturbed EGM96 coefficients gave a considerable
better fit to the data compared to that using the
‘corrected’ coefficients.

Here we have to keep in mind that a collocation
solution will give an exact fit to noise-free data, and a
fit within the ‘noise band’ for noisy data. Hence had we
computed estimates for all coefficients up to degree
720, a perfect fit would have been obtained – especially
if we had assigned a small noise to the data. We want
to study these findings in depth, because they could
help to explain some of the long-wavelength errors
found in geoid calculations where EGM96 is used in a
remove–restore procedure. It may be that methods
which are used to determine coefficients, and a priori
project the solution to a space of low dimension, will
‘press’ too much of the information into these coeffi-
cients.

6 Conclusion

The results of Colombo (1979) have been generalized so
that data on grids with parallels in varying altitude and
with different data types can be processed very efficiently
using LSC. No spherical approximation is necessary.
However, the use of an isotropic covariance implies that
signal variances generally will be too low at the equator
and too large at the poles. Solutions to this problem are
being considered.

The fast spherical collocation method has been used
to demonstrate the problems associated with the use of
spherical approximation. It has been used to simulate
results where satellite gravity gradient data were com-
bined with ground gravity. Furthermore, the method
has been used to compute a set of spherical harmonic
coefficients and associated error estimates to degree and
order 360 using the same ground gravity data as used
when determining EGM96. The differences with respect
to EGM96 need to be further analysed in order to be
understood.

Acknowledgements. The authors are extremely grateful to the
reviewers; due to their precise and open-minded work, a number of
corrections and improvements have been made to the paper.

Appendix A

A generalization

When the observational functionals Bik still satisfy the
condition of Eq. (2), we can apply the same reasoning as
developed in the present paper to the estimation of any
linear functional AðT Þ

AðT Þ ¼
X
p;q

Tpqapq ðA1Þ

such thatX
p;q

r2
pðapqÞ

2 < þ1

Fig. 6. Mean, max and min differences between EGM96 and
coefficients predicted from EGM96 0.5-degree mean values spaced
at 0.5 degrees. EGM96 to degree 72 subtracted

Fig. 7. Standard deviation of degree variances, of collocation error
estimates and of differences observed–predicted, 0.5-degree spacing,
EGM96 gravity anomalies used. Coefficients computed from EGM96
input 0.5-degree mean gravity minus EGM96 gravity to degree 72
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We now put

AðT̂T Þ 

X
ðikÞ

KA
ikQoik ðA2Þ

and KA
ik is determined by an equation similar to Eq. (12),

but for the known term which has to be as in the
following:X
ðinÞ

CðQoik;QojnK
A
jn

¼ CfAðT Þ;Qoikg 
 CfAðT Þ;BikðT Þg


X
‘0;m0

r2
‘0a

‘0m0
b‘

0m0

i em0 ðkkÞ



Xþ1

m0¼�1
em0 ðkkÞ

Xþ1

‘0¼jmj
r2
‘0a

‘0m0
b‘

0m0

bi ðA3Þ

Now, if we put

gm
0

i 

Xþ1

‘0¼jm0 j
r2
‘0a

‘0m0
b‘

0m0

i ðA4Þ

and, similar to Eq. (9)

~ggoi ¼
Xþ1

h¼0

ghMi

~ggLi ¼
Xþ1

h¼0

gLþhM
i

ðu < m0 < LÞ; ~ggm
0

i ¼
Xþ1

h¼0

gm
0þhM

i þ gðhþ1ÞM�m0

i ðA5Þ

�ðL� 1Þ � m0 < 0½ �; ~ggm0

i ¼
Xþ1

h¼0

gm
0�hM

i � g�m0�ðhþ1ÞM
i

we find

CfAðT Þ;Qoikg 

Xþ1

m0¼�1
em0 ðkkÞgm

0

i



XL

m0¼�ðL�1Þ
em0 ðkkÞ~ggm

0

i ðA6Þ

Remark. Beware that in Eq. (A5) we have the sign (�)
in the expression of ~ggm

0
i , when m0 < 0, because, contrary

to Eq. (9), we have here only one em0 ðkkÞ.
So, multiplying Eq. (39) by er kkð Þ; �ðL� 1Þ �½

r � L�, and summing over k, we obtain

X
ðjÞ

~CCr
ij

X
ðnÞ

erðknÞKA
jn

0@ 1Aþ 2

M�r
ni
X
ðkÞ

KA
ikerðkkÞ 
 ~ggri ðA7Þ

The solution of Eq. (43) isXM�1

n¼1

KA
inerðkkÞ ¼

X
i

~CCr þ 2

M�r
N

� 	�1

ij
~ggrj ðA8Þ

and then

KA
in ¼

XL
r¼�ðL�1Þ

2erðkkÞ
M�r

X
ðjÞ

~CCr þ 2

M�r
N

� 	�1

ij

~ggrj

0@ 1A ðA9Þ

Finally, the estimation error is

E2ðAÞ ¼ EfAðT Þ2g �
X
in

KA
inEfAðT Þ;Qoing



X
pq

r2
p apqð Þ2�

X
in

KA
in

XL
m0¼�ðL�1Þ

em0 ðknÞ~ggn1
j



X
pq

r2
p apqð Þ2�

XL
r¼�ðL�1Þ

X
ij

~ggri ~CCr þ 2

M�r
N

� 	ð�1Þ
~ggrj

Appendix B

A syllabus of real discrete Fourier transform
and Nyquist frequency

The subject of this appendix is well known and described
in all textbooks on signal analysis. However, we find it
useful to report it in this form, where the transformation
from the complex basis to the real one, particularly with
the labelling we use in geodesy, is made explicitly.

Readers are warned to pay attention to the range of
integers explicitly indicated into the formulas.

Assume we have a real periodical and continuous
f ðkÞ; 0 � k < 2p

f ðkÞ ¼ a0 þ
Xþ1

m¼1

ðam cosmk þ bm sinmkÞ ðB1Þ

sampled at the M points

kk ¼ kd ¼ k
2p
M

k ¼ 0; 1; . . . ;M � 1

M ¼ 2L ðhypothesis!Þ

As we know, we obviously have

cosðmþ hMÞkd 
 cosmkd
8 hðintegerÞ

sinðmþ hMÞkd 
 sinmkd
ðB2Þ

But there is also another identification

cos kd 
 cosðM � 1Þkd 8 k ¼ 0; . . . ;M � 1

because

cosðM � 1Þkd ¼ cosMkd cos kd þ sinMkd sin kd

Moreover

sin kd 
 � sinðM � 1Þkd 8 k

because
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sinðM � 1Þkd 
 sinMkd cos kd � cosMkd sin kd

In the same way

cos 2kd 
 cosðM � 2Þkd 8 k
sin 2kd 
 � sinðM � 2Þkd 8 k

and, up to L

cosLkd ¼ cos kp ¼ ð�1Þk 8 k
sin Lkd ¼ sin kp 
 0 8 k

So we can write Eq. (B1) for k ¼ kk ¼ kd as

k ¼ 0; 1; . . . ;M � 1

f ðkkÞ ¼
Xþ1

h¼0

ahM

 !
þ
Xþ1

h¼0

aLþhM cos Lkk

þ
XL�1

m¼1

Xþ1

h¼0

amþhM þ
Xþ1

h¼1

ahM�m

 !
cosmkk

þ
XL�1

m¼1

Xþ1

h¼0

bmþhM �
Xþ1

h¼1

bhM�m

 !
sinmkk ðB3Þ

In other words, when f ðkÞ, [Eq. (B1)] is sampled at kk
we can write

f ðkÞ ¼ ~aa0 þ
XL
m¼1

~aam cosmkk þ
XL�1

m¼1

~bbm sinmkk ðB4Þ

where the lumped coefficients ~aa; ~bb are given by

~aa0 ¼
Xþ1

h¼0

ahM ; ~aaL ¼
Xþ1

h¼0

aLþhM

~aam ¼
Xþ1

h¼0

amþhM þ
Xþ1

h¼1

ahM�m; ð0 < m < LÞ
ðB5Þ

~bbm ¼
Xþ1

h¼0

bmþhM �
Xþ1

h¼1

bjM�m; ð0 < m � LÞ ðB6Þ

L is the Nyquist frequency and, if there is no signal
power above L, we have

~aam ¼ am; ~bbm ¼ bm

Remark. We can count

Number ð~aaÞ ¼ Lþ 1

Number ð~bbÞ ¼ L� 1

�
Number (coefficient) ¼ 2L ¼ M

i.e. in Eq. (B4) we have exactly M samples from 0 to
ðM � 1Þ and M coefficients.

Discrete orthogonality and completeness: finally, from
the well-known (and easy-to-prove) relationXM�1

k¼0

eiðm�nÞkd ¼ Mdm;n; 0 � m; n � M � 1 ðB7Þ

we have also

ð0 � m; n � M � 1ÞXM�1

k¼0

cosðm� nÞkd ¼ dm;nM

XM�1

k¼0

sinðm� nÞkd 
 0

ðB8Þ

Accordingly we obtain

ð0 � m; n < LÞXM�1

k¼0

cosmkd cos nkd

¼ 1

2

XM�1

k¼0

cosðmþ nÞkd þ 1

2

XM�1

k¼0

cosðm� nÞkd

¼ 1 þ dm0

2
Mdmn ¼

M m ¼ 0; n ¼ 0

M
2 dmn all other cases

*
because mþ n < 2L ¼ M , although indeed we can have
m ¼ n ¼ 0. MoreoverXM�1

k¼0

ðcosLkdÞ2 ¼ M

because cos Lkd ¼ ð�1Þk:

This can be summarized as

ð0 � m; n � LÞXM�1

k¼0

cosmkd cos nkd


 ð1 þ dm0Þð1 þ dmLÞ
2

Mdmn 
 �m
M
2

dmn ðB9Þ

Moreover we have, for 1 � m; n � L� 1,XM�1

k¼0

sinmkd sin nkd ¼ 1

2

XM�1

k¼0

cosðm� nÞkd

� 1

2

XM
k¼0

cosðmþ nÞkd ¼ M
2

dmn ðB10Þ

because it is always 0 < mþ n < 2L ¼ M .
Similarly, we prove thatXM�1

k¼0

cosmkd sin nkd

¼ 1

2

X
sinðnþ mÞkd

� 1

2

X
sinðn� mÞkd 
 0 ðB11Þ

So finally, if we use the notation
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emðkÞ ¼ cosmk m � 0
� sinmk m < 0

�
and we take m ¼ �ðL� 1Þ . . . 0 . . . L [2L coefficients, note
that e�LðkkÞ 
 0], we can say that the fundamental
discrete orthogonality relation holds

�ðL� 1Þ � ðm; nÞ � L½ �XM�1

k¼0

emðkkÞenðkkÞ ¼
M
2
�mdmn

�m ¼ 2 m ¼ 0;m ¼ L

1 0 < m < L

� ðB12Þ

Let us observe that despite the different set of integers
on which m and k run, �ðL� 1Þ � m � L ; 0 � k �
M � 1, since both are arrays of length 2L ¼ M , the
matrix

E 


ffiffiffiffiffiffiffiffiffi
2

Mem

s
femðkkÞg

is square, so that Eq. (B12) can be written

E � Eþ ¼ I

On the other hand, we know that this relation implies

Eþ � E ¼ I

too, which in indexes reads

0 � ðk; jÞ � M � 1½ �XL
m¼�ðL�1Þ

1

�m
emðkkÞemðkjÞ ¼

M
2

dkj
ðB13Þ

This is in a sense the reciprocal of Eq. (B12), also known
as the completeness relation.
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