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Abstract. Earth orientation parameters (EOPs) [polar
motion and length of day (LOD), or UT1–UTC] were
predicted by artificial neural networks. EOP series from
various sources, e.g. the C04 series from the Interna-
tional Earth Rotation Service and the re-analysis
optical astrometry series based on the HIPPARCOS
frame, served for training the neural network for both
short-term and long-term predictions. At first, all
effects which can be described by functional models,
e.g. effects of the solid Earth tides and the ocean tides
or seasonal atmospheric variations of the EOPs, were
removed. Only the differences between the modeled and
the observed EOPs, i.e. the quasi-periodic and irregular
variations, were used for training and prediction. The
Stuttgart neural network simulator, which is a very
powerful software tool developed at the University of
Stuttgart, was applied to construct and to validate
different types of neural networks in order to find the
optimal topology of the net, the most economical
learning algorithm and the best procedure to feed the
net with data patterns. The results of the prediction
were analyzed and compared with those obtained by
other methods. The accuracy of the prediction is equal
to or even better than that by other prediction
methods.
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1 Introduction

The development of high-precision space-geodetic tech-
niques during the last two decades has enabled the Earth
orientation parameters (EOPs) to be observed with
steadily increasing accuracy. Their exact knowledge is
important for many investigations in geodesy and
astronomy. There is a growing demand for the avail-
ability of precise EOPs in real time. Real-time values of
EOPs are needed for various applications, e.g. for high-
precision terrestrial navigation by use of the global
positioning system (GPS), for the navigation of Earth
satellites and interplanetary spacecrafts, and for laser
ranging to satellites and to the Moon. However, the
precise measurements of EOPs by space-geodetic tech-
niques have to be pre-processed before the EOPs are
available. This causes a delay of 15 to 20 hours in the
case of GPS and of a few days in case of very-long-
baseline interferometry (VLBI) and satellite laser rang-
ing (SLR). The latter techniques are essential for
stabilizing the GPS results to avoid systematic effects,
which could influence the short-term prediction too.
Thus, it is necessary to predict the EOPs at least over a
few days. In addition, it might be interesting to look
further into the future to estimate the Earth’s rotation in
the next few months, years, or even decades. Therefore,
this paper deals with short-term predictions for the next
40 days, mean-term predictions, which cover 1 year, and
finally a 40-year long-term prediction of polar motion.
Predicted values of EOPs are published by several
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Prediction Product Center or the EOP Service of the
Institute for Astronomy and Astrophysics (IAA) in
Saint Petersburg. Various prediction methods have been
developed, for example by Zhu (1981, 1982), Chao
(1984), McCarthy and Luzum (1991), Freedman et al.
(1994), Malkin and Skurikhina (1996) and McCarthy
(1996). In these methods either the parameters of har-
monical functions including bias and drift are estimated
and are extrapolated into the future, or stochastical
tools are used, e.g. ARIMA (auto-regressive integrated
moving average).
Artificial neural networks (NN) have already been

successfully applied for pattern recognition, e.g. within
robots or for the prediction of stock prices. The pre-
diction of EOPs by especially designed artificial NN was
examined first by Egger (1992). The comparison with a
purely analytical approach which had been realized by
Fröehlich revealed good agreement of the EOP predic-
tions and showed the high potential of NN for predict-
ing quasi-periodic and irregular processes (Egger and
Fröhlich 1993).

2 Artificial neural networks

The human brain as the biological model for artificial
NN consists of about 1011 nerve cells, which are called
neurons. Each of these neurons is connected by nerve
fibres with approximately 10 000 neighboring cells (Zell
1994). A neuron can be compared with a simple
processing unit, which receives an input, processes it
and transmits an output to the following neuron.
Neurons get their inputs from predecessor cells by
electro-chemical impulses, which are amplified or weak-
ened by so-called synapses. If the sum of inputs reaching
the cell body exceeds a certain threshold the neuron
becomes active and sends an output to its successor cells.
To describe this functionality mathematically, the bio-
logical model has to be simplified. Figure 1 shows two
connected neurons i and j. The net input net stands for
the sum of electro-chemical impulses that arrive at the
cell, the variable a describes the activation of the cell and
o corresponds to its output. The amplifying or weaken-
ing function of the synapses is realized by a connection
weight factor w. The calculation of the cell output o can
be split into three steps (Zell 1994) as follows.

1. The net input netj of the cell j is determined by the
sum of outputs oi of all predecessor cells, each of them
multiplied by the corresponding connection weight wij

netjðtÞ ¼
X
i

oiðtÞwij ð1Þ

2. The activation aj (t + 1) of the neuron is a function
of the net input and a threshold value and thus cor-
responds to the threshold activity of the cell body.

ajðt þ 1Þ ¼ factðnetjðtÞ; hjÞ ð2Þ

The function fact is called the activation function. In
the most trivial case it is a binary function, which
delivers an output 1 if the threshold is exceeded and 0
otherwise. In order to obtain continuity a sigmoidal
function is usually used, e.g. the tangens hyperbolicus
or the logistic function.

3. In the last step the output oj is computed as a function
of the cell activation aj

oj ¼ foutðajÞ ð3Þ

Generally fout is the identity function, which means
that oj ¼ aj, as a non-linear problem is already rep-
resented by a non-linear activation function.

In most cases artificial NN consist of more than two
neurons. The neurons can be connected in different
ways. They are arranged in layers to approximate the
biological model. Layered structures also allow the
analyst to keep control when dealing with huge net-
works.
Figure 2 shows some examples of how neurons can

be combined. In a feedforward net the direction of the

Fig. 1. Connection of two neurons

Fig. 2a–c. Examples of the topology of neural nets and of connections
between the neurons. a Feedforward net with full connection;
b feedforward net with shortcut connection; c feedback nets
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information flow is from the input layer to the output
layer. Between these two layers there can be one or more
hidden layers. The input information is entered at the
neurons of the input layer and the requested information
is taken from the neurons of the output layer.
In Fig. 2a the neurons are fully connected, i.e. all

neurons of a certain layer are linked with all neurons of
the next and the previous layers. An example of a
shortcut connection is given in Fig. 2b. Here, the black-
colored neuron is directly connected with the neurons in
any higher layer.
In feedback nets, which are represented in Fig. 2c, the

output of one cell can be either the input of the same cell
or of a neuron of the same or a lower layer. Several tests
using feedback nets showed that they perform no better
or even worse in the case of prediction in comparison to
feedforward nets. Thus, for our purpose, i.e. a predic-
tion of EOPs, only feedforward nets were used.
The knowledge of the net is stored in connection

weights. The net has to be trained in order to find the
optimal values of the connection weights. In the case of
feedforward networks this is mostly done by the so-
called back-propagation learning function. A detailed
description of that algorithm can be found, for example,
in Zell (1994). Here the basic procedure is explained.

1. Form a training pattern set which consists of input
values and their corresponding (known) output val-
ues.

2. Initialize the connection weights with random values.
3. Choose a training input pattern out of the set and
calculate the output of the net with Eqs. 1, 2, and 3 as
described in the example above.

4. Compare the actual output with the output values of
the training pattern set and compute the output error
as the difference of the two values.

5. This error is used in the back-propagation learning
formula to correct all connection weights in the net,
starting with the output layer and going back to the
input layer.

6. Go back to step 3 until the output error of the net is
below a given threshold.

3 Predicting Earth orientation by artificial
neural networks

The Stuttgart neural network simulator (SNNS), a very
powerful piece of NN software, was used for predicting
the EOPs. SNNS has been developed at the Institute for
Parallel and Distributed High Performance Systems at
the University of Stuttgart, Germany, since 1989 (Zell
et al. 1995). It is available from a number of different
sources, e.g. via anonymous ftp (ftp.informatik.uni-
tuebingen.de), or as part of various LINUX distribu-
tions.
For the prediction of EOPs in terms of polar motion

and length of day (LOD) or UT1–UTC a procedure was
applied as described in the flowchart of Fig. 3. The ob-
served EOP can be split up into a first part, which is
rather well known because a functional model exists,

and a second, unknown stochastic part. The known
component, further called the a priori model, consists of
periodic effects such as influences of the solid Earth tides
and the ocean tides on the EOPs and seasonal varia-
tions. The a priori model of polar motion additionally
contains the Chandler Wobble (CW). After reduction of
the observed time series by subtracting the a priori
model, training patterns were formed out of the resid-
uals. These patterns were used for training the NN until
the extrapolation error became a minimum. The subse-
quently predicted residuals were then added to the
a priori model in order to obtain the predicted values of
the EOPs.
In the following part of this paper the generation of

the a priori models, building of the training patterns,
training of the network and the net topologies used are
explained. A more detailed description of this approach
is given in Ulrich (2000).

3.1 Generation of the a priori models

The model of LOD or UT1–UTC contains several well-
known components, for example the effect of zonal
Earth tides with periods from 5 days up to 18.6 years
(Yoder et al. 1981). For completeness, parameters of a
linear part plus seasonal variations were estimated from
the observations: bias and drift of the linear part,

Fig. 3. The neural network approach for EOP prediction
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amplitudes (Aa, Asa), frequencies (fa, fsa) and phases (Fa,
Fsa) of the annual and semi-annual oscillations. The
a priori model can hence be written as

modelðtÞ ¼ a0 þ a1t þ Aa sinð2pfat þ UaÞ
þ Asa sinð2pfsat þ UsaÞ
þ tidal terms ð4Þ

The stepwise reduction of LOD in the frequency domain
using the IERS C04 series is shown in Fig. 4. The peaks
of the residuals [bottom plot (e)] are small in comparison
with the original LOD spectrum [top plot (a)]. This
shows that the a priori model represents the original
time series rather well.
Polar motion is essentially not influenced by zonal

Earth tides. Therefore, only parameters of the linear
part, i.e. bias and drift, and parameters of the annual
wobble and the Chandler Wobble were estimated and
introduced in the a priori model. In Fig. 5 the observed

polar motion and its representation by the a priori
model are plotted. The differences were used for training
the artificial NN.

3.2 Generation of training patterns

Next a neural net had to be designed to provide
predictions of a time series such as the EOPs. As
described in Sect. 2, the net needs an input before it is
able to generate an output.
A first possibility is to use the variable time t as the

only input for feeding the net. The residuals of the EOPs
at the time t could then be used to form the output of the
net. Such a neural net would therefore get one input and
one output layer with only one neuron each. Indeed,
practical experiments have shown that this method can
represent the training patterns rather well, but predic-
tions nevertheless fail. This happens because the input

Fig. 4a–e. Reduction of LOD in
the frequency domain: plot a
shows theFourier spectrumof the
observed LOD values; b repre-
sents the effect of the zonal Earth
tides using the model by Yoder
et al. (1981); c represents the
effect of the seasonal variations
including annual and semi-annu-
al oscillation; d as sum of b and c
forms the a priori model of LOD;
and e shows the spectrum of the
LOD residuals computed as the
difference between a and d
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time t in the case of prediction has to be extrapolated
into the future. Since the values of the input data in the
case of prediction, i.e. the extrapolated variable t, are
not covered by the training data, the neural net yields
poor predictions.
A more sophisticated method is to use past values as

input of the net and future values as output. Figure 6
illustrates this procedure. In this example the residual
EOPs of the last 1, 2, 3, 4, 5, and 8 days are used to
obtain the residuals of the next 1, 2, 3, and 5 days. This

pattern matrix can now be shifted along the whole time
series of residual EOPs, forming a multitude of pattern
pairs.

3.3 Training the network

Patterns generated as described in the previous para-
graph were used to train the network. It is very
important, however, not to enter all the patterns during

Fig. 5. Reduction of polar mo-
tion: the a priori model of polar
motion in the upper-right plot is
subtracted from the observed
values shown in the upper-left
plot. The differences are repre-
sented in the bottom plot

Fig. 6. Pattern generation
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the training. Figure 7 demonstrates the principle of
how the patterns were split up. The chronologically
first 10% of the patterns were split off and used to
form the TEST set, the central 80% represent the
TRAIN set and the last 10% shape the VALID set.
Only the patterns in the TRAIN set were used for
training the network. The advantage of building a
TEST set and a VALID set will be explained later.
After every training cycle, i.e. after all training patterns
of the TRAIN set had been entered once into the net,
the root-mean-square (RMS) errors of the three pattern
sets were computed.
A typical example of a training run is plotted in

Fig. 8. As expected, the error of the TRAIN set (black)
is getting smaller with increasing number of training
cycles. In comparison, the errors of the TEST (light
gray) and VALID (dark gray) sets reach their minima
after a certain number of cycles. If the net is trained
further, the latter errors begin to increase again and the
neural net loses its ability to generalize and conse-
quently to predict. In order to explain this character-
istic, we can imagine that the net learns the noise in the
training patterns too. Over-training of the net can be
avoided if the training is stopped at the minimum of
the prediction error, i.e. when the error of the VALID
set becomes a minimum. In practice, there is no way to
validate the prediction of the net. Therefore, we gen-
erated the TEST set, which can be interpreted as a
‘prediction’ into the past. For this set we were able to
compute the RMS error very well and therefore we

obtained a criterion for when the training had to be
stopped. In general, the minima of the TEST and the
VALID sets are not reached after the same number of
training cycles, but this method represents an accept-
able compromise to avoid over-training of the net.

3.4 Topology of the net

It can be difficult to find the optimal topology of a
neural net used for a special task.
The number of input and output neurons of the

network has to be chosen and the optimal quantity of
hidden layers and neurons per layer has to be found. As
there are only some general remarks and hints in the
literature (e.g. Cybenko 1989; Conway 1998), trials and
tests are still necessary.
On the one hand, the number of neurons should not

be too big because otherwise the training would take too
much time. On the other hand, too few neurons would
allow only a poor representation of the a priori time
series. Therefore, a compromise has to be found.
Feedforward nets turned out to be superior to feed-

back networks for our applications. For example, we
used a feedforward net with 17 input neurons, two
hidden layers with eight and four neurons respectively,
and 12 output neurons for mean-term prediction up to 1
year. The input information contains EOP values of the
last 1260 days which are distributed over 16 input neu-
rons in a way that the interval between two neurons
(measured in days) gets bigger the further the EOP
values lie in the past because the recent data are more
important for prediction than the older data. The 12
output neurons correspond to prediction values with
equidistant intervals of 30 days each.
Standard back-propagation with a logistic activation

function was used to train the net. When training the
patterns in chronological order the decrease of the
RMS errors became slow or it even stagnated. The
training time could be shortened considerably by rep-
resenting the patterns during the training in random
order.

Fig. 8. RMS errors during the
training

Fig. 7. The three pattern sets, which are shifted along the time series
during the training phase of the neural network
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4 Examples

Figure 9a shows a 1-year prediction of LOD starting in
March 2000. The neural net was trained with LOD
values of IERS C04 series from 1980 until February
2000. Figure 9b shows the corresponding prediction
error using the C04 series as reference, i.e. the differ-
ences between the predicted LOD values of the neural
net and the actual values taken from the C04 series are
plotted. As can be seen, in the whole prediction time
range of 1 year the error does not exceed 0.6 msec. The
mean value of the absolute prediction errors is
0.21 msec.
A remarkable phenomenon can be seen in Fig. 10,

which shows the results of the predictions 10 days into
the future (solid line) and the C04 series reduced by the
a priori model (dotted line). During the training period,
which lasted from 1980 until 1997, there was an

extraordinary peak due to a strong El Niño event in
1983. The characteristic behavior before the 1983 El
Niño was apparently stored in the input patterns and, in
February 1998, when there was another El Niño, its
effect was clearly predicted at the right time. However,
the magnitude of this peak was predicted too large, since
the 1998 El Niño was less intense than that of 1983.
In Figs. 11a and 12a a comparison is given between

the 1-year prediction of polar motion and the prediction
made by the IERS Rapid Service/Prediction Product
Center. Additionally, the true polar motion values,
which are given in the C04 series, are plotted. In order to
validate the prediction, Figs. 11b and 12b show the
differences between the predicted polar motion compo-
nents and the values of the C04 series. In these predic-
tion examples the IERS prediction performs better
during the first half of the prediction time span, whereas
the neural network is obviously superior in the second
half of the prediction time span. Again, we computed
the absolute prediction errors averaged over the pre-
diction time span of 1 year to compare the quality of the
predictions. For the prediction of the x-component of
polar motion we obtained an average error of 13
marcsec when using the IERS prediction and an average
error of 14 marcsec when using the prediction of the
neural network. Analyzing the prediction of the
y-component, for both approaches we obtained an
average error of 15 marcsec.
An example for a long-term prediction is given in

Fig. 13, which represents polar motion predicted 40
years into the future. The prediction starts in 1992 on
the basis of the recomputed optical astrometry series
based on the HIPPARCOS frame by Vondrák (1999).
The complete observational span from 1899.7 until
1992.0 was used to train the neural net. For the long-
term prediction we did not subtract a priori either the
annual oscillation or the Chandler Wobble because they
cannot be assumed to be constant over the next 40 years.

Fig. 10. LOD prediction (solid line) compared with the C04 series
(dashed line). The striking peak in the prediction in 1998 is due to
El Niño

Fig. 9a, b. Prediction of LOD. a One-year prediction of LOD; b
neural net prediction error of LOD using the C04 series as reference
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It is the task of the net to predict also those variations.
Thus, the model only consists of bias and drift of xp and
yp. In order to validate the first 8 years of prediction, the
C04 series is plotted until the year 2000. The comparison
shows that phase and frequency of polar motion were
predicted very well considering the long prediction in-
terval of 40 years, whereas the predicted amplitudes
differ from the observed values between 1992 and 2000.
An average absolute prediction error of 32 marcsec
shows the high quality of the prediction over the first 8
years.

5 Prediction errors and comparison with other methods

The RMS errors for different prediction intervals are
summarized in Table 1. The RMS error of the predic-
tion day d was calculated by

RMSd ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n

Xn
i¼1

pid � od
� �2s

ð5Þ

with p the predicted value of the artificial neural net
obtained for day d, o the real observed value of the IERS

Fig. 12a, b. Prediction of polar motion (y-component). a one-year prediction of the y-component of polar motion; b Prediction error of the
y-component of polar motion using the C04 series as reference

Fig. 11a, b. Prediction of polar motion (x-component). a One-year prediction of the x-component of polar motion; b prediction error of the
x-component of polar motion using the C04 series as reference
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C04 series, and n the number of predictions made for the
particular prediction day. The corresponding NN were
trained using the C04 data from 1980 until 1998.
Approximately 700 predictions – starting at different
days – were made for each prediction day to calculate
the RMS error, i.e. n ¼ 700.

A comparison with other prediction methods is
given in Figs. 14–17. The references of the other pre-
diction methods were published between 1982 and
2000. Consequently, the RMS errors given there were
obtained by testing the prediction methods over dif-
ferent observational spans. In spite of using the same
equation for computing the RMS error and the same
EOP reference series (C04 of the IERS), this might
have influenced the results of the other authors. A final
picture of the performance of different prediction
methods could only be obtained by a kind of contest
where prediction period and validation strategy are
clearly specified in advance. What can be said with the
information available from the references is that the
accuracy of NN prediction of polar motion (Figs. 14
and 15) is equal to the best prediction method found in
the literature developed by Malkin and Skurikhina
(1996). The RMS errors given by Chao (1984) are av-
eraged values, i.e. the value of the nth prediction day
represents the mean value of the prediction days 1 to n.
Therefore, it is not directly comparable with the other
methods.
In Fig. 16 it can be seen that for short-term pre-

diction of UT1–UTC an accuracy is obtained which is
equal to the best presently available prediction meth-
od. Mean-term prediction beyond 100 days (Fig. 17)
is substantially better than the results of other
methods.

6 Conclusion and outlook

The comparison with results of other methods proves
that NN are very appropriate tools to predict the EOPs.
It should be pointed out that it is essential for the
prediction accuracy to stop the training of the net at the
right moment because the prediction error increases

Table 1. Obtained RMS errors for different prediction intervals of
polar motion, UT1–UTC and LOD

Prediction
day

RMSpm

[marcsec]
RMSUT1–UTC

[msec]
RMSLOD

[msec/day]

1 0.29 0.13 0.019
2 0.57 0.19 0.049
3 0.95 0.27 0.074
4 1.30 0.35 0.097
5 1.79 0.41 0.121
6 2.10 0.57 0.142
7 2.39 0.67 0.159
8 2.67 0.80 0.174
9 2.95 0.93 0.184
10 3.25 1.07 0.193

15 4.70 2.02 0.246
20 6.28 2.75 0.251
25 7.78 3.62 0.249
30 8.89 4.47 0.245
35 10.14 4.86 0.263
40 10.96 5.48 0.258

60 13.16 11.14 0.292
90 18.21 14.91 0.306
120 21.93 16.98 0.314
150 22.92 16.21 0.330
180 23.67 15.27 0.361
210 24.14 15.10 0.397
240 25.30 17.26 0.377
270 24.51 19.42 0.386
300 24.27 20.69 0.402
330 23.36 21.50 0.372
360 25.09 22.94 0.347

Fig. 13. Long-term prediction of
polar motion
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rapidly after reaching its minimum. Sometimes it might
become a problem to hit the exact minimum.
Despite the good quality of predictions obtained so

far, further improvements are possible as follows.
Additional a priori information entered into the

network may increase the accuracy, mainly of short-
term prediction.
The atmospheric angular momentum (AAM) predic-

tions of LOD are issued in advance of real time and could
support EOP prediction as additional input information.
These AAM-based LOD predictions could be entered

into the artificial neural net as pseudo-observational
data, similar to what is done in some other systems.
The inclusion of GPS results of EOPs, which are

much more rapidly available than the results of any
other technique, can also improve the short-term pre-
diction.
A priori variable smoothing of the observed data,

depending on the prediction length, could improve
mean-term and long-term predictions.
The different accuracies of the observed EOPs over

recent years have not been considered in our study. This

Fig. 15. RMS error of mean-term prediction
(up to 1 year) of polar motion

Fig. 14. RMS error of short-term prediction
(up to 40 days) of polar motion
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could be done by weighting the training data according
to the increasing accuracy of EOP observations in recent
years. Older data should then be trained with less
iterations than data from recent years.
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