
Abstract. This work considers Markov chains with finite state space. It is
supposed that the process has a single recurrent class, but the set of transient
states is not necessarily empty. In this context, a Varadhan’s function, giving
the exponential grow rate of an aggregated cost function, is studied. The main
result establishes that this functional is the optimal value of a minimization
problem on the Euclidean space whose dimension equals the number of states.
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1. Introduction

This work concerns a discrete–time Markov chain fXng evolving over a finite
state space S according to a stationary transition mechanism. The basic
assumption on the communication structure of the process is that the chain
has a single (positive) recurrent class, but the set of transient states is possibly
nonempty. Within this framework, given a real–valued function C defined on
S and a positive number k, the paper analyzes the function V ð�Þ defined by

V ðxÞ ¼ lim sup
n!1

1

kðnþ 1Þ log Ex ek
Pn

t¼0 CðXtÞ
h i� �

; x 2 S; ð1:1Þ
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which will be referred to as the Varadhan’s function associated to k and
Cð�Þ; see [2], [9], [18], [20]. This function has been widely studied in the
literature, and the classical Perron–Frobenious theory of positive matrices
establishes that, if the one–step transition matrix ½px y � is aperiodic and the
whole state space is a communicating class, then V ð�Þ is constant. More-
over, its value v� is such that ekv� is the largest eigenvalue of the matrix
ekCðxÞpx y
� �

, and (1.1) holds with limit instead of limit superior [5], [6].
However, when the above conditions are not satisfied, for instance, if the
class of transient states is non empty, Varadhan’s function is not neces-
sarily constant (see Example 2.1 below). This paper provides a character-
ization of V ð�Þ in this case in terms of the Poisson inequality (2.4).

The main motivation to look for a characterization of function V when
it is not constant comes from the area of ergodic risk sensitive control,
which has been intensively studied in recent years from various points of
view [3], [7], [15], [16], [17]. Among them, its connection with H1 opti-
mization methods, via small noise asymptotic limits [10], as well as with
large deviations theory. This latter link can be made not only when one is
interested in the small noise limits, via the Friedlin-Wentzell theory, but
also through the asymptotic behavior of the empirical measure of a
Markov process; see [5], [6]. The present work is close in spirit to this latter
one.

In the context of risk sensitive control, Cð�Þ is interpreted as a running
cost, so that a controller incurs a cost CðyÞ every time that the chain visits
y, whereas k > 0 is her risk–aversion parameter; see, for instance, [4], [8],
[11], [14] and the references therein. When the initial state is X0 ¼ x and the
decision maker drives the system in such way that it evolves as the Markov
chain fXng, V ðxÞ represents the (worst) long–run average exponential cost
per stage from the controller’s perspective. The results obtained in the
above papers are based in dynamic programming techniques, where the
optimality equation has the form of a nonlinear eigenvalue problem and,
applied to the present uncontrolled case, can be summarized as follows:

ðiÞ Assume that the whole state space is a communicating class. In this case,
for each k > 0, there exist a real number v� and a function hð�Þ defined on
S satisfying the following Poisson equation:

ekv�þkhðxÞ ¼ ekCðxÞEx ekhðX1Þ
h i

; x 2 S ð1:2Þ

and, moreover, V ð�Þ � v�. These results can also be obtained from [1],
where multiplicative ergodic theorems were established.

ðiiÞ Suppose that the Markov chain fXng has a single recurrent class (the
unichain case). Under this condition, there exists K0 > 0 such that the
Poisson equiation (1.2) has a solution if and only if k < K0 and, in this
case, V ð�Þ � v�. As it was shown in [4], when the class of transient states is
not empty, the positive number K0 is generally finite, so that (1.2) does
not admit a solution for every positive risk sensitivity parameter k.
Consequently, within the unichain framework, in general (1.2) charac-
terizes V ð�Þ only when k is small enough. On the other hand, it should be
mentioned that when the above Poisson equation holds the limit superior
in (1.1) can always be replaced by limit.
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In optimal control theory a central role is played by the optimality
equation, analogous to (1.2), which provides a characterization of the optimal
value function, as well as a way to obtain an optimal control strategy, result
that is commonly called a verification theorem. In the present uncontrolled
case, it will be shown in Example 1.2 below that, if the class of transient states
is not empty and k > 0 is large enough, then Varadhan’s function is not
constant and can not be characterized by a single equation similar to (1.2).
Therefore, since V ð�Þ has an important interpretation in risk sensitive decision
making, it is interesting to provide a general characterization of Varadhan’s
function, which is precisely the problem this work is concerned with. The
main result in this direction, stated below as Theorem 2.2, establishes that
when the Markov chain has a single recurrent class, V ð�Þ can be obtained
through a finite–dimensional convex minimization problem, whose con-
straints are given in terms of solutions to the associated Poisson inequality;
see Definition 2.1. This result opens the possibility to use convex analysis
techniques to determine Varadhan’s function, and represents a first step to
understand the controlled case.

The organization of the paper is as follows: In Section 2 an explicit
example showing that V ð�Þ is not constant is given, and the main result is
stated as Theorem 2.2. Next, Sections 3 and 4 contain the technical tools that
will be used to establish the main result, which is proved in Section 5. Finally,
the paper concludes in Section 6 with some brief comments.

Notation. Throughout the remainder N and R stand for the set of nonneg-
ative integers and real numbers, respectively. The class of real–valued func-
tions defined in the state space S is denoted by BðSÞ, and for each C 2 BðSÞ,
kCk:¼ maxs jCðsÞj denotes for the corresponding supremum norm.

2. Characterization of Varadhan’s function

In this section the main result of this note is stated as Theorem 2.2. To begin
with, it is convenient to consider the following simple example concerning a
Markov chain with nonempty set of transient states.

Example 2.1. Consider a Markov chain with state space S ¼ f0; 1g and tran-
sition matrix ½pxy � determined by

p00 ¼ 1; p11 ¼ b ¼ 1� p10;

where b 2 ð0; 1Þ, and let the function C be given by Cð1Þ ¼ 1 and Cð0Þ ¼ 0 . In
this case V ð0Þ ¼ 0, since state 0 is absorbing and Cð0Þ ¼ 0, and it is not difficult
to see that (cf. [4])

V ð1Þ ¼
0 if ekb < 1,

1
k log ekb

� �
if ekb � 1.

8
<

:
ð2:1Þ

Notice that V ð�Þ is constant if ekb � 1, and non constant when ekb > 1.
Moreover, when ekb � 1, there is not any function h: S ! R such that for every
x 2 S,
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ekV ðxÞþkhðxÞ � ekCðxÞEx ekhðX1Þ
h i

; ð2:2Þ
indeed, from the definition of the transition law and the function C: S ! R, for
x ¼ 1 this inequality is equivalent to

ekV ð1Þþkhð1Þ � ek bekhð1Þ þ ð1� bÞekhð0Þ
h i

:

However, by (2.1), ekV ð1Þþkhð1Þ ¼ ekbekhð1Þ when ekb � 1, so that the above
inequality can not be satisfied by any function hð�Þ. u

As this example shows, when the class of transient states is non empty
Varadhan’s function may not be constant, and V ð�Þ does not necessarily
satisfy an equation similar to (1.2). This fact provides the motivation to look
for a characterization of V ð�Þ, which is precisely the problem this work is
concerned with. The result in this direction is stated in Theorem 2.2 below
and, under the assumption that the underlying Markov chain has a single
recurrent class, shows that V ðxÞ is the optimal value of a minimization
problem on a convex subset of Rd , where d is the number of elements of S.
The precise statement involves the following family of functions.

Definition 2.1. The class G � BðSÞ consists of all functions g 2 BðSÞ satisfying
conditions ðiÞ and ðiiÞ below.

ðiÞ For each x 2 S,
gðxÞ � maxfgðyÞjpxy > 0g: ð2:3Þ

ðiiÞ There exists a function h 2 BðSÞ such that

ekgðxÞþkhðxÞ � ekCðxÞ
X

y

px yekhðyÞ; x 2 S: ð2:4Þ

Remark 2.1. ðiÞ Family G is nonempty. In fact, if gðxÞ ¼ kCk for each x 2 S,
then g 2 G, since (2.3) is clearly satisfied by this function, whereas (2.2) holds
with hð�Þ ¼ 0.
ðiiÞ Given a; b 2 R with a > 0, notice that if g: S ! R satisfies (2.3), then

this inequality also holds for agð�Þ þ b.
ðiiiÞ Class G is convex. Indeed, given g0; g1 2 G and a 2 ð0; 1Þ, it is not

difficult to see that (2.3) is satisfied by gð�Þ ¼ ag0ð�Þ þ ð1� aÞg1ð�Þ. On the
other hand, there exist functions hi: S ! R such that for every x 2 S,
ekgiðxÞþkhiðxÞ � ekCðxÞP

y pxyekhiðyÞ, i ¼ 0; 1, and setting hð�Þ ¼ ah0ð�Þþ
ð1� aÞh1ð�Þ, it follows that

ekgðxÞþkhðxÞ ¼ ekg0ðxÞþh0ðxÞ
� �a

ekg1ðxÞþh1ðxÞ
� �1�a

� ekCðxÞ
X

y

pxyekh0ðyÞ

 !a

ekCðxÞ
X

y

pxyekh1ðyÞ

 !1�a

¼ ekCðxÞ
X

y

pxyekh0ðyÞ

 !a
X

y

pxyekh1ðyÞ

 !1�a

� ekCðxÞ
X

y

pxyekðah0ðyÞekð1�aÞh1ðyÞ

where Hölder’s inequality was used in the last step. Therefore,
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ekgðxÞþkhðxÞÞ � ekCðxÞ
X

y

pxyekðah0ðyÞþð1�aÞh1ðyÞÞ ¼ ekCðxÞ
X

y

pxyekhðyÞ x 2 S;

so that g ¼ ag0 þ ð1� aÞg1 satisfies (2.4) with h ¼ ah0 þ ð1� aÞh1.

The following theorem shows that every member of G is an upper bound
of Varadhan’s function.

Theorem 2.1. ðiÞ Suppose that g: S ! R satisfies (2.3). In this case, the process
fgðXtÞg is almost surely decreasing. More precisely, for every x 2 S,

Px½gðXtþ1Þ � gðXtÞ� ¼ 1; x 2 S; t 2 N:

ðiiÞ For each g 2 G, gð�Þ � V ð�Þ.
Proof. ðiÞ Let t 2 N and x 2 S be fixed. Since g satisfies (2.3),

P ½Xtþ1 ¼ yjXt ¼ w� ¼ pwy > 0 implies that gðyÞ � gðwÞ. Therefore,
P ½gðXtþ1Þ � gðXtÞjXt� ¼ 1 Px–almost surely, and the conclusion follows
taking expectation with respect to Px.

ðiiÞ Take g 2 G and select h: S ! R in such a way that inequality (2.4) is
satisfied. In this case

ekhðxÞ � Ex ek½CðX0Þ�gðX0Þ�ekhðX1Þ
h i

; x 2 S;

and an induction argument using the Markov property yields that, for each
x 2 S and n 2 N,

ekhðxÞ � Ex ek
Pn

t¼0½CðXtÞ�gðXtÞ�ekhðXnþ1Þ
h i

:

Therefore,

ekkhk � ekhðxÞ � Ex ek
Pn

t¼0½CðXtÞ�gðXtÞ�ekhðXnþ1Þ
h i

� Ex ek
Pn

t¼0½CðXtÞ�gðXtÞ�
h i

e�kkhk;

and then

e2kkhk � Ex ek
Pn

t¼0½CðXtÞ�gðXtÞ�
h i

; x 2 S; n 2 N: ð2:5Þ

On the other hand, regardless of the initial state, part ðiÞ yields that with
probability one

gðXnÞ � gðXn�1Þ � � � � � gðX1Þ � gðX0Þ; n 2 N;

so that

Xn

t¼0
½CðXtÞ � gðXtÞ� �

Xn

t¼0
CðXtÞ � ðnþ 1ÞgðX0Þ

and then, since Px½X0 ¼ x� ¼ 1,

Xn

t¼0
½CðXtÞ � gðXtÞ� �

Xn

t¼0
CðXtÞ � ðnþ 1ÞgðxÞ Px � a. s.

From this statement and (2.5) it follows that for each x 2 S and n 2 N

e2kkhkþkðnþ1ÞgðxÞ � Ex ek
Pn

t¼0 CðXtÞ
h i

;
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and using the definition of V ð�Þ in (1.1), this implies that gðxÞ � V ðxÞ for every
state x. u

According to this result, the functional V ð�Þ is a lower bound for each
member of G. On the other hand, in general V ð�Þ does not belong to G since, as
it was shown in Example 1.1, it is possible that (2.2) does not hold for any
h: S ! R, and in this case V ð�Þ does not satisfy the second condition in
Definition 2.1. However, under the following unichain requirement, the main
result of this work asserts that V ð�Þ is the largest lower bound of G.

Assumption 2.1. The Markov chain fXng has a single recurrent class R.

Theorem 2.2. Under Assumption 2.1, the following equality occurs for every
x 2 S:

V ðxÞ ¼ inf
g2G

gðxÞ:

The somewhat technical proof of this theorem will be given in Section 5 after
stating some auxiliary preliminaries in the following two sections. Essentially,
although it can not be ensured that Varadhan’s function is a member of G, the
effort is dedicated to show that, for each a 2 ð0; 1Þ, aV ð�Þ þ ð1� aÞkCk lies in G.
By convenience, the following notation is used in the subsequent development:

VnðxÞ ¼
1

k
log Ex ek

Pn

t¼0 CðXtÞ
h i� �

; x 2 S; n 2 N; ð2:6Þ

so that (1.1) can be written as

V ðxÞ ¼ lim sup
n!1

1

nþ 1
VnðxÞ; x 2 S: ð2:7Þ

3. Basic preliminaries

Throughout the remainder of the paper Assumption 2.1 is enforced. Now let
state z be a fixed recurrent state, and define T as the first passage time to state
z in a positive time, that is,

T ¼ minfn > 0jXn ¼ zg: ð3:1Þ
The approach used to establish Theorem 2.2 relies heavily on the following
result concerning the tails of the distribution of T .

Lemma 3.1. There exists b 2 ð0; 1Þ and a positive constant B such that

Px½T � n� � Bbn; x 2 S; n 2 N:

This result has been widely used in the literature; see, for instance, [12], [13],
[19]. However, since Lemma 3.1 plays a central role in the subsequent argu-
mentation, a short proof is given.

Proof. Using that the Markov chain has the single recurrent class R and
z 2 R, for each x 2 S there exists a positive integer n ¼ nðxÞ such that
Px½XnðxÞ ¼ z� > 0, so that the definition of the hitting time T in (3.1) yields
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Px½T � nðxÞ þ 1� < 1; x 2 S:

Therefore, setting N ¼ maxx2S nðxÞ þ 1 > 0, for each x 2 S the inequality
Px½T � N � � Px½T � nðxÞ þ 1� < 1 is valid. Defining

~b0 ¼ max
x2S

Px½T � N �; and b0 ¼ max ~b0;
1

2

� �

it follows that b0 2 ð0; 1Þ and Px½T � N � � b0 for every initial state x. From
this point, an induction argument using the Markov property leads to

Px½T � kN � � bk
0; x 2 S; k 2 N: ð3:2Þ

To conclude, let n 2 N be arbitrary and write n ¼ rN þ d, where r is the
integral part of n=N and 0 � d < N . With this notation, using (3.2) and the
fact that the mapping k 7!Px½T � k� is always decreasing, it follows that for
every state x and n 2 N,

Px½T � n� � Px½T � rN � � br
0 ¼ b�d=N

0 b
1
N
0

� �rNþd
� b�10 b

1
N
0

� �n

and the conclusion follows setting B ¼ b�10 and b ¼ b
1
N
0. u

The following lemma concerns a basic property of Varadhan’s function.
As already noted at the end of Section 2, in general V ð�Þ does not satisfy the
second requirement in the definition of the family G; however, as it is shown
below, at each state x the equality in condition (2.3) is satisfied by V ð�Þ.

Lemma 3.2. ðiÞ For every x 2 S

V ðxÞ ¼ maxfV ðyÞjpxy > 0g:

Consequently,
ðiiÞ For every x; y 2 S and each positive integer n,

Px½Xn ¼ y� > 0¼)V ðxÞ � V ðyÞ:
ðiiiÞ V ð�Þ is constant in the class R of recurrent states
ðivÞ V ð�Þ � V ðwÞ whenever w 2 R.

Proof. ðiÞ Let e > 0 be given, and notice that (2.6) and (2.7) together yield
that there exists a positive integer N satisfying

1

n
Vn�1ðyÞ � V ðyÞ þ e; y 2 S; n � N : ð3:3Þ

On the other hand, from (2.6), an application of the Markov property yields
that for each positive integer n and x 2 S

ekVnðxÞ ¼ Ex ek
Pn

t¼0 CðXtÞ
h i

¼ ekCðxÞEx ek
Pn

t¼1 CðXtÞ
h i

¼ ekCðxÞEx Ex ek
Pn

t¼1 CðXtÞ
	
	
	X1

h ih i
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¼ ekCðxÞEx EX1
ek
Pn�1

t¼0 CðXtÞ

 �
 �

¼ ekCðxÞEx ekVn�1ðX1Þ
h i ð3:4Þ

and, together with (3.3), this implies that for n � N and x 2 S,

ekVnðxÞ � ekCðxÞEx enkðV ðX1ÞþeÞ
h i

� ekCðxÞenkðMðxÞþeÞ

where MðxÞ:¼ maxfV ðyÞjpxy > 0g. Therefore,
1

nþ 1
VnðxÞ �

1

nþ 1
CðxÞ þ n

nþ 1
ðMðxÞ þ eÞ; x 2 S; n � N ;

and taking limit superior as n goes to 1, it follows that V ð�Þ � Mð�Þ þ e;
consequently, since e > 0 is arbitrary,

V ðxÞ � MðxÞ ¼ maxfV ðyÞjpxy > 0g; x 2 S: ð3:5Þ
To obtain the reverse inequality, let x; y 2 S be such that px y > 0. In this case,
(3.4) yields that for every n 2 N n f0g,

ekVnðxÞ ¼ ekCðxÞEx ekVn�1ðX1Þ
h i

� ekCðxÞpx yekVn�1ðyÞ;

and then

1

nþ 1
VnðxÞ �

1

kðnþ 1Þ log ekCðxÞpx y

� �
þ n

nþ 1

1

n
Vn�1ðyÞ

� 


and, after taking limit superior, this leads to V ðxÞ � V ðyÞ; see (2.7). Since the
states x and y satisfying px y > 0 were arbitrary, it follows that

V ðxÞ � maxfV ðyÞjpxy > 0g; x 2 S;

and the conclusion follows combining this inequality with (3.5).

ðiiÞ From Theorem 2.1ðiÞ and part ðiÞ, it follows that for each state x, the
equality

Px V ðXnÞ � V ðXn�1Þ � � � � � V ðX1Þ � V ðX0Þ½ � ¼ 1

is valid for every positive integer n. Since Px½X0 ¼ x� ¼ 1, it follows that
Px½V ðXnÞ � V ðxÞ� ¼ 1, so that V ðyÞ � V ðxÞ when Px½Xn ¼ y� > 0.

ðiiiÞ Since the Markov chain fXng has the single recurrent class R, by
Assumption 2.1, given states x; y 2 R, there always exists an integer
m ¼ mðx; yÞ such that

Px½Xm ¼ y� > 0;

so that V ðxÞ � V ðyÞ, by part ðiiÞ. Interchanging the roles of x and y the
inequality V ðyÞ � V ðxÞ is obtained, and then V ðxÞ ¼ V ðyÞ when x and y lie
in R.
ðivÞ Since the state space is finite and fXng has the single recurrent class R,

this set must be visited regardless of the initial state, so that given x 2 S,
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there exists a positive integer m and y 2 R satisfying Px½Xm ¼ y� > 0, and
in this case part ðiiiÞ yields V ðxÞ � V ðyÞ. Now, the conclusion follows
using that V ð�Þ is constant on R, by part ðiiiÞ. u

4. A key technical tool

The proof of Theorem 2.2 presented in the following section is based on the
analysis of the discrepancy function Cð�Þ � V ð�Þ. The key fact to be estab-
lished is that, when this function is divided by a number larger than one, then
its aggregated value before the first visit to state z has a finite moment gen-
erating function at k. This result is formally stated as follows.

Theorem 4.1. Let V ð�Þ and the stopping time T be as in (2.7) and (3.1),
respectively. Under Assumption 2.1 the following holds: For every real number
p 2 ð1;1Þ and x 2 S,

Ex ek
PT�1

t¼0 ½CðXtÞ�V ðXtÞ�=p

 �

<1: ð4:1Þ

The somewhat technical proof of this theorem is based on the analysis of the
different level sets of V ð�Þ performed in Lemmas 4.1–4.3 below. First, it is
convenient to introduce some notation.

Definition 4.1. Let vi, i ¼ 1; 2; . . . ; k be the different values of the functional
V ð�Þ, where

v0 < v1 < � � � < vk: ð4:2Þ

ðiÞ The set Li is defined by
Li:¼ fyjV ðyÞ ¼ vig; i ¼ 0; 2; . . . ; k: ð4:3Þ

ðiiÞ The exit time Ti is given by
Ti:¼ minfn � 1jXn=2Lig: ð4:4Þ

ðiiiÞ For each i ¼ 0; 1; . . . ; k set

Li:¼
[i

j¼0
Lj ð4:5Þ

and define the arrival time TLi by

TLi :¼ minfn � 1jXn 2 Lig: ð4:6Þ
The following result concerns the jumps of fXtg among the different level sets
Li.

Lemma 4.1. ðiÞ The recurrent class R is contained in L0.
ðiiÞ The set Li is absorbing for each i ¼ 0; . . . ; k; see (4.5).
ðiiiÞ Suppose that the initial state X0 ¼ x belongs to Li, where i ¼ 1; 2; . . . ; k. In

this case, the first exit time from set Li coincides with the first arrival time
to set Li�1, i.e.,
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Px½Ti ¼ TLi�1 � ¼ 1; x 2 Li; i ¼ 1; 2; . . . ; k;

see (4.3)–(4.6). Therefore,

ðivÞ For each i ¼ 1; 2; . . . ; k, Px½Ti � T � ¼ 1 when x 2 Li.
ðvÞ For each n 2 N

Px½Ti � n� � Bbn; x 2 Li; i ¼ 1; 2; . . . ; k;

where the constants B and b are as in Lemma 3.1.

Proof. ðiÞ By Lemma 3.2ðivÞ, V ð�Þ is constant on the recurrent class R and
attains its minimum on R. Since v0 is the smallest value of V ð�Þ (see
(4.2)), it follows that V ðxÞ ¼ v0 for every x 2 R, so that R � L0.

ðiiÞ Suppose that x 2 Li, so that vi � V ðxÞ, by Definition 4.1. Select a state y
such that pxy > 0, and notice that V ðxÞ � V ðyÞ, by Lemma 3.2ðiiÞ.
Therefore, vi � V ðyÞ, and then (4.2) yields that V ðyÞ ¼ vr for some r � i,
i.e., y 2 Lr �

Si
j¼0 Lj ¼ Li. In short, if x 2 Li and pxy > 0, then y 2 Li, so

that Li is absorbing.
ðiiiÞ Define the event W by

W ¼ Xt 2 Li ¼
[i

j¼0
Lj forevery t � 0

" #

;

(see (4.5)), and notice that, by part ðiiÞ, Px½W � ¼ 1 for every x 2 Li. Consider
now a trajectory fXtg in W starting at X0 ¼ x 2 Li and observe that, by
Definition 4.1ðiiiÞ, Ti ¼ m means that

Xj 2 Li; j ¼ 1; 2; . . . ;m� 1; Xm=2Li;

statement that, since the sample trajectory belongs to W , is equivalent to

Xj 2 Li; j ¼ 1; 2; . . . ;m� 1; Xm 2
[i�1

j¼0
Lj ¼ Li�1:

Therefore, on the event W , Ti ¼ TLi�1 (see Definition 4.1), and the conclusion
follows since, as already noted, Px½W � ¼ 1 for every state x 2 Li.

ðivÞ Since z 2 R � L0 � Li�1, (3.1) and (4.6) together imply that the
inequality TLi�1 � T always holds, so that Px½Ti � T � ¼ 1 for x 2 Li, by
part ðiiiÞ.

ðvÞ By part ðivÞ, the inequality Px½Ti � n� � Px½T � n� occurs for every n 2 N
whenever x 2 Li, and the result follows from Lemma 3.1. u

In the following lemma it will be proved that the conclusion of Theorem 4.1
holds when the initial state x lies in L0.

Lemma 4.2. Given p 2 ð1;1Þ, inequality (4.1) occurs for every x 2 L0.

Proof. Let x 2 L0 be arbitrary but fixed, and observe that L0 is closed, by
Lemma 4.1ðiiÞ, so that Px½V ðXtÞ ¼ v0� ¼ 1 for every t 2 N. Thus,
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Ex ek
PT�1

t¼0 ½CðXtÞ�V ðXtÞ�=p

 �

¼ Ex ek
PT�1

t¼0 ½CðXtÞ�v0�=p

 �

; x 2 L0: ð4:7Þ

Next, observe that

Ex ek
PT�1

t¼0 ½CðXtÞ�v0�=p

 �

¼
X1

m¼0
Ex ek

Pm�1
t¼0 ½CðXtÞ�v0�=pI ½T ¼ m�


 �

�
X1

m¼0
Ex ek

Pm�1
t¼0 ½CðXtÞ�v0�


 �� 
1=p

Ex I ½T ¼ m�½ �ð Þ1=q

where Hölder’s inequality was used to set the inequality and q:¼ p=ðp � 1Þ.
Since Ex I ½T ¼ m�½ � ¼ Px½T ¼ m�, the above displayed inequality and (4.7) to-
gether yield, using Lemma 3.1 and (2.6), that

Ex ek
PT�1

t¼0 ½CðXtÞ�V ðXtÞ�=p

 �

� B1=q
X1

m¼0
ek½Vm�1ðxÞ�mv0�
� �1=p

b1=q
� �m

: ð4:8Þ

Recalling that b 2 ð0; 1Þ, select e > 0 such that

eke=pb1=q < 1: ð4:9Þ
On the other hand, since V ðxÞ ¼ v0, there exists a positive integer N ¼ NðeÞ
such that when m � N ,

1

m
Vm�1ðxÞ � v0 þ e;

and then

ek½Vm�1ðxÞ�mv0�
� �1=p

b1=q
� �m

� eke=pb1=q
� �m

; m � N :

Thus, (4.9) implies that the series in (4.8) is finite, and the conclusion fol-
lows. u

The following step is the last one before the proof of Theorem 4.1.

Lemma 4.3. Let x 2 Li be arbitrary where i � 1. In this case, for every
p 2 ð1;1Þ

Ex ek
PTi�1

t¼0 ½CðXtÞ�V ðXtÞ�=p

 �

<1:

Proof. The argument is along the lines used to establish the previous lemma.
To begin with, notice that the definition of Ti yields that Xt 2 Li when
1 � t < Ti so that when X0 ¼ x 2 Li, V ðXtÞ ¼ vi if 0 � t � Ti � 1. Therefore,

Ex ek
PTi�1

t¼0 ½CðXtÞ�V ðXtÞ�=p

 �

¼ Ex ek
PTi�1

t¼0 ½CðXtÞ�vi�=p

 �

; x 2 Li: ð4:10Þ

Now, for x 2 Li, write

Ex ek
PTi�1

t¼0 ½CðXtÞ�vi�=p

 �

¼
X1

m¼0
Ex ek

Pm�1
t¼0 ½CðXtÞ�vi�=pI ½Ti ¼ m�


 �

and use Hölder’s inequality and (4.10) to obtain
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Ex ek
PTi�1

t¼0 ½CðXtÞ�V ðXtÞ�=p

 �

�
X1

m¼0
Ex ek

Pm�1
t¼0 ½CðXtÞ�vi�


 �� 
1=p

Ex I ½Ti ¼ m�½ �ð Þ1=q

¼
X1

m¼0
ek½Vm�1ðxÞ�mvi�
� �1=p

Px Ti ¼ m½ �ð Þ1=q;

where (2.6) was used to set the equality. Applying Lemma 4.1ðvÞ this yields

Ex ek
PTi�1

t¼0 ½CðXtÞ�V ðXtÞ�=p

 �

� B1=q
X1

m¼0
ek½Vm�1ðxÞ�mvi�
� �1=p

b1=q
� �m

; x 2 Li:

ð4:11Þ
Now, let e > 0 be as in (4.9). Given x 2 Li, so that vi ¼ V ðxÞ, from (2.7) there
exists a positive integer N ¼ NðeÞ satisfying Vm�1ðxÞ=m � vi þ e if m � N , and
in this case

ek½Vm�1ðxÞ�mvi�
� �1=p

b1=q
� �m

� eke=pb1=q
� �m

; m � N ;

and then (4.9) shows that the series in (4.11) is finite, completing the proof. u

After the preliminaries in the previous lemmas, Theorem 4.1 can be
established as follows.

Proof of Theorem 4.1. For each m ¼ 0; 1; 2; . . . ; k, consider the following
claim:

Cm: Ex ek
PT�1

t¼0 ½CðXtÞ�V ðXtÞ�=p

 �

<1 for every x 2 Lm ¼
[m

j¼0
Lj:

It will be shown, by induction, that each Cm is true. First, notice that C0 is
valid, by Lemma 4.2. Assume that Ci�1 holds for some positive integer i, let
x 2 Li be arbitrary and observe that, by Lemma 4.1ðivÞ, Ti � T Px–a. s., so
that

Ex ek
PT�1

t¼0 ½CðXtÞ�V ðXtÞ�=p

 �

¼ Ex ek
PT�1

t¼0 ½CðXtÞ�V ðXtÞ�=pI ½Ti ¼ T �

 �

þ Ex ek
PT�1

t¼0 ½CðXtÞ�V ðXtÞ�=pI ½Ti < T �

 � ð4:12Þ

It will be shown that both terms in the right hand side of this equation are
finite. First, notice that

Ex ek
PT�1

t¼0 ½CðXtÞ�V ðXtÞ�=pI ½Ti ¼ T �

 �

� Ex ek
PTi�1

t¼0 ½CðXtÞ�V ðXtÞ�=p

 �

<1; ð4:13Þ

where the second inequality is due to Lemma 4.3. Next, observe that for each
positive integer r and y 2 Li�1 n fzg, the Markov property yields

Ex ek
PT�1

t¼0 ½CðXtÞ�V ðXtÞ�=pI ½Ti < T �
	
	
	
	X0;X1; . . . ;Xr ¼ y; Ti ¼ r


 �

410 R. Cavazos–Cadena, D. Hernández–Hernández



¼ I ½r<T �ek
Pr�1

t¼0 ½CðXtÞ�V ðXtÞ�=pEx ek
PT�1

t¼r
½CðXtÞ�V ðXtÞ�=p

	
	
	
	X0;X1; . . . ;Xr¼ y;Ti¼ r


 �

¼ I ½r<T �ek
Pr�1

t¼0 ½CðXtÞ�V ðXtÞ�=pEy ek
PT�1

t¼0 ½CðXtÞ�V ðXtÞ�=p

 �

�Mi�1e
k
Pr�1

t¼0 ½CðXtÞ�V ðXtÞ�=p

ð4:14Þ
where

Mi�1:¼ max Ey ek
PT�1

t¼r
½CðXtÞ�V ðXtÞ�=p


 �	
	
	
	y 2 Li�1

� �

<1

and the inequality is due to the induction hypothesis. Observe now that, by
Lemma 4.1ðiiiÞ, XTi 2 Li�1 Px–almost surely; since (4.14) holds for every po-
sitive integer r and y 2 Li n fzg, it follows that

Ex ek
PT�1

t¼0 ½CðXtÞ�V ðXtÞ�=pI ½Ti < T �
	
	
	
	Ti


 �

�Mi�1e
k
PTi�1

t¼0 ½CðXtÞ�V ðXtÞ�=p

and then

Ex ek
PT�1

t¼0 ½CðXtÞ�V ðXtÞ�=pI ½Ti < T �

 �

�Mi�1Ex ek
PTi�1

t¼0 ½CðXtÞ�V ðXtÞ�=p

 �

<1

where, again, Lemma 4.3 was used to set the second inequality. Combining
this expression with (4.12) and (4.13), it follows that

Ex ek
PT�1

t¼0 ½CðXtÞ�V ðXtÞ�=p

 �

<1; x 2 Li: ð4:15Þ

In short, assuming that Ci�1 holds, it has been shown that (4.15) occurs. Since
Li ¼ Li [ Li�1 this proves that Ci is valid, completing the induction argument.
Therefore, Ck is true, establishing Theorem 4.1. u

5. Proof of the main result

In this section a proof of Theorem 2.2 will be given. The argument relies on
Theorem 4.1, as well as on the following lemma.

Lemma 5.1. Under Assumption 2.1, the following inequality holds:

Ez ek
PT�1

t¼0 ½CðXtÞ�V ðXtÞ�

 �

� 1: ð5:1Þ

Proof. By Assumption 2.1, if x; y 2 R then Px½Xn ¼ y� > 0 for some integer n,
so that the restriction of the Markov chain fXng to the recurrent class R is
completely communicating. Therefore, there exists a function h: S ! R such
that

ekv0þkhðxÞ ¼ ekCðxÞ
X

y

pxyekhðyÞ; x 2 R; ð5:2Þ
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see, for instance, [5], [14]. This equation is equivalent to

ekhðxÞ ¼ ek½CðxÞ�v0�Px½T ¼ 1�ekhðzÞ þ Ex ek½CðX0Þ�v0�ekhðX1ÞI ½T > 1�
h i

;

and from this point, an induction argument combining (5.2) and the Markov
property yields that, for every positive integer n and x 2 R,

ekhðxÞ ¼
Xn

m¼1
Ex




ek
Pm�1

t¼0 ½CðXtÞ�v0�I ½T ¼ m�
�

ekhðzÞ

þ Ex ek
Pn�1

t¼0 ½CðXtÞ�v0�ekhðXnÞI ½T > n�

 �

:

Setting x ¼ z in this equation, it follows that ekhðzÞ �
Pn

m¼1 Ez ek
Pm�1

t¼0 ½CðXtÞ�v0�I ½T ¼ m�

 �

ekhðzÞ and after letting n go to1, this implies

ekhðzÞ �
X1

m¼1
Ez ek

Pm�1
t¼0 ½CðXtÞ�v0�I ½T ¼ m�


 �

ekhðzÞ ¼ Ez ek
PT�1

t¼0 ½CðXtÞ�v0�

 �

ekhðzÞ

and then

Ez ek
PT�1

t¼0 ½CðXtÞ�v0�

 �

� 1:

Since R is closed and V ð�Þ assumes the value v0 in R, by Lemma 4.1ðiÞ, this
inequality is equivalent to (5.1). u

Proof of Theorem 2.2. It will be shown that

gpð�Þ:¼
1

p
V ð�Þ þ 1� 1

p

� 


kCk 2 G for every p2 (1,1); ð5:3Þ

assertion that combined with Theorem 2.1ðiiÞ yields that V ðxÞ ¼ infg2G gðxÞ
for every x 2 S, which is the desired conclusion. To verify (5.3), let p 2 ð1;1Þ
be given and notice that Lemma 3.2ðiÞ and Remark 2.1ðiiÞ together yield that
inequality (2.3) is satisfied by gp. To verify condition ðiiÞ in Definition 2.1,
define hp: S ! R by

hpðxÞ:¼
1

k
log Ex ek

PT�1
t¼0 ½CðXtÞ�V ðXtÞ�=p


 �� 


; x 2 S; ð5:4Þ

notice that hpð�Þ <1, by Theorem 4.1, whereas hpð�Þ > �1, since
Px½T <1� ¼ 1, by Lemma 3.1. Observe now that, by Hölder’s inequality,

ekhpðzÞ ¼ Ez ek
PT�1

t¼0 ½CðXtÞ�V ðXtÞ�=p

 �

� Ez ek
PT�1

t¼0 ½CðXtÞ�V ðXtÞ�

 �� 
1=p

and using Lemma 5.1 this implies

ekhpðzÞ � 1: ð5:5Þ
To conclude observe that, for every x 2 S, (5.4) and the Markov property
together yield

412 R. Cavazos–Cadena, D. Hernández–Hernández



ekhpðxÞ ¼ Ex ek
PT�1

t¼0 ½CðXtÞ�V ðXtÞ�=p

 �

¼ ek½CðxÞ�V ðxÞ�=ppx z þ ek½CðxÞ�V ðxÞ�=p
X

y 6¼z

px yEy ek
PT�1

t¼0 ½CðXtÞ�V ðXtÞ�=p

 �

¼ ek½CðxÞ�V ðxÞ�=ppx z þ ek½CðxÞ�V ðxÞ�=p
X

y 6¼z

px yekhpðyÞ;

and then (5.5) allows to write, for each x 2 S,

ekhpðxÞ � ek½CðxÞ�V ðxÞ�=p
X

y

px yekhpðyÞ:

Multiplying both sides of this inequality by ekgpðxÞ (see (5.3)), it follows that

ekgpðxÞþkhpðxÞ � ek½CðxÞ=pþð1�1=pÞkCk�
X

y

px yekhpðyÞ:

and observing that ½Cð�Þ=p þ ð1� 1=pÞkCk� � Cð�Þ, the above inequality
yields

ekgpðxÞþkhpðxÞ � ekCðxÞ
X

y

px yekhpðyÞ; x 2 S:

Therefore, function gpð�Þ in (5.3) also satisfies the second part of Definition
2.1, establishing (5.3). As already mentioned, this completes the proof of
Theorem 2.2. u

6. Concluding remarks

This work considered Markov chains with finite state space. Under the
assumption that the process has a single recurrent class, the Varadhan’s
function in (1.1) associated to a given function C: S ! R and k > 0 was
studied, and it was shown in Theorem 2.2 that V ð�Þ is the optimal value of a
convex minimization in Rd , where d is the number of states. As already noted,
when the initial state x belongs to the recurrent class R the limit superior in
the definition of Varadhan’s function can be replaced by limit, and it is
interesting to see if the same can be done at a transient state. Research on this
direction is currently in progress.
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