
Abstract. This paper applies Kim and Warde’s (2004) stratified Warner’s
randomized response model to Mangat and Singh’s (1990) two-stage ran-
domized response model. The proposed stratified randomized response model
has an optimal allocation and a large gain in precision. Hence, the estimator
based on the proposed method is more efficient than Kim and Warde’s (2004)
and Mangat and Singh’s (1990) estimators under the conditions presented in
both the case of completely truthful reporting and that of not completely
truthful reporting by the respondents.
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1. Introduction

Warner (1965) introduced the randomized response (RR) model as an
alternative survey technique for socially undesirable or incriminating
behavior questions in order to reduce response error, protect a respondent’s
privacy, and increase response rates. Warner’s model draws respondents
using simple random sampling with replacement from the population. It
requires the interviewee to give a ‘‘Yes’’ or ‘‘No’’ answer either to the sensitive
question or to its negative depending on the outcome of a randomizing device
not reported to the interviewer.

Greenberg et al. (1969) derived results for Warner’s model in the case of
less than completely truthful reporting. Mangat and Singh (1990) proposed a
two-stage RR model in which each interviewee (who is selected using simple
random sampling with replacement) is provided with two randomization
devices. The first one consists of two statements: 1) ‘‘I belong to the sensitive
trait group’’ and 2) ‘‘Go to the second randomization device’’. The second
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randomization device also consists of two statements, which are ‘‘I belong to
the sensitive group’’ and ‘‘I do not belong to the sensitive group’’.Hong et al.
(1994) suggested a stratified RR technique using a proportional allocation. A
problem with the Hong et al. model is that it may cause a high cost because of
the difficulty in obtaining a proportional sample from each stratum. To rectify
this problem, Kim andWarde (2004) presented a stratified RR technique using
an optimal allocation which is more efficient than that using a proportional
allocation.

In this paper, we apply Kim and Warde’s (2004) stratified Warner’s RR
model to Mangat and Singh’s (1990) two-stage RR model. It is shown that
the estimator resulting from the proposed model is more efficient than those
for its component models under the conditions presented in the cases of
completely and not completlely truthful reporting. It should be noted that
Chaudhuri and Mukerjee (1988) and Singh and Mangat (1996) provide more
comprehensive reviews of the RR literature.

2. Proposed model

In the proposed model, the population is partitioned into strata, and a sample
is selected by simple random sampling with replacement from each stratum.
To get the full benefit from stratification, we assume that the number of units
in each stratum is known. In the first stage of the survey interview, an indi-
vidual respondent in the sample from stratum i is instructed to use the ran-
domization device R1i which consists of a sensitive question ðSÞ card with
probability Mi and a ‘‘Go to the randomization device R2i in the second stage’’
direction card with probability 1�Mi. The respondents in the second stage of
stratum i are instructed to use the randomization device R2i which consists of a
sensitive question ðSÞ card with probability Pi and its negative question ð�SÞ
card with probability 1� Pi. The respondent should answer the question with
a ‘‘Yes’’ or a ‘‘No’’ without reporting which question card he or she has in
order to protect the respondent’s privacy. Let ni denote the number of units in
the sample from stratum i and n denote the total number of units in the
samples from all strata so that n ¼

Pk
i¼1 ni. Under the assumption that

the ‘‘Yes’’ and ‘‘No’’ reports are made truthfully and Mi and Pi are set by the
researcher, the probability of a ‘‘Yes’’ answer in stratum i for this procedure is:

Yi ¼ MipSi þ ð1�MiÞ½PipSi þ ð1� PiÞð1� pSiÞ� for i ¼ 1; 2; . . . ; k ð2:1Þ
where Yi is the proportion of ‘‘Yes’’ responses and pSi is the proportion of
respondents with the sensitive trait in the sample from stratum i. The maxi-
mum likelihood estimate of pSi is:

p̂Si ¼
Ŷi ��ð1�MiÞð1� PiÞ
2Pi � 1þ 2Mið1� PiÞ

for i ¼ 1; 2; . . . ; k ð2:2Þ

where Ŷi is the estimate of the proportion of ‘‘Yes’’ answers in the sample
from stratum i. Since each Ŷi has a binomial distribution Bðni; YiÞ, p̂Si is an
unbiased estimate for pSi . The variance of p̂Si is:

varðp̂SiÞ ¼
pSið1� pSiÞ

ni
þ ð1�MiÞð1� PiÞ½1� ð1�MiÞð1� PiÞÞ�

ni½2Pi � 1þ 2Mið1� PiÞ�2
: ð2:3Þ
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It should be noted that by removing the subscript i, (2.1)–(2.3) reduce toMangat
and Singh’s (1990) equations (2.1)–(2.3) (with some differences in notation)).

Since the selections in different strata are made independently, the
estimators for individual strata can be added together to obtain an estimator
for the whole population. The maximum likelihood estimator of pS , the
proportion of respondents with the sensitive trait, is:

p̂S ¼
Xk

i¼1
wip̂Si ¼

Xk

i¼1
wI

Ŷi � ð1�MiÞð1� PiÞ
2Pi � 1þ 2Mið1� PiÞ

� �

ð2:4Þ

where N is the number of units in the whole population, Ni is the total number
of units in stratum i, and wi ¼ ðNi=NÞ for i ¼ 1; 2; . . . ; k, so that
w ¼

Pk
i¼1 wi=1.

Theorem 2.1. The proposed estimator p̂S is an unbiased estimate for the pop-
ulation proportion.

Proof. This follows from taking the expected value of (2.4). j

Theorem 2.2. The variance of the estimator p̂S is:

varðp̂SÞ ¼
Xk

i¼1

w2
i

ni
pSið1� pSiÞ þ

ð1�MiÞð1� PiÞ½1� ð1�MiÞð1� PiÞ�
½2Pi � 1þ 2Mið1� PiÞ�2

( )

:

ð2:5Þ

Proof. This follows from taking the variance of (2.4) and from corollary 1 in
Sec. 5.9 of Cochran (1977).

Information on pSi is usually unavailable. But if prior information on pSi is
available from past experience then we may derive the following optimal
allocation formula. j

Theorem 2.3. The optimal allocation of n to n1; n2; � � � ; nk�1 and nk to derive the
minimum variance of p̂S subject to n ¼

Pk
I¼1 ni is approximately given by:

ni

n
¼

wi pSið1� pSiÞ þ
ð1�MiÞð1�PiÞ½1�ð1�MiÞð1�PiÞ�

½2Pi�1þ2Mið1�PiÞ�2

n o1=2

Pk

i¼1
wi pSið1� pSiÞ þ

ð1�MiÞð1�PiÞ½1�ð1�MiÞð1�PiÞ�
½2Pi�1þ2Mið1�PiÞ�2

n o1=2
: ð2:6Þ

Proof. Follows from Sec. 5.9 of Cochran (1977).
The minimal variance of the estimator p̂S is given by:

varðp̂SÞ¼
1

n

Xk

i¼1
wi pSið1�pSiÞþ

ð1�MiÞð1�PiÞ½1�ð1�MiÞð1�PiÞ�
½2Pi�1þ2Mið1�PiÞ�2

( )1=2
2

4

3

5

2

:

ð2:7Þ
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By substituting ni � 1 for ni in (2.5), the unbiased minimal variance of the
estimator p̂S can be derived. j

3. Efficiency comparison with variations of the Warner model

We will do an efficiency comparison of our stratified randomized response
technique and the two-stage randomized response technique that was pre-
sented by Mangat and Singh (1990) by comparing variances.

Theorem 3.1. Suppose that there are two strata in the population, n ¼ n1 þ n2,
P ¼ P1 ¼ P2 6¼ 0:5 (P is the probability of selecting the sensitive question in the
second stage), M ¼ M1 ¼ M2 (M is the probability of selecting the sensitive
question in the first stage), and p̂S ¼ w1p̂S1 þ w2p̂S2 . The proposed estimator p̂S
is more efficient than the Mangat and Singh (1990) estimator p̂ms where
pS1 6¼ pS2 .

The following theorem shows that our proposed estimator is more efficient
than that of Kim and Warde (2004).

Theorem 3.2. Assume that there are two strata in the population, n ¼ n1 þ n2,
P ¼ P1 ¼ P2 6¼ 0:5, and M ¼ M1 ¼ M2. The proposed estimator p̂S will be more
efficient than the Kim and Warde (2004) estimator p̂kw when pS1 6¼ pS2 under
the following condition:

M > ð1� 2P Þ=ð1� P Þ: ð3:1Þ
If prior informationonpS1 ; pS2 ;w1;w2, and n canbeobtainedandM ¼ M1 ¼ M2

and P ¼ P1 ¼ P2 6¼ 0:5 are chosen by the researcher, then we can check the
relative efficiency of varðp̂kwÞ=varðp̂SÞ. We do this in Table 1 (which is available
at http://tables.20m.com) for two strata in the population by setting seven
different P ’s and three different M ’s which, in the appropriate combination,
satisfy condition (3.1). The results show that the proposed estimator p̂S is more
efficient than the Kim and Warde (2004) estimator p̂kw. When M ¼ 0:6, Fig. 1
shows that the relative efficiency of p̂S with respect to p̂kw increases as P
increases, and that there is little reduction of the relative efficiency as pS in-
creases. If we set M ¼ 0 in the proposed stratified RR model, then the model
reduces to the Kim and Warde (2004) stratified RR model.

4. Less than completely truthful reporting

We denote T1 to be the weighted probability T1 ¼
Pk

i¼1 wiT1i , where T1i is the
probability that a respondent with the sensitive trait will report truthfully at
the first stage in a sample from stratum i. Additionally, we denote T2 to be the
weighted probability T2 ¼

Pk
i¼1 wiT2i , where T2i is the probability that a

respondent with the sensitive trait will report truthfully at the second stage in
a sample from stratum i. We assume that the respondents with the non-
sensitive trait will report truthfully.

The probability of a ‘‘Yes’’ answer in stratum i for this procedure is given
by:

4 J.-M. Kim and M. E. Elam



Y
0

i ¼ MipSi T1 þ ð1�MiÞ pSi PiT2 þ pSið1� PiÞð1� T2Þ þ ð1� PiÞð1� pSiÞf g
ð4:1Þ

where i ¼ 1; 2; . . . ; k.
Therefore, a biased estimator p̂0S of pS in the population has the following

bias and variance:

Biasðp̂0S ¼ Eðp̂0S � p̂SÞ ¼
Xk

i¼1
wiE p̂

0

Si
� p̂Si

� �

¼
Xk

i¼1
wipSi

MiðT1 � T2Þ
2Pi � 1þ 2Mið1� PiÞ

þ T2 � 1

� �

ð4:2Þ

Using equation (3.3) in Mangat and Singh (1990) and (2.7), we can derive the
variance of p̂0S as follows:

varðp̂0SÞ¼
1

n

Xk

i¼1
wi pSi T2ð1�pSi T2Þþ

ð1�MiÞð1�PiÞf1�ð1�MiÞð1�PiÞg
f2Pi�1þ2Mið1�PiÞg2

("

þpsi MiðT1�T2Þ½1�2ð1�MiÞð1�PiÞ�pSifMiðT1�T2Þþ4MiT2ð1�PiÞþ2T2ð2Pi�1Þg�
f2Pi�1þ2Mið1�PiÞg2

)1=2
3

5

2

:

ð4:3Þ
The mean square error of p̂0S is given by:

MSEðp̂0SÞ¼
1

n

Xk

i¼1
wi pSi T2ð1�pSi T2Þþ

ð1�MiÞð1�PiÞf1�ð1�MiÞð1�PiÞg
f2Pi�1þ2Mið1�PiÞg2

("

þpSi MiðT1�T2Þ½1�2ð1�MiÞð1�PiÞ�pSifMiðT1�T2Þþ4MiT2ð1�PiÞþ2T2ð2Pi�1Þg�
f2Pi�1þ2Mið1�PiÞg2

)1=2
3

5

2

þ
X2

i¼1
wipSi

MiðT1�T2Þ
2Pi�1þ2Mið1�PiÞ

þT2�1
� �( )2

:

ð4:4Þ
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Fig. 1. The relative efficiency of varðp̂kwÞ/varðp̂SÞ when M ¼ 0:6
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Using equation (3.3) in Mangat and Singh (1990) and (4.4), the efficiency
of the proposed estimator p̂0S and the Mangat and Singh (1990) estimator p̂0ms
in a situation of less than completely truthful reporting can be derived.
Suppose there are two strata in the population and P ¼ P1 ¼ P2 and
M ¼ M1 ¼ M2 ¼ 0. MSEðp̂0SÞ and MSEðp̂0msÞ reduce to MSEðp̂0kwÞ and MSEðp̂0wÞ,
respectfully. In the case where M ¼ M1 ¼ M2 6¼ 0, we perform an empirical
analysis. Using equation (3.3) in Mangat and Singh (1990), we get the mean
square error of p̂0ms from Mangat and Singh (1990):

MSEðp̂0msÞ¼
pSTrð1�pSTrÞ

n
þð1�MÞð1�P Þ½1�ð1�MÞð1�P Þ�

n½2P�1þ2Mð1�P Þ�2
þ½pSðTr�1Þ�2

þpSMðT�TrÞ 1þpSðn�1ÞfMðT�TrÞþ4MTrð1�P Þþ2Trð2P�1Þg½

�2ð1�MÞð1�P Þ�2psnf2Mð1�P Þþ2P�1g� nf2P�1þ2Mð1�PÞg2
h i�1

where T and Tr are the probabilities that a respondent with the sensitive trait
will report truthfully at the first and second stages, respectfully. Assume that
there are two strata in the population, T ¼ T1, Tr ¼ T2, M ¼ M1 ¼ M2 6¼ 0,
and P ¼ P1 ¼ P2 6¼ 0:5. If a researcher could obtain prior information on
pS1 ; pS2 ;w1;w2; n;M ; P ; T1, and T2, then he or she can check the relative effi-
ciency of MSEðp̂0msÞ=MSEðp̂0SÞ. We do this in Table 2 (which is available at
http://tables.20m.com) for differing levels of n; P ; T1 and T2. Table 2 shows
that the values of the relative efficiency are more than one. Therefore, we can
say that the proposed estimator p̂0S is more efficient than the Mangat and
Singh (1990) estimator p̂0ms in the case of two strata in terms of the relative
efficiency MSEðp̂0msÞ=MSEðp̂0SÞ.

We now perform an empirical analysis to compare the MSE of the pro-
posed estimator p̂0S (see Equ. (4.4)) to that of the Kim and Warde (2004)
estimator p̂0kw in the case of two strata in the population, T ¼ T1, Tr ¼ T2,
T1 � T2, M ¼ M1 ¼ M2 6¼ 0, and P ¼ P1 ¼ P2 > 0:5. Under prior information
on pS1 ; pS2 ;w1;w2;M , and differing levels of P ; T1, and T2, Table 3 (which is
also available at http://tables.20m.com) shows that the values of the relative
efficiencies MSEðp̂0kwÞ=MSEðp̂0SÞ are more than one. Therefore, we can say that
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the proposed estimator p̂0S is more efficient than the Kim and Warde (2004)
estimator p̂0kw in the case of two strata in the population. Fig. 2 shows results
from Table 3 for T1 ¼ 0:8, T2 ¼ 0:7, M ¼ 0:6, and n ¼ 1000. The value of the
relative efficiency is decreasing as P increases. Likewise, the relative efficiency
decreases as pS increases.

5. Discussion

This paper presented a new stratified randomized response model using the
Mangat and Singh (1990) model. In the situations of completely truthful
reporting and less than completely truthful reporting, we showed that the
proposed randomized response model is more efficient than the Kim and
Warde (2004) stratified randomized response model and the original Mangat
and Singh (1990) model with the conditions presented. In addition to the gain
in precision, the proposed method is more useful than the previous methods
in that a stratified randomized response method helps to solve the limitation
of randomized response that is the loss of the individual characteristics of the
respondents. In future research, we will apply the stratified RR method to
Mangat’s (1994a) RR strategy and Mangat’s (1994b) optional RR sampling
technique. Researchers can apply the proposed method to medical- or crim-
inal-related research topics with these advantages.
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