
Abstract. Christofides (2003) has given an improved modification of War-
ner’s (1965) pioneering randomized response (RR) technique in estimating an
unknown proportion of people bearing a sensitive characteristic in a given
community. As both these RR devices are shown to yield unbiased estimators
based only on simple random sampling (SRS) with replacement (WR) but in
practice samples are mostly taken with unequal selection probabilities with-
out replacement (WOR), here we present methods of estimation when
Christofides’ RR data are available from unequal probability samples.
Warner’s (1965) RR device was earlier shown by Chaudhuri (2001) to be
applicable in complex surveys. For completeness we present estimators for the
variance of our estimator and also describe what to do if some people opt to
divulge truths.
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1 Introduction

In social researches it is often necessary to make appraisals of proportions of
people in a community that bear stigmatizing characteristics like habitual tax
evasion, bribe-taking, drunken-driving, gambling, drug abuse etc. for example.
Also sample surveys are often undertaken in gathering information relating to
various items of interest concerning human societies. Some of these items may
include the sensitive ones as illustrated above. Warner (1965) introduced the
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pioneering randomized response (RR) devices of gathering information on a
sensitive issue in a manner purported to protect privacy of a respondent. But
his as well as many of his followers’ RR devices require the respondents to be
chosen by the SRSWR method. Usually, however, social surveys employ un-
equal probability sampling without replacement. Moreover, it is difficult to
find sponsors funding surveys exclusively covering sensitive issues alone. So, it
is considered important to apply RR techniques when people are actually
sampled with unequal probabilities rather than by SRSWR. Chaudhuri’s
(2001) has shown how Warner’s (1965) and some other RR techniques are
applicable in estimation of proportions of people bearing sensitive features
when instead of SRSWR a general WOR sampling is employed.

Christofides (2003), though referred to Chaudhuri’s (2001) above publi-
cation, has given a new RR technique by way of improvement upon Warner’s
(1965) confining however only to SRSWR-based survey data. We present
here details about how to apply Christofides’ (2003) device when a varying
probability sample is drawn WOR.

In section 2 we present our details about the estimation procedures. In
section 3 we modify them to accommodate an option for direct responses
(DR) from those respondents who do not care for privacy concerning the
specific item of interest presumed to be sensitive by the investigator, while for
the other sampled persons RR’s are gathered following the method of
Christofides (2003).

2 Estimation from complex surveys using RR device by Christofides’

Let U ¼ ð1; � � � ; i; � � � ;NÞ denote a finite survey population of N people and y
be an indicator variable such that

yi ¼ 1 if i bears a stigmatizing attribute A and ¼ 0 if I bears Ac, the
complement of A.

Then, writing
P

as sum over i in U, the total number of members of U
bearing A is

Y ¼
P

yi and h ¼ Y
N is the corresponding proportion. Supposing N to be

known estimating Y is enough in estimating h. Christofides (2003) has given a
method to estimate h from an SRSWR from U taken in n draws if each time a
person is selected an RR is realized from him/her on applying the following
device in independent manners.

We shall instead suppose that a sample s is selected from U with a
probability p(s) according to a general design p and from each selected person
an RR is realized on applying Christofides’ device.

According to this device, from a given box containing Lð� 2Þ cards of a
common shape, size, weight and thickness but separately marked as
1; � � � ; j; � � � ; L in known proportions

p1; � � � ; pj; � � � ; pLð0 < pj < 1;
XL

j¼1
pj ¼ 1Þ;

a selected person randomly draws one, unnoticed by the interviewer, and
reports

(i) the number, say, k actually drawn if he/she bears Ac or (ii) the number
(L+1-k) if he/she actually draws k but bears A. Then, for the respondent
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labelled i the RR randomly and independently of any one else’s random
realization of an RR, is

zi ¼ ðLþ 1� kÞyi þ kð1� yiÞ; i�U : ð1Þ
Writing ER; VR as expectation, variance operators with respect to this RR
device we get

ERðziÞ ¼
XL

k¼1
kpR þ yi ðLþ 1Þ � 2

XL

1

kpR

" #

¼ li þ yiðLþ 1� 2li
Þ; writing

XL

kpk ¼ li; say, and

VRðziÞ ¼ ERðz2i Þ � l2
i

¼
XL

1

pk½ðLþ 1� kÞ2yi þ k2ð1� yiÞ� � l2
i

¼
X

k2pk � l2
i on simplification on noting y2i ¼ yi;

¼ VRðkÞ:
It follows that if we write, assuming Lþ 1� 2li 6¼ 0;

ri ¼
zi � li

Lþ 1� 2li
; then ERðriÞ ¼ yi; i�U ; ð2Þ

and

VRðriÞ ¼
VRðziÞ

ðLþ 1� 2li
Þ2
¼ VRðkÞ
ðLþ 1� 2liÞ

2
¼ Vi; say; i�U : ð3Þ

If we take L ¼ 2, then Christofides’ (2003) scheme reduces to Warner’s (1965)
scheme, for which (2), (3) simplify respectively to

r0i ¼
zi � ð2� p1Þ
ð2p1 � 1Þ ð4Þ

and V 0i ¼
p1ð1� p1Þ
ð2p1 � 1Þ2

ð5Þ

on noting that p1 þ p2 ¼ 1:
Let us proceed as follows to unbiasedly estimate Y using ðs; riji�sÞ; intro-

ducing Ep; Vp as the expectation, variance operators with respect to the sam-
pling design p and the constants bsi free of Y ¼ ðy1; � � � ; yi; � � � ; yN Þ and
R ¼ ðr1; � � � ; ri; � � � ; rN Þ andwriting R ¼

P
Ri; Isi equal to 1 if i�s and to 0 if i 62 s.

We shall also write the overall expectation, variance operators, E,V such that

E ¼ EpER ¼ EREp; V ¼ EpVR þ VpER ¼ ERVp þ VREp:

Let us follow Godambe (1955) to introduce t ¼
P

yibsiIsi subject to
EpðbsiIsiÞ ¼ 18i so as to get e ¼

P
ribsiIsi as an unbiased estimator for Y

because

EðeÞ ¼ EpðtÞ ¼ Y and also EðeÞ ¼ ERðRÞ ¼ Y : ð6Þ
Now; V ðeÞ ¼ Ep

X
Vib2

siIsi þ VpðtÞ ð7Þ
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and alternatively,

V ðeÞ ¼ ERVpðeÞ þ VRðRÞ ¼ ERVpðeÞ þ
X

Vi: ð8Þ

We shall next introduce a few notations, namely Isij ¼ IsiIsj;wið6¼ 0Þ as certain
known constants,

dij ¼ EpðbsiIsi � 1ÞðbsjIsj � 1Þ; dsij; csi

certain constants free of Y ;R;Ci ¼ Epðb2
siIsi � 1Þ; such that

EpðcsiIsiÞ ¼ Ci and EpðdsijIsijÞ ¼ dij

Examples of these entities and of p and bsi abound in the literature on survey
sampling and we may especially cite Rao (1979), and Chaudhuri and Stenger
(1992).

Chaudhuri and Pal (2002) have noted that

VpðtÞ ¼ �
XN

i¼1

XN

j¼2
i<j

dijwiwj
yi

wi
� yi

wj

� �2

þ
X y2i

wi
ai;

ai ¼
XN

j¼1
dijwi

and that vpðtÞ ¼ �
XX

i<j

dsijIsijwiwj
yi

wi
� yj

wj

� �2

þ
X y2i

wi
aibsiIsi ð9Þ

satisfies EpvpðtÞ ¼ VpðtÞ: Also we shall write

VpðeÞ ¼ VpðtÞjY¼R and vpðeÞ ¼ vpðtÞjY¼R:

On checking that

ERvpðeÞ ¼ vpðtÞ �
XX

i<j

dsijIsijwiwj
Vi

w2
i
þ Vj

w2
j

 !

þ
X Vi

wi
aibsiIsi ð10Þ

and noting that Vi is a known quantity we get the

Theorem 1.

V̂1 ¼ vpðeÞ þ
X

i<j

X
dsijIsijwiwj

Vi

w2
i
þ Vj

w2
j

 !

þ
X

Viðb2
si �

ai

wi
bsiÞIsi

is an unbiased estimator for V(e).

Proof: Using (6),(7),(9),(10) it easily follows that EðV̂1Þ ¼ V ðeÞ: Also we have
the

Theorem 2.

V̂2 ¼ vpðeÞ þ
P

VibsiIsi is an unbiased estimator for V(e).
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Proof: On noting EpvpðeÞ ¼ VpðeÞ and (8) we have EðV̂2Þ ¼ V ðeÞ: If following
Raj (1968) or Rao (1975) we use the form

VpðtÞ ¼
X

y2i Ci þ
X

i6¼j

X
yiyjdij;

then writing

wpðeÞ ¼
X

r2i csiIsi þ
X

i6¼j

X
rirjdsijIsij we get

Theorem 3.

V̂3 ¼ wpðeÞ þ
X

Viðb2
si � csiÞIsi

is an unbiased estimator for V(e).

Proof: Using (7) and the above specifications we get EðV̂3Þ ¼ V ðeÞ:

3. Optional rather than compulsory RR’s

Let the people in a sub-sample s1 of s opt to give out their true values yi
but those in the complementary sub-sample s2 give out the values ri generated
by Christofides’ RR technique, the former ones not believing the attribute
sensitive enough. Since on knowing the values yi; i�s1, two estimators for Y
seem to be available, namely the earlier

e and e� ¼
X

i�s1

yibiIsi þ
X

i�s2

ribsiIsi;

writing EDR as the operator for the conditional expectation with respect to the
RR device applicable only to those who divulge their true yi values we get
now,

EDRðeÞ ¼ e�:

Now ;ERðe�Þ ¼
X

yibsiIsi ¼ ERðeÞ ¼ t: ð11Þ

Also ;ERðe� e�Þ2 ¼ ER½ðe� tÞ � ðe� � tÞ�2 ¼ VRðeÞ � VRðe�Þ ð12Þ

because ERðe� � tÞðe� tÞ ¼ ERðe� � tÞ½EDRðe� tÞ�
¼ ERðe� � tÞ2 ð13Þ

So, if we write V̂ ðeÞ for any unbiased estimator for V(e) like V̂jðj ¼ 1; 2; 3Þ
above then we have

Theorem 4.

V̂ ðe�Þ ¼ V̂ ðeÞ � ðe� e�Þ2

is an unbiased estimator for V ðe�Þ:
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Proof: Follows straightforwardly from (11) and (12) because

V ðeÞ ¼ EpERðe� tÞ2 þ Epðt � Y Þ2

and

V ðe�Þ ¼ EpERðe� � tÞ2 þ Epðt � Y Þ2:
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