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Abstract In this paper, we propose two moment-type estimation methods for the
parameters of the generalized bivariate Birnbaum—Saunders distribution by taking
advantage of some properties of the distribution. The proposed moment-type esti-
mators are easy to compute and always exist uniquely. We derive the asymptotic
distributions of these estimators and carry out a simulation study to evaluate the per-
formance of all these estimators. The probability coverages of confidence intervals are
also discussed. Finally, two examples are used to illustrate the proposed methods.

Keywords Asymptotic normality - Bivariate generalized Birnbaum—Saunders
distribution - Maximum likelihood estimator - Modified moment estimator

1 Introduction

The well-known two-parameter Birnbaum—Saunders (BS) distribution was proposed

by Birnbaum and Saunders (1969) to model fatigue failure provoked by cyclic loading.
The BS is related to the normal distribution by means of the stochastic representation
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Table 1 Moments [u,(g)] for the indicated distributions

Distribution ul(g) uz(g) u3(g) u4(g)

Normal 1 3 15 105

Student-¢ v 312 1503 1ot
-2 v=2)(v—4) 0=-2)(v—H—6) 2D 0—H(v—6)(1—1)
v>2 v>4 v>06 v>38

2
T = (B/4) [ocZ +V(@Z)? +4] , where « > 0 and B > 0 are shape and scale

parameters, respectively, Z ~ N(0, 1) and 7 is BS distributed with notation 7" ~
BS(«, B). The probability density function (PDF) of T is given by

PN S B B BY . (B
fBS(t’a’ﬁ)_NEaﬂeXP{ 2a2<ﬁ+t 2)}{<f> +<t> }
t > 0. (1)

The generalized BS (GBS) distribution was proposed by Diaz-Garcia and Leiva
(2005) as a manner to provide more flexible models than the BS one. The GBS dis-
tribution is obtained from Z = (v/T/B — +/B/T)/a ~ ES(g), where ES(g) denotes
an elliptically symmetric distribution with parameter of position u© = 0, parameter
of scale o = 1, and a density generator g. Then, T = (8/4)(aZ + v a?Z?% + 4)2 ~
GBS(«, B; g), and its PDF is given by

1 1 > 3
fGBS(f;Ols,BQg):Cg<07<é+€—2>>£{(g) +<§) } t >0,

where c is a normalizing constant of the associated symmetric PDF, and « and § are
as in (1). The mean and variance of T are given by

2.2

E[T]=§<2+u1a2), Var[T] = 2%

[4141 + (2u2 - u%) a2] )

where u, = u,(g) = E[U"] (see Table 1), with U ~ ze(l; g), namely, U follows a
generalized chi-squared (G 2(-)) distribution with one degree of freedom and density
generator g; see Fang et al. (1990).

Recently, Kundu et al. (2013) introduced a generalized multivariate BS (GMBS)
distribution by using the multivariate elliptical symmetric distribution, and derived
the maximum likelihood estimators (MLESs) of its parameters. Two particular cases
were analyzed, the multivariate normal and multivariate-Student-¢ distributions. A
special case of the GMBS model is the generalized bivariate BS (GBBS) distribution,
which in turn has the bivariate BS (BBS) distribution, proposed by (Kundu et al.
2010), and the bivariate BS-Student- (BBS-¢), as particular models. Amongst other
things, Kundu et al. (2010, 2013) discussed different properties of these distributions
and maximum likelihood (ML) estimation. Balakrishnan and Zhu (2015) studied the
fitting of a regression model based on the BBS distribution introduced by Kundu et al.
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(2010). The authors derived the MLEs of the model parameters and then developed
inferential issues.

In this context, the main purpose of this paper is to introduce two moment-type
estimation methods for the parameters of the GBBS distribution. First, we derive
modified moment estimators (MMEs) which basically rely on the reciprocal property
of the GBBS distribution; see Ng et al. (2003). We then derive new modified moment
estimators (NMMESs) which are based on some key properties of the GBBS distribu-
tion; see Balakrishnan and Zhu (2014). These two new methods have the advantages
to be easy to compute and to possess explicit expressions as functions of the sample
observations. Additionally, contrasted to the MLEs, the MMEs and NMMEs always
exist uniquely. We derive the asymptotic distributions of the MMEs and NMMEs,
which are used to compute the probability coverages of confidence intervals.

The rest of the paper proceeds as follows. In Sect. 2, we describe briefly the GBBS
distribution and some of its properties. In Sect. 3, we describe the MLEs and the corre-
sponding inferential results. In Sect. 4, we present the proposed estimators and derive
their asymptotic distributions. A comparison of the estimators via a Monte Carlo (MC)
simulation study is shown in Sect. 5. In Sect. 6, we illustrate the proposed methodology
by using two real data sets. Finally, in Sect. 7, we provide some concluding remarks
and also point out some problems worthy of further study.

2 Generalized bivariate Birnbaum—-Saunders distribution

Let X' = (X1, X3) be a bivariate random vector following a bivariate elliptically
symmetric (BES) distribution with location vector u = 0, correlation coefficient p,
and a density generator g.(-); see Fang et al. (1990). The PDF of X is given by

1

We
fBEs (x: 0, &) = mgc ((1 —

where w. > 0 and fRz fBes(x; p, gc)dx = 1. In this case, the notation X ~
BES(p, g¢) is used. Alternative definitions of elliptical distributions can be found
in Cambanis et al. (1981) and Abdous et al. (2005). Table 2 presents some examples
of elliptically symmetric distributions.

p2) (x12 —l—x% — 2px1x2)> , X¢€ Rz, 3)

Table 2 Constants (w.) and density generator (g.(-)) for the indicated distributions

Distribution we gc() Parameter
Bivariate normal @)~ e_%

Symmetric Kotz type nré/a) )L% x(_le_)"‘5 8,1, 0 >0
Bivariate Student-¢ F(D)r (l + ;) 2 v>0
Symmetric bivariate Pearson Type VII % (1+ %){ £E>1,0>0
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Now, let = (ay, a2) " and B = (B1, B2) T, withey > Oand By > Ofork = 1, 2.
If the bivariate vector T = (T}, T») " with correlation coefficient p follows a GBBS
distribution, denoted by T ~ GBBS(«, 8, p), then its PDF is

(& (5 [)-2 (5 (E) )
{0 G (G (2) )

t>0, “)

where fBgs(-; p, g¢) is the PDF given in (3). The corresponding joint cumulative
distribution function (CDF) of T = (Ty, T) " is given by

e (5 D) & V2B ).

t>0,

where Fpgs(-; o, g¢) is the CDF associated with (3).

Theorem 1 If T = (T, 75)" ~ GBBS(e, B, p) as defined in Equation (5), then

) T~ = (17" 7Y ~ GBBS(«, B, p), with B~ = (1/B1,1/B2)T;

b) T7' = (17", T)" ~ GBBS(a, By} —p), with By = (1/B1, )"

¢) T;' = (T1,T; )" ~ GBBS(a, ﬂ[_z}, —p), with By = (B1,1/62) 7.

Proof By using the PDF in (4) and making suitable transformations. O
Particular cases of the GBBS distributions are the BBS distribution proposed by

Kundu et al. (2010), and the BBS-# distribution. These models are obtained by assum-

ing the bivariate normal and bivariate Student-# kernels in Table 2, respectively.

Bivariate Birnbaum—Saunders distribution If the random vector T = (77, Tz)T is

BBS distributed with parameter vectors &« = (o, (xz)T and B = (fi, ﬂz)T, and

correlation coefficient p, denoted by T ~ BBS(«, B, p), then its joint PDF is given
by

=5 (5 -5) 5 (V51
() O e () ()

t>0, (©6)
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where oy > O and By > Ofork =1,2, —1 < p < 1, and ¢ (-, -; p) is a normal joint
PDF given by

. — 1 1 2 2
¢2(M,U,,0)— mexp:m(u +v _2,01/“))}

Bivariate Birnbaum—Saunders-t distribution The random vector T = (T}, T>)"
is said to have a BBS-¢ distribution with parameter vectors «¢ = (a1, a2)T and
B = (b1, ,BZ)T, v degrees of freedom, and correlation coefficient p, denoted by
T ~ BBS—t(a, B, p, v), if its joint PDF is given by

fBBs_t<t;a,ﬂ,p>=hz( (ﬁ‘ﬁ) (\/ﬂz /%),))
SGRGIE GRI

where o > Oand By > Ofork = 1,2, —1 < p < 1,v > 0, and ha(-,-; p) is a
Student-¢ joint PDF given by

_(v+2)
2

(22
ho(u, v; p,v) = ( 2 ) (l—i— ( ! (u2+v2—2,ouv)
v

®)

3 Maximum likelihood estimators

The MLEs of the model parameters of the BBS distribution are discussed in Kundu
et al. (2010), whereas Kundu et al. (2013) have approached the MLEs of the GMBS
model, which has as special case the GBBS distribution.

Bivariate Birnbaum—Saunders distribution Let{(t1;,t;),i = 1, ..., n}be abivariate
random sample from the BBS (e, B, p) distribution with PDF as given in Eq. (6). Then,

the MLESs of B and B;, denoted by 8; and 8>, can be obtained by maximizing the
profile log-likelihood function

tp(B) = —nIn(@i(B1)) — nin(B1) —nln (@ (A1) — nln(By)
—Sin(1-2%81. )
n 1 3 n 1 3
B\, (B1)? B2\2 | (B2)?
+§ln{<a> +(E) }—i—;ln{(E) +(E> } ©)
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where

1

ak<ﬁk>=(ﬂk+@—2> k=12, (10)
S (FEEVE)

2

SNV EOVEN =0

In order to maximize the function in (9) with respect to f; and Bz, one may
use the Newton-Raphson algorithm or some other optimization algorithm. Once
,31 and ,32 are obtained, the MLEs of «1, ap and p are computed from (10) and
(11). Kundu et al. (2010) showed that the asymptotic joint distribution of 0 where
0 = (a1, 1, a2, B2, p), is

p(B1. B2) =

(11)

V@8 ~Ns (0.17),

where N5 (0, ! ) is a 5-variate normal distribution with mean 0 and covariance matrix

I~"; see Kundu et al. (2010) for the elements of the Fisher information matrix 1.
Bivariate Birnbaum—Saunders-t distribution Now, let {(t1;,t;),i = 1,...,n} be a
bivariate random sample from the BBS — t(e, 8, p, v) distribution with PDF as given
in Eq. (7). Let also

(3-8 3B -

- ajonp
M =DID ,

2
o120 a5

where (DI DT, v) is a bivariate Student-¢ distribution with PDF as in (8) and D =
diag{a, ap}. Moreover, M = 1/n )}, y,-u,'u;r,where yi = (v+2)/(v+uiTM_1u,-)

(V55 (- 2)]

The MLE:s of $; and 7, denoted by /’3\1 and B\z can be obtained by maximizing the
profile log-likelihood function

tp(B) = —gln (ITB1. B2)|) = nIn @1 (1)) — nIn(B1) — nln @(B1)) — nIn(Ba)

V2 oI T (B1, B)vs Bi
a 2 ;ln(l—i_ v ) Zl {(tll) <tll>
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Bl ()]
() = U )

@B = (mw) 2 k=12, T(Br1. ) = OB1. BMPB1. B) Q' (B1. Bo).
(12)

where

and

with M(B1, B2) = ((m;(B1, B2))) and Q(B1, B2) = diag(1/@ (B1), 1/@2(Ba)}. The

MLE of M can be obtained by using an algorithm to carry out iterations successively
1
until a certain convergence criterion is satisfied, for instance, when || M A (B1, B2)—

m® (B1, B2)|] is sufficiently small; see Nadarajah and Kotz (2008) and Kundu et al.
(2013).

An estimate of v can be obtained by using the profile likelihood. Therefore, we
have the following two steps:

i) Let v; = [ and for each [ = 1, .., 20 compute the ML estimates of o1, a2, B1, B2
and p by using the above procedures. Compute also the likelihood function;

ii) The final estimate of v is the one which maximizes the likelihood function and the
associated estimates of o1, a2, 81, B2 and p, are the final ones.

4 Proposed estimators

In this section we propose two new simple estimators of the parameters of the GBBS
distribution. Let {(#1;,#2;),i = 1,...,n} be a bivariate random sample from the
GBBS(a, B, p) distribution with PDF as given in (4).

4.1 Modified moment estimators

Let the sample arithmetic and harmonic means be defined as

1 n
:;2tki and rk=|: Ztk,] , k=1,2,
1=

respectively. The MME:s are obtained by equating E[77], E[Tl_l], E[T>] and E[Tz_l]
to the corresponding sample estimates, that is,

ElTil=s1, E[77']=r" Elll=s ad B[ |=r5" 3
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Thus, by using the expressions in (2), we have

i 2 | 2
s1:?<2+u110ll>, r =2—’31<2+H110‘1)v
_ B 2 1 2
s) = — (24 Uz and Ty = .- 2+ uz1; ), (14)
2 28,

where ug, = ugr(g) = E[U[], with Uy ~ ze(l; g); see Table 1. Solving (lﬂ) for
a, B, a2 and By, we obtain the MMEs of these parameters, denoted by @1, B1, @
and f, namely,

1

~ 2 1 2 . 1
ap = — <—) -1 . Br=(s1r)2,
uir | \ri

1 2
a = {i [(S—2> —1“ . and By = (s2r2)? .
uz1 2

Theorem 2 The asymptotic distributions of ay and Ek, fork = 1,2, are given by

2
@ — ) ~N(o, o [%D

Ui

~ ug) + 422
V(B — Br) ~ N<07051%/313 [w]) .

2 %
Proof See “Appendix 1”. O

Bivariate Birnbaum—Saunders distribution In this case, the MMEs of «1, f1, oz and
B are given by

1

Then, the MME of p is
n [11i El [t /Ez
AR n)
1 hi
s (VE-VE) o (V2 - VE)

5=
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Bivariate Birnbaum—Saunders-t distribution For a given v, the MMEs of «, B1, a2
and B, are given by

2 : > !
&’1:{—[(5‘—1)2—1}} s ﬂ]:(S]r])z,
ury r
2 [\ )
o = {_ |:<S—2> - 1:” . and By = (s2r2)?
uzp | \r2

where uy, is as given in (14), that is, ug; = ;=5 with v > 2 and k = 1, 2. The MME
of p is given by p = y12 = 21, where yy; is the (k, )th element of the matrix [see
Eq. (12)]

=

~ o~ o~ ~ ~ o~ ~ ~T ~ ~
= Q1. B2)M(B1, B2) Q (1. B2).
The estimate of v can be obtained by using the same procedure presented in Sect. 3.

4.2 New modified moment estimators

Let

1
Yii=T —, Yo =T —, forl <i#j<n,
1lij 1i le 2ij 2i sz = 75] =

where Y1;; = 1/Y1j; and Y2;; = 1/Y2;, and then we have (g) pairs of Yy;; or Y2;;.
Therefore,

1 2
E[Yy;] = E[Tu]E [T—} =(1+ ﬂaf) :

1j 2
1 uz; 5\2
E[Y2;j] =E[T%]E [E] = (1 + 7“5) ;

where uy, is as in (14). Note that the sample means of yq;; and y;;; (observed values
of Yy;; and Y»;;, respectively) are given by

_ 1
y =
b2()

_ 1
X 5=
I<i#j<n 2} I<i#j<n

Y2ij-
Then, yi;; and y2;; can be equated to E[Y};;] and E[Y;;], respectively, and solved
for a1 and «rp to obtain the NMMEs estimators, namely,

1 1

&Tz{i[ﬁ—l]}z and a;z{%[ﬁq]}

2
uii
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Furthermore, since
E[T] = [ ZTll] = (1—}—“—2”05%) and
E[T,] = ZTQ =g (1+°2 2)
L 2 [l

we can obtain estimators of 81 and S, denoted by El® and E2® ,as

2S1 851 2S2 52
,31 = — and /32 =

2+ @’ 5 2+ @2 5

Also, note that

l_|
I_]
| |

ZE[ ] (1+7a%) and
ZE[] pa 1+ 5ed).

which implies the following estimators of 81 and 8>, denoted by E]e and 52@ , that is,

l_|
I_I
| I

251 S1 259 $2

B = 2+(a*)2=ﬁand By = 24 @7 5,

The final NMME:s of §; and 7, denoted by E T and ,E;‘, can be obtained by merging
the two estimators as

1
~ ~ ~, 5 1 ~ ~ ~, 1
Bi=(BPAY) = @ir? and B5 = (BPBY)" = Gor)?
which coincide with the MMEs.

Property 1 The NMMEs always exist uniquely.

Proof This can be proved by showing that &} and @ are always non-negative. This
result was proved by Balakrishnan and Zhu (2014). O

Theorem 3 The asymptotic distributions of o and ,EZ‘, fork =1, 2, are given by

2
u —Uu

@ —ap) ~N (0,0 | 2K )
4uk1

~ up + “a
Vn(Bg — Bo) ~N<0,a,%ﬂku—kl’; :
(1+%e})
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Proof Note that Ek = EZ‘, then we have the same asymptotic distribution. The proof
for @} is presented in “Appendix 2”. O

Bivariate Birnbaum—Saunders distribution Here, the NMME:s of a1, 81, oz and >
are given by

1

&;“:{2[\5]—1]}7, Br = (s1r1)2, &;‘=|2[\@—1]} . and

By = (s2r2)7 .

=

Then, the NMME of p is
n [tii /ﬁ [ _ /@
Zi:l < ’Ei: tli) < 'B; lz,’)
—\ 2 —\ 2
1 /3* 0 /3*
Ty (,/;;;: - \/ﬁ) Y (/;,r - \/5)

Bivariate Birnbaum—Saunders-t distribution For a given v, the NMMEs of a1, 81, a2
and B, are given by

1 1

572{%[ 71—1]}2» ET:(SU‘I)%a &’fz{i[\/yj—l]}z, and

Uzl

~ 1
By = (s2r2)7,

where uy is provided in (14), namely, ux; = ;= with v > 2 and k = 1, 2. The
NMME of p is given by p* = y12 = y21, where yy; is the (k, [)th element of the
matrix [see Eq. (12)]

= 0" B B B0 B B,

Here, the estimate of v can also be obtained by using the same procedure presented in
Sect. 3.

5 Numerical evaluation

We here carry out a MC simulation study to evaluate the performance of the proposed
estimators presented anteriorly. We focus on the BBS distribution. The simulation
scenario considered the following: the sample sizes n € {10, 50}; the values of the
shape and scale parameters as oy € {0.1, 2.0} and Bx = 2.0, fork = 1, 2, respectively;
the values of p are 0.00, 0.25, 0.50 and 0.95 (the results for negative p are quite similar
so are omitted here); and 10, 000 MC replications. The values of o cover low and
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high skewness. We also present the 90 and 95% probability coverages of confidence
intervals for the BBS model.

Tables 3, 4 report the empirical values of the biases and mean square errors (MSEs)
of the MLEs, MMEs and NMMEs, for the BBS distribution. From these tables, we
observe that, as n increases, the bias and MSE of all the estimators decrease, tending
to be unbiased, as expected. We also observe that the NMMEs &,’:, fork =1, 2, of the
shape parameters oy display biases, in absolute values, that are smaller than those of
the corresponding MLEs and MMEs for all samples sizes and values of p considered
in the study. In terms of MSE, the performances of the three methods are quite similar.

From Tables 3—4, it is also worth noting that the MLEs and MMEs are quite similar
in terms of bias and MSE. Furthermore, we note that, as the values of the shape
parameters o increase, the performances of the estimators of Sy, the scale parameters,
deteriorate. For example, whenn = 10, p = 0.95 and o1 = 0.1, the bias of B\] (MLE),
El (MME) and Eik (NMME) were 0.0017 in these three cases, and 0.1934, 0.2179 and
0.2179, respectively, when «; = 2.0, which is equivalent to an increase in the bias of
over 200 times. In general, the results do not seem to depend on p. Overall, the results
favor the NMME:s.

5.1 Probability coverage simulation results

We compute the 90 and 95% probability coverages of confidence intervals for the BBS
model using the asymptotic distributions given earlier, with o = 0.5, B = 1.0, for
k = 1,2. The 100(1 — y)% confidence intervals for 6;, j = 1,..., 5, based on the
MLEs can be obtained from

~ 2y /2 ~ 21—y /2
0 + v/ B + v/

V1i(©) ’ V1i(©) ’

o~ A A A~

100rth percentile of the standard normal distribution. The corresponding 100(1 —y)%
confidence intervals for o and Bi, k = 1, 2, based on the MME:s are given by

—1 —1

~ 2y )2 ~ Z1—y/2

1 1
[“"( *m) ’“"( * m) }

-1 -1
~ Zy )2 ~ Zl-y/2

]+— 9 1+— 9

[’3 "( Jnh(a”k)) 8 k( Jnh(a"‘k)> ]

where h(x) = [11_:((13/—/;));22]2. Finally, the 100(1 — y)% confidence intervals for oz and

Bk, k = 1, 2, based on the NMME:s are given by
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2y )2 - Zl—y/2 !
~x Y ~x Y
a |1+ —= o (1 + )
k » Yk ’
( \2n ) N 2n

-1 -1
e 2y/2 Tk 1-y/2

I+ —= ; I+ —==
A ( nh(a,’(‘)) P ( nh(a,’(“))

To obtain 100(1 — y)% confidence interval for p based on the MME (p) and
NMME (,5;{"), we can make use of the Fisher’s z-transformation Fisher (1921) and
the generalized confidence interval proposed by Krishnamoorthy and Xia (2007). The
latter method is suggested by Kazemi and Jafari (2015) as one of the best approaches
to construct confidence interval for the correlation coefficient in a bivariate normal
distribution.

First, note that

LN (Y I VIR Y _ L B
Xi= (\/; \/;) NOD and Xo = - (/; \/;) N, 1).

Note also that the we can express o (results for p* are similar) as

n
Zi:l X1iX2i

2 2’
\/27:1)‘1,'\/27:1)‘21'

where xj; = %( /%;# —,/%) and xy; = &%( %;— - %) The pairs (x1;, X2;)

fori = 1,...,n can be thought of as realizations of the pair (X1, X»). Then, 0 is
an estimator of the correlation coefficient of a standard bivariate normal distribution.
Below, we detail the two methods to compute the confidence interval.

5=

Fisher’s z-transformation (FI)Based on the Fisher’s z-transformation Fisher (1921),
we readily have

1 1+p
7= —log + ﬁ = tanh™ (D),
2 1—p

which has an asymptotic normal distribution with mean %log (}f—g) = tanh~!(p)

and variance 1/(n — 3). Then, we can obtain an approximate 100(1 — y)% confidence
interval for p by

~ Zy 2 ~ Zl-y)2
tanh + ) , tanh ( + —)] .
|: (,0 vn—73 P vn—73

Krishnamoorthy and Xia’s Method (KX) Based on Krishnamoorthy and Xia (2007)
we can construct an approximate 100(1 — &)% confidence interval for p from the
following algorithm

@ Springer



444 H. Saulo et al.

P
N1=p?
~ Step 2. Fori = 1 to m (1,000,000 say), generate U; ~ x> ,, U» ~ x> , and

Zy ~ N(0, 1) and compute

— Step 1. Compute p = for a given n and p;

_ VU2 — 2
V@V — Z0)2 + Uy

The upper and lower limits for p are the 100(y)th and 100(1 — y )th percentiles of the
Q;’s. Table 5 presents the 90% and 95% probability coverages of confidence intervals.
The results show that the asymptotic confidence intervals do no provide good results
for oy and B when the sample size is small (n = 10), since the coverage probabilities
are much lower than the corresponding nominal values. The scenario changes when
n = 50 with satisfactory results for both oy and ;. Overall, the coverages for p
associated with the MMEs and NMMEs have quite good performances, whereas the
coverages based on the MLEs have poor performances.

Qi

6 Illustrative examples

We illustrate the proposed methodology by using two real data sets. The first data set
corresponds to two different measurements of stiffness, whereas the second data set
represents bone mineral contents of 24 individuals.

6.1 Example 1

In this example, the data set corresponds to two different measurements of stiffness,
namely, shock (7) and vibration (7>) of each of n = 30 boards. The former involves
emitting a shock wave down the board, while the latter is obtained during the vibration
of the board; see Johnson and Wichern (1999).

Figure 1 provides the histogram, scaled total time on test (TTT) plot and probability
versus probability (PP) plot with 95% acceptance bands for each marginal 77 and
T,. Acceptance bands are computed by using the relation between the Kolmogorov-
Smirnoff (KS) test and the PP plot; see Castro-Kuriss et al. (2014). The TTT plot
allows us to have an idea about the shape of the failure rate of the marginals; see
Aarset (1987) and Azevedo et al. (2012). Let the failure rate of a random variable X be
h(x) = f(x)/[1—F(x)], where f(-)and F(-) are the PDF and CDF of X, respectively.
The scaled TTT transform is given by W(u) = H 'w)/H™'Q), for0 < u < 1,

—1
where H='(u) = [ “’[1 = F(y)]dy, with F~'(-) being the inverse CDF of X. The

corresponding empirical version of the scaled TTT transform is obtained by plotting
the points [k/n, W, (k/n)], with W, (k/n) = [Zle x@iy + {n — k}xgl/ i x(i), for
k=1,...,n,and x(;) being the ith observed order statistic. From Fig. 1, we observe
that the TTT plots suggest that the failure rates are all unimodal. Therefore, the BBS
and BBS- models are good choices, since the marginal distributions of these models
allow us to model unimodal failure rates. Moreover, in Fig. 1, the PP plots support the
BBS and BBS-7 models.
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Fig. 1 Histogram, TTT plot and PP plot with acceptance bands for the two different measurements of
stiffness

We now fit the BBS and BBS-7 distributions to the stiffness data. From the observa-
tions, we obtain s; = 1906.1, r; = 1857.55 and s, = 1749.53 r, = 1699.99. Table 6
presents the MLEs, MMEs and NMMEs, as well as the log-likelihood values and the
corresponding values of the Akaike (AIC) and Bayesian (BIC) information criteria.
We note that across the models the log-likelihood values are quite similar, which sug-
gests that the BBS model is the best model, since the BBS-f one does not improve
substantially the fit for these data. The AIC and BIC values also confirm this result.
Note that the estimates of v are quite large, indicating that the BBS-¢ distribution is
tending to the BBS case.

In order to assess whether the BBS and BBS-# models fit these bivariate data or not,
we compute the generalized Cox—Snell (GCS) residual based on each marginal. The
GCS residual is given by r]GCS = — log(TS‘\(tji)), forj=1,2andi =1,...,n, where
St ji) is the fitted survival function of the j-th marginal. If the model is correctly
specified, the GCS residual is unit exponential [EXP(1)] distributed; see Leiva et al.
(2014).

Figure 2 shows the QQ plots with simulated envelope of the GCS residuals based
on the marginals of the BBS and BBS-# models and based on the MLEs. From this
figure, we note that the GCS residuals present a good agreement with the EXP(1)
distribution. Similar results are obtained when the QQ plots are based on the MMEs
and NMMEs.

6.2 Example 2

Here, the data set corresponds to the bone mineral density (BMD) measured in g/cm?
for 24 individuals included in a experimental study; see Johnson and Wichern (1999).
The data represent the BMD of dominant radius (77) and radius (73) bones. The
histogram, TTT plot and PP plot with 95% acceptance bands for each marginal 7;
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Table 6 Estimates of the parameters, log-likelihood values and AIC and BIC values for the indicated

models
ol [°%) B1 B P v Log-likelihood AIC BIC
BBS
MLE 0.1611 0.1700 1881.67 1724.58 0.9082 - —400.648 811.296 818.302
MME  0.1611 0.1700 1881.67 1724.58 0.9082 - —400.648 811.296 818.302
NMME 0.1638 0.1729 1881.67 1724.58 0.9082 - —400.664 811.328 818.334
BBS-1
MLE 0.1610 0.1699 1881.67 1724.58 0.9081 192 —400.646 813.292 821.699
MME  0.1603 0.1692 1881.67 1724.58 0.9045 200 —400.654 813.308 821.715
NMME 0.1629 0.1720 1881.67 1724.58 0.9075 188 —400.664 813.328 821.735
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Fig. 2 QQ plot with envelope of the GCS residual for the indicated models and marginals, based on the
MLEs
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Fig. 3 Histogram, TTT plot and PP plot with acceptance bands for the BMD data

and T, are showed in Fig. 3. From this figure, we note that the PP plots of 77 and T3
support the assumed BBS and BBS-7 models. We also note that the TTT plots suggest

unimodal hazard rates for both marginals.
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Table 7 Estimates of the parameters, log-likelihood values and AIC and BIC values for the indicated
models

ol o) B1 B P v Log-likelihood AIC BIC
BBS
MLE 0.1673 0.1378 0.8285 0.8015 0.7784 - 43.3856 —96.7712  —102.6615
MME  0.1673 0.1378 0.8293 0.8025 0.7784 — 43.3847 —96.7694  —102.6597
NMME 0.1709 0.1408 0.8293 0.8025 0.7784 - 43.3635 —-96.7270  —102.6173
BBS-t
MLE 0.0798 0.0785 0.8666 0.8284 0.8561 2 51.8293 —115.6586 —122.7269
MME  0.1183 0.0975 0.8293 0.8025 0.8350 4 49.8347 —111.6694 —118.7377
NMME 0.0986 0.0813 0.8293 0.8025 0.8433 3 49.9282 —111.8564 —118.9247

o o ©
2 2 o 2w 2]
= = = =
g + g - g .
= = Sl =
3] 3 3° 3
E E o E o E
a = 2 a
£ _] g _J g £
o o o o 1
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(a) (b) (© (d

Fig. 4 QQ plot with envelope of the GCS residual for the indicated models and marginals, based on the
MLEs

From the observations, we obtain s; = 0.8409, r; = 0.8178 and s, = 0.8101 r, =
0.7949. Table 7 provides the MLEs, MMEs and NMME:s, as well as the log-likelihood
values and the corresponding values of the AIC and BIC information criteria. The
results of the log-likelihood values and the information criteria indicate that the BBS-
t model provides the best fit to this data set. Based on the MLESs, Fig. 4 shows that
the QQ plots with simulated envelope of the GCS residuals under the BBS and BBS-¢
models. These graphical plots show a good agreement, in terms of fitting to the data,
of both models.

7 Concluding remarks

In this paper, we have proposed two simple estimation methods, based on complete
samples, for the generalized bivariate Birnbaum—Saunders distribution. The new esti-
mators are easy to compute, possess good asymptotic properties, and have explicit
expressions as functions of the sample observation, that is, they are obtained with-
out the need to use numerical methods for maximizing the log-likelihood. Through a
Monte Carlo simulation study, we have shown that the new modified moment estima-
tors we proposed have good performance. Two illustrative examples with real data have
shown the usefulness of the proposed methodology. As part of future work, it would
be of interest to extend the proposed methods of estimation to generalized multivariate
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Birnbaum—Saunders distributions as well as to censored data. Work on these problems
is currently under progress and we hope to report these findings in a future paper.
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Appendix 1: Asymptotic distribution of the MMEs

Let T = (T1, T») " follow a GBBS(e, B, p, v) distribution, then
Ukl - 11 ) 2upy — u%l 5
BT =p (1+ 21ef) . of' = Var (T = fof (wa + —2—HLaZ ).

Qupy — u?
ak22 = Var [Tk_l] = ,Bk_za,% <uk1 + —k24 ki a,%) lez = (7,(22 = Cov [T;]

2
=1-(1+ %), k=12,
2
where uy, is as in (14).
Now, let {(t1;,t;),i = 1,...,n} be a bivariate random sample from the

GBBS(«, B, p) distribution. The sample arithmetic and harmonic means are defined
by

1 < IR B
Sk = - E tri and rpf =rkl.1 = E tkil, k=12,
i=1 i=1

and the MME:s are given by

1

&k:{il:(skr]j‘)Z_l]}z and ng:(sk/r]’f)f, k=1,2.

Ukl

Consider S, = %ZLI Xij and R} = Rk_l =3, XLk,, with k = 1,2, which

implies that the vector (Sk, R, 1)T is bivariate normal distributed, that is,

S~ B[\ [ oy (VarlTid. 1 - EIBIE [Tk_l]
Ry —E [Tk_l]> (0)’ I—EIRIE[T' ] Var[Ti]

d

We need to find the asymptotic joint distribution of (G, Bx) ". Note that
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1
Ay 1 2 *\3 - :
a1 [2 1 * 2,
a0k U {Mkl [(Skrk) (rk/Sk)
1
i 1 2 )3 - x)2
= - -1 ’ ’
oy 2up {Mkl [(Skrk) r/ri)
35]( 1 * -1
—_— = — (57 2 )
RYA 2 ( ¢ k)
3Bk 1 1 —1
a_Sk:_E(Sk/rlj)z(r:) ’
and

ay = dsp SK=ESI=E[r{] ™ 20y Bugy’

= 38 =0

k = 81";: sk=E[S¢lri=E[rf] — 20Ukl ’

o 3_/37k‘ _ ;

©7 Gy w=EISAr=El] T 5 (14 4lgl)’

k= 5 Dy k= =E[S],r{= [rk] 2(1+u2£al%)

By using the Taylor series expansion, we readily have

dk—ak 0
n| = ~N Xl k=1,2,
\/_<ﬂk—ﬂk) [(0) k}
where
2
Uk2— Uy 2 0
5 (% bk ok 0,612 ag ¢k '\ _ ( 4y )ak
k= c d Gk21 0,32 brdi | 0 ”k1+ k 202

ai By

2%k
(15 z)

Appendix 2: Asymptotic distribution of 5}‘;

Note that

B[] =~ 3 E[ngl=(1+ %)’ k=12,

2(’;) I<izj<n
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and

2
Tki

Txj Trn

— 1 Tii Ty
E[Yk]: 2 12E Z TITJ+ Z
nsn—1) l<itjzh£l<n KUKy ip<n

Tkj Tk
+ Z T2
l<i#j#hsn "k

T}i Tyj T2 Ty Tyj
+2 + -5+ —
Z Tyi Ten Z T2 Z tej Tri

I<i#j#h<n I<i#j<n ki 1<i#j<n
(n—2)(n—3) Url o\4
RO 1

nn—1) 2

2(n —2) Ol]%( Ukl 2\2 urr 2\4

22 ) e (1

2(n —2) Ukl 2\2

v (1 5red)

nn—1) 2

1 o o? Ukl 2\2 Ugl 2\4

et o (1 ) (14 )
+n(n—1){16 +2 |1+ Zak +(1+ 2ak
n 1

nin—1)’

where O = 4up; + Quiy — u,% 1)04,%. From these results, we have

. u 4
Var[Y¢] =E [Yﬁ] - (1 + %alz) .
To obtain the distribution of @}, we use a Taylor series expansion such that

1

2

=g () = g&) + (Vx — &) &' (&)

i 1)

— 2
+wg”<s> TR

where g'(-) and g”(-) denote the first and second derivatives of the function of g(-)
and & = (1 + ”%ot,%)Z. We thus obtain the asymptotic distribution of @ as

2
~5 2| Uk2 T Uy
Vi (@ “k)mN<0’“k[ i, D
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