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Abstract Hoadley (Ann Math Stat 42:1977–1991, 1971) studied the weak law of
large numbers for independent and non-identically distributed random variables. Using
that result along with the missing information principle, we establish the consistency
and asymptotic normality of maximum likelihood estimators based on progressively
Type-II censored samples.
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1 Introduction

In a life-testing experiment, suppose n identical units are put on a life-test under
the progressive censoring scheme (R1, R2, . . . , Rm), where 1 ≤ m ≤ n and
limn→∞ m/n = τ is pre-fixed. Here, the censoring numbers Ri ’s, though fixed, as n
tends to infinity, are assumed to be fixed in proportion which means that Ri/n tends
to a proportion τi as n tends to infinity. Then, as n → ∞, these proportions are such
that

∑
i τi goes to 1 − τ , where τ is the overall proportion of observations and there-

fore 1 − τ is the overall proportion of censoring. Let f (x; θ) and F(x; θ) denote,
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350 C.-T. Lin, N. Balakrishnan

respectively, the probability density function and the distribution function of the life
time of the unit, where −∞ < x < ∞ and θ is a single parameter of interest. Then,
the likelihood function of the observed sample x1:m:n, . . . , xm:m:n is

L(θ; x1:m:n, . . . , xm:m:n) = C
m∏

i=1

f (xi :m:n; θ) {1 − F(xi :m:n; θ)}Ri ,

x1:m:n < · · · < xm:m:n, (1)

where C = n(n − R1 − 1) · · · (n − R1 − R2 − · · · − Rm−1 − m + 1); see for exam-
ple, Balakrishnan and Aggarwala (2000) and Balakrishnan (2007). Under a variety
of conditions, the asymptotic properties of the maximum likelihood estimator of θ
have been studied for different types of data including complete data and also Type-I,
Type-II, multiply Type-II, random, and progressive censoring schemes; see for exam-
ple, Cramér (1946), Halperin (1952), Hoadley (1971), Sen (1976), Bhattacharyya
(1985), and Kong and Fei (1996), and the references contained therein. Based on
martingales and functional central limit theorems (see Sen 1976), the derivation of
these results in the context of random censoring and progressive censoring involves
tedious manipulations as well as stronger regularity conditions than what are really
necessary. Bhattacharyya (1985) used a result of Sethuraman (1961) concerning the
conditional and joint distribution of random vectors to establish the asymptotic prop-
erties of maximum likelihood estimators (MLE) and some modified MLEs based on
Type-II censored data. Unfortunately, these results do not extend readily to the case of
progressive censoring. In this paper, we use the weak law of large numbers for inde-
pendent and non-identically distributed (i.ni.d.) random variables derived by Hoadley
(1971) along with the missing information principle to establish the consistency and
asymptotic normality of the MLE of θ based on progressively Type-II censored sam-
ples. This result may be further generalized to the case of several unknown parameters
by suitably modifying the conditions on which it has been established.

2 Consistency

The approach to consistency will follow the same lines as in Cramér (1946). The
conditions are:

A1: For almost all x , the derivatives ∂
∂θ

ln f (x; θ), ∂2

∂θ2 ln f (x; θ), and ∂3

∂θ3 ln f (x; θ)
all exist for every θ belonging to a non-degenerate interval I ;

A2: For every θ in I , we have

∣
∣
∣
∣
∂

∂θ
f (x; θ)

∣
∣
∣
∣ ≤ G1,

∣
∣
∣
∣
∂2

∂θ2 f (x; θ)
∣
∣
∣
∣ ≤ G2,

∣
∣
∣
∣
∂3

∂θ3 f (x; θ)
∣
∣
∣
∣ ≤ G3,

where
∫

Gi (x)dμ(x) < ∞ for i = 1, 2, 3,

and μ is taken to be Lebesgue measure;
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A3: For every θ in I and positive constants δ and K , we have

∣
∣
∣
∣
∂

∂θ
ln f (x; θ)

∣
∣
∣
∣ ≤ G∗

1,

∣
∣
∣
∣
∂2

∂θ2 ln f (x; θ)
∣
∣
∣
∣ ≤ G∗

2,

∣
∣
∣
∣
∂3

∂θ3 ln f (x; θ)
∣
∣
∣
∣ ≤ G∗

3,

and
∫
∣
∣G∗

i (x)
∣
∣1+δ

f (x; θ)dμ(x) ≤ K for i = 1, 2, 3;

A4: For every θ in I and positive constant M, 1
1−F(x;θ) is bounded by η(x), where

∫

η(x) f (x; θ)dμ(x) ≤ M;

A5: For every θ in I , the integral

γ 2 =
∫ [

∂

∂θ
ln f (x; θ)

]2

f (x; θ)dμ(x)

is finite and positive.

In addition to these conditions, the following lemma and theorem are needed for
establishing the consistency.

Lemma 1 Assume conditions A2 − A4 are valid, and there exists a measurable and
integrable function T with

∫
T (x1:m:n, . . . , xm:m:n)dμ(x) < ∞, and Q is a positive

constant independent of θ . Then, we have

1

n

∣
∣
∣
∣
∂3

∂θ3 ln L(θ; x1:m:n, . . . , xm:m:n)
∣
∣
∣
∣ ≤ T (x1:m:n, . . . , xm:m:n)

and E[T (X1:m:n, . . . , Xm:m:n)] ≤ Q.

Proof For simplicity, we replace xi :m:n by xi throughout the proof. From the likelihood
function in (1), we have

1

n

∣
∣
∣
∣
∂3

∂θ3 ln L(θ; x1, . . . , xm)

∣
∣
∣
∣ ≤ 1

n

m∑

i=1

∣
∣
∣
∣
∂3

∂θ3 ln f (xi , θ)

∣
∣
∣
∣

+1

n

m∑

i=1

Ri

∣
∣
∣
∣
∂3

∂θ3 ln[1 − F(xi , θ)]
∣
∣
∣
∣ .

Under conditions A3 and A4, we have

∣
∣
∣
∣
∂3

∂θ3 ln f (xi ; θ)
∣
∣
∣
∣ ≤ G∗

3(xi ),
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and

∣
∣
∣
∣
∣

∂3

∂θ3 ln[1 − F(xi , θ)]
∣
∣
∣
∣
∣

=

∣
∣
∣
∣
∣
∣
∣

∂3

∂θ3 [1 − F(xi , θ)]
1 − F(xi , θ)

− 3
∂
∂θ

[1 − F(xi , θ)] ∂2

∂θ2 [1 − F(xi , θ)]
[1 − F(xi , θ)]2

+ 2

(
∂
∂θ

[1 − F(xi , θ)]
)3

[1 − F(xi , θ)]3

∣
∣
∣
∣
∣
∣
∣

≤
∣
∣
∣
∣
∣

∂3

∂θ3 F(xi , θ)

∣
∣
∣
∣
∣
η(xi )+ 3

∣
∣
∣
∣
∂

∂θ
F(xi , θ)

∣
∣
∣
∣

∣
∣
∣
∣
∣

∂2

∂θ2 F(xi , θ)

∣
∣
∣
∣
∣
η2(xi )+ 2

∣
∣
∣
∣
∂

∂θ
F(xi , θ)

∣
∣
∣
∣

3
η3(xi )

=

∣
∣
∣
∣
∣
∣
∣

∂3

∂θ3

∫

Ai

f (x, θ)dμ(x)

∣
∣
∣
∣
∣
∣
∣

η(xi )+3

∣
∣
∣
∣
∣
∣
∣

∂

∂θ

∫

Ai

f (x, θ)dμ(x)

∣
∣
∣
∣
∣
∣
∣

∣
∣
∣
∣
∣
∣
∣

∂2

∂θ2

∫

Ai

f (x, θ)dμ(x)

∣
∣
∣
∣
∣
∣
∣

η2(xi )

+2

∣
∣
∣
∣
∣
∣
∣

∂

∂θ

∫

Ai

f (x, θ)dμ(x)

∣
∣
∣
∣
∣
∣
∣

3

η3(xi ), (2)

where Ai = {x : −∞ < x ≤ xi } for i = 1, . . . ,m.
By Lebesgue dominated convergence theorem, condition A2 ensures that

∫
∂ i

∂θ i
f (x, θ)dμ(x) = ∂ i

∂θ i

∫

f (x, θ)dμ(x) for i = 1, 2, 3. (3)

Therefore, the expression on the RHS of Eq. (2) can be further simplified as

∣
∣
∣
∣
∣
∣
∣

∫

Ai

∂3

∂θ3 f (x, θ)dμ(x)

∣
∣
∣
∣
∣
∣
∣
η(xi )+ 3

∣
∣
∣
∣
∣
∣
∣

∫

Ai

∂

∂θ
f (x, θ)dμ(x)

∣
∣
∣
∣
∣
∣
∣

∣
∣
∣
∣
∣
∣
∣

∫

Ai

∂2

∂θ2 f (x, θ)dμ(x)

∣
∣
∣
∣
∣
∣
∣
η2(xi )

+ 2

∣
∣
∣
∣
∣
∣
∣

∫

Ai

∂

∂θ
f (x, θ)dμ(x)

∣
∣
∣
∣
∣
∣
∣

3

η3(xi )

≤
∣
∣
∣
∣

∫

G3(x)dμ(x)

∣
∣
∣
∣ η(xi )+ 3

∣
∣
∣
∣

∫

G1(x)dμ(x)

∣
∣
∣
∣

∣
∣
∣
∣

∫

G2(x)dμ(x)

∣
∣
∣
∣ η

2(xi )

+ 2

∣
∣
∣
∣

∫

G1(x)dμ(x)

∣
∣
∣
∣

3

η3(xi ) ≡ ν(xi ).

Let

T (x1, . . . , xm) ≡ 1

n

m∑

i=1

[
G∗

3(xi )+ Riν(xi )
]
.
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It is clear that
∫
ν(x) f (x; θ)dμ(x) ≤ M∗, where M∗ is a positive constant indepen-

dent of θ , and thus the lemma follows. ��
The next theorem is the result of Hoadley (1971) which is a weak law of large

numbers for i.ni.d. random variables.

Theorem 1 (Theorem A.5 of Hoadley 1971) Let {Yk : k = 1, 2, . . .} be independent
random variables, which are defined on the probability space (	,F , Pθ ), and take
on values in a measure space (Y,A, μ). Let Hk : Y × S → R1, where S ⊂ Rp is
compact, and let hk(s) = E Hk(Yk, s). Assume:
(a) For each s ∈ S, Hk(·, s) is A measurable;
(b) Hk(Yk, ·) is continuous on S, uniformly in k, a.s. [P];
(c) There exist measurable Bk : Y → R1 for which |Hk(·, s)| < Bk(·) for all s ∈ S

and E |Bk(Yk)|1+δ ≤ K , where K and δ are positive constant.

Then:

(i) hk(·) is continuous on S, uniformly in k;
(ii)

sup

{∣
∣
∣
∣

∑n
k=1 Hk(Yk, s)

n
−
∑n

k=1 hk(s)
n

∣
∣
∣
∣ : s ∈ S

}
p−→ 0,

where the notation
p−→ denotes convergence in probability.

We are now ready to prove the following theorem. Note that we shall only consider
the case 1 ≤ m < n in the proof since m = n is simply the complete sample case.

Theorem 2 If conditions A1 − A5 are satisfied, then the likelihood equation

∂

∂θ
ln L(θ; x1:m:n, . . . , xm:m:n) =

m∑

i=1

{
∂

∂θ
ln f (xi :m:n, θ)

+Ri
∂

∂θ
ln[1 − F(xi :m:n, θ)]

}

= 0 (4)

has a solution, θ̂n, which converges in probability to the true value of the parameter
θ , say θ0.

Proof From the Taylor expansion and Lemma 1, we can write

1

n

∂

∂θ
ln L(θ; x1:m:n, . . . , xm:m:n) = 1

n

∂

∂θ
ln L(θ; x1:m:n, . . . , xm:m:n)

∣
∣
∣
∣
θ=θ0

+ (θ − θ0)

n

∂2

∂θ2 ln L(θ; x1:m:n, . . . , xm:m:n)
∣
∣
∣
∣
θ=θ0

+1

2

(θ − θ0)

2T (x1:m:n, . . . , xm:m:n)

= B0 + B1(θ − θ0)+ 1

2

(θ − θ0)

2 B2, (5)
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where |
| < 1, and

B0 = 1

n

m∑

i=1

{
∂

∂θ
ln f (xi :m:n; θ)+ Ri

∂

∂θ
ln[1 − F(xi :m:n; θ)]

}∣∣
∣
∣
∣
θ=θ0

,

B1 = 1

n

m∑

i=1

{
∂2

∂θ2 ln f (xi :m:n; θ)+ Ri
∂2

∂θ2 ln[1 − F(xi :m:n; θ)]
}∣∣
∣
∣
∣
θ=θ0

,

B2 = T (x1:m:n, . . . , xm:m:n).

We shall prove, in probability, that B0
p−→ 0, B1

p−→ −ζ 2
1 and B2

p−→ ζ2, where ζ1
and ζ2 are constants that will be defined later.

Given a progressively Type-II censored sample x1:m:n, . . . , xm:m:n , we use the miss-
ing information principle (see e.g., Louis 1982; Tanner 1993; Ng et al. 2002) to write
the observed information through the fact

m∑

i=1

ln f (xi :m:n; θ) =
n∑

i=1

ln f (wi ; θ)−
m∑

i=1

Ri∑

j=1

ln f (yi j ; θ |Xi :m:n = xi :m:n), (6)

where w1, . . . , wn can be considered as a complete random sample of size n from
F(x; θ) and yi1, . . . , yi Ri can be considered as a complete random sample of size
Ri , i = 1, . . . ,m, from the left-truncated population with density function

ψi (y; θ) = f (y; θ)
1 − F(xi :m:n; θ) , y > xi :m:n .

Moreover, the sequences of random variables W ’s and Y ’s are independent. For sim-
plicity in notation, we use θ and f (yi j ; θ |xi :m:n), i = 1, . . . ,m and j = 1, . . . , Ri ,
instead of θ0 and f (yi j ; θ |Xi :m:n = xi :m:n) in what follows.

Thus, B0 can be reexpressed as

B0 = 1

n

⎧
⎨

⎩

n∑

i=1

∂

∂θ
ln f (wi ; θ)−

m∑

i=1

Ri∑

j=1

∂

∂θ
ln f (yi j ; θ |xi :m:n)

+
m∑

i=1

Ri
∂

∂θ
ln[1 − F(xi :m:n; θ)]

⎫
⎬

⎭

≡ 1

n
(B01 − B02) ,

where

B01 =
n∑

i=1

∂

∂θ
ln f (wi ; θ)
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and

B02 =
m∑

i=1

Ri∑

j=1

∂

∂θ
ln f (yi j ; θ |xi :m:n)−

m∑

i=1

Ri
∂

∂θ
ln[1 − F(xi :m:n; θ)].

From the result of Cramér (1946), we have B01/n
p−→ 0. It now suffices to show

that B02/n
p−→ 0. Since we can write B02 as

B02 =
m∑

i=1

Ri∑

j=1

∂

∂θ
ln f (yi j ; θ |xi :m:n)−

m∑

i=1

Ri E

[
∂

∂θ
ln f (Yi1; θ |xi :m:n)

]

+
m∑

i=1

Ri E

[
∂

∂θ
ln f (Yi1; θ |xi :m:n)

]

−
m∑

i=1

Ri
∂

∂θ
ln[1 − F(xi :m:n; θ)]

and that Eq. (3) implies that

E

[
∂

∂θ
ln f (Yi1; θ |xi :m:n)

]

=
∫

Bi

∂

∂θ
ln f (y; θ) f (y; θ)

1 − F(xi :m:n; θ)dμ(y)

= 1

1 − F(xi :m:n; θ)
∫

Bi

∂

∂θ
f (y; θ)dμ(y)

=
∂
∂θ

∫

Bi

f (y; θ)dμ(y)

1 − F(xi :m:n; θ)
=

∂
∂θ

[1 − F(xi :m:n; θ)]
1 − F(xi :m:n; θ)

= ∂

∂θ
ln[1 − F(xi :m:n; θ)], (7)

where Bi = {y : xi :m:n < y < ∞} for i = 1, . . . ,m, Theorem 1 implies that

sup

{∣
∣
∣
∣

B02

n − m

∣
∣
∣
∣ : θ ∈ I

}

= sup

{∣
∣
∣
∣
∣

∑m
i=1

∑Ri
j=1

∂
∂θ

ln f (yi j ; θ |xi :m:n)
n − m

−
∑m

i=1 Ri E
[
∂
∂θ

ln f (Yi1; θ |xi :m:n)
]

n − m

∣
∣
∣
∣
∣
: θ ∈ I

}
p−→ 0;

so, B02/n
p−→ 0. Consequently, by Slutsky’s theorem, B0 converges to zero in prob-

ability.
Similar arguments can be used to establish the convergence of B1 and B2. First,

consider B1 = (B11 − B12)/n, where
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B11 =
n∑

i=1

∂2

∂θ2 ln f (wi ; θ)

and

B12 =
m∑

i=1

⎧
⎨

⎩

Ri∑

j=1

∂2

∂θ2 ln f (yi j ; θ |xi :m:n)− Ri
∂2

∂θ2 ln[1 − F(xi :m:n; θ)]
⎫
⎬

⎭
.

From the result of Cramér (1946) once again, we have

B11

n

p−→ E

[
∂2

∂θ2 ln f (X; θ)
]

= −γ 2.

The term B12/n can be rewritten as

n − m

n

⎧
⎨

⎩

∑m
i=1

∑Ri
j=1

∂2

∂θ2 ln f (yi j ; θ |xi :m:n)
n − m

−
∑m

i=1 Ri E
[
∂2

∂θ2 ln f (Yi1; θ |xi :m:n)
]

n − m

⎫
⎬

⎭

−1

n

m∑

i=1

Ri

{
∂2

∂θ2 ln[1 − F(xi :m:n; θ)] − E

[
∂2

∂θ2 ln f (Yi1; θ |xi :m:n)
]}

. (8)

It follows from Theorem 1 that the first term in (8) converges in probability to zero as
n → ∞. Equations (7) and (3), respectively, lead to

∂2

∂θ2 ln[1 − F(xi :m:n; θ)] =
∂2

∂θ2 [1 − F(xi :m:n; θ)]
1 − F(xi :m:n; θ) −

{
∂

∂θ
ln[1 − F(xi :m:n; θ)]

}2

=
∂2

∂θ2 [1 − F(xi :m:n; θ)]
1 − F(xi :m:n; θ) −

{

E

[
∂

∂θ
ln f (Yi1; θ |xi :m:n)

]}2

and

E

[
∂2

∂θ2 ln f (Yi1; θ |xi :m:n)
]

=
∫

Bi

⎡

⎣
∂2

∂θ2 f (y; θ)
f (y; θ) −

(
∂

∂θ
ln f (y; θ)

)2
⎤

⎦ f (y; θ)
1 − F(xi :m:n; θ)dμ(y)

=
∫

Bi

∂2

∂θ2 f (y; θ)
f (y; θ)

f (y; θ)
1−F(xi :m:n; θ)dμ(y)−

∫

Bi

[
∂

∂θ
ln f (y; θ)

]2 f (y; θ)
1−F(xi :m:n; θ)dμ(y)

=
∂2

∂θ2 [1 − F(xi :m:n; θ)]
1 − F(xi :m:n; θ) −

∫

Bi

[
∂

∂θ
ln f (y; θ)

]2 f (y; θ)
1 − F(xi :m:n; θ)dμ(y),
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and hence the difference of these two terms can be further simplified as

E

[
∂

∂θ
ln f (Yi1; θ |xi :m:n)

]2

−
{

E

[
∂

∂θ
ln f (Yi1; θ |xi :m:n)

]}2

= V ar

[
∂

∂θ
ln f (Yi1; θ |xi :m:n)

]

,

which, from the conditions A4 and A5, is clearly bounded and independent of θ . Thus,

1

n − m

m∑

i=1

Ri

{
∂2

∂θ2 ln[1 − F(xi :m:n; θ)] − E

[
∂2

∂θ2 ln f (Yi1; θ |xi :m:n)
]}

= 1

n − m

m∑

i=1

Ri∑

j=1

V ar

[
∂

∂θ
ln f (Yi j ; θ |xi :m:n)

]

(9)

converges to a bounded value, say . Combining these results and setting γ 2 + (1 −
τ) ≡ ζ 2

1 , we obtain B1
p−→ −ζ 2

1 . Finally, following the same lines as for the con-
vergence of B1, we have that B2 converges in probability to a bounded value, say ζ2.
The argument given in Cramér (1946) can then be employed to show that (4) has a
solution, θ̂n , which converges in probability to θ0. ��

It should be noted that Theorem 2 is established only for a solution of the likelihood
equation, and this solution need not be the unique MLE (see e.g., Ferguson 1996).

3 Asymptotic normality

The approach to asymptotic normality of the MLE of θ is related to the result of
Hoadley (1971) and Slutsky’s theorem in the multivariate case (see e.g., Serfling
1980). Hoadley (1971) gave the Liapounov form of the multivariate central limit the-
orem which plays an important role in establishing that MLEs are asymptotically
normal in the i.ni.d. case.

Theorem 3 (Theorem A.6 of Hoadley 1971) Let {Xk : k = 1, 2, . . .} be independent
p-dimensional random vectors with E Xk = 0,Cov(Xk) = �k . Assume:
(a)

∑n
k=1 �k/n −→ �, where � is positive definite;

(b) For some δ > 0,
∑

k E |λ′ Xk |2+δ/n(2+δ)/2 −→ 0 for all λ ∈ Rp.

Then,
∑

k Xk/
√

n
d−→ N (0,�), where

d−→ denotes convergence in distribution.

The following result allows the convergence of univariate distribution functions to
be extendable to that of convergence of multivariate distribution functions.

Theorem 4 (Slutsky’s Theorem) Let (Xn,Yn), n = 1, 2, . . . , and (X,Y ) be two

random vectors defined on a probability space. Suppose that Xn
d−→ X and Yn

d−→ Y .
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If Xn and Yn are independent for each n, then

(Xn,Yn)
d−→(X∗,Y ∗),

where X∗ ∼ X,Y ∗ ∼ Y , and X∗ and Y ∗ are independent in the same space.

The above two results are needed in the following proof of the asymptotic normality
of the MLE of θ .

Theorem 5 Under regularity conditions A1 − A5, the likelihood equation in (4) has
a solution, θ̂ , which is asymptotically normally distributed.

Proof From (5), we have

ζ1
√

n(θ̂ − θ0) =
√

n
ζ1

B0

− B1
ζ 2

1
− 


2ζ 2
1

B2(θ̂ − θ0)

=
1

ζ1
√

n

∑m
i=1

{
∂
∂θ

ln f (xi :m:n; θ)+ Ri
∂
∂θ

ln[1 − F(xi :m:n; θ)]}

− B1
ζ 2

1
− 


2ζ 2
1

B2(θ̂ − θ0)
,

(10)

where ζ 2
1 = γ 2 + (1− τ). The denominator of the right-hand side of (10) converges

in probability to 1, so that we only need to show that the numerator is asymptotically
normal with zero mean and unit variance.

From Eqs. (6) and (7), we have

m∑

i=1

{
∂

∂θ
ln f (xi :m:n; θ)+ Ri

∂

∂θ
ln[1 − F(xi :m:n; θ)]

}

=
n∑

i=1

∂

∂θ
ln f (wi ; θ)−

m∑

i=1

Ri∑

j=1

∂

∂θ
ln f (yi j ; θ |xi :m:n)

+
m∑

i=1

Ri∑

j=1

E

[
∂

∂θ
ln f (Yi j ; θ |xi :m:n)

]

=
n∑

i=1

∂

∂θ
ln f (wi ; θ)

−
m∑

i=1

Ri∑

j=1

{
∂

∂θ
ln f (yi j ; θ |xi :m:n)− E

[
∂

∂θ
ln f (Yi j ; θ |xi :m:n)

]}

.

It follows from the result of Cramér (1946) that 1√
n

∑n
i=1

∂
∂θ

ln f (wi ; θ) is asymptot-

ically normal with mean 0 and variance γ 2.
Conditions A3 and A4 imply that E | ∂

∂θ
ln f (Yi j ; θ |xi :m:n) − E[ ∂

∂θ
ln f (Yi j ;

θ |xi :m:n)]|3 is bounded and independent of θ , say K ∗, which leads to
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1

n3/2

m∑

i=1

Ri∑

j=1

E

∣
∣
∣
∣
∂

∂θ
ln f (Yi j ; θ |xi :m:n)− E

[
∂

∂θ
ln f (Yi j ; θ |xi :m:n)

]∣
∣
∣
∣

3

= n − m

n3/2 K ∗ −→ 0.

Combining this result with Eq. (9) that

1

n − m

m∑

i=1

Ri∑

j=1

V ar

[
∂

∂θ
ln f (Yi j ; θ |xi :m:n)

]

−→ ,

it then follows from Theorem 3 that

1√
n − m

m∑

i=1

Ri∑

j=1

{
∂

∂θ
ln f (yi j ; θ |xi :m:n)−E

[
∂

∂θ
ln f (Yi j ; θ |xi :m:n)

]}
d−→ N (0,).

Applying Slutsky’s theorem, we obtain

1√
n

m∑

i=1

Ri∑

j=1

{
∂

∂θ
ln f (yi j ; θ |xi :m:n)− E

[
∂

∂θ
ln f (Yi j ; θ |xi :m:n)

]}

=
√

n − m√
n

1√
n − m

m∑

i=1

Ri∑

j=1

{
∂

∂θ
ln f (yi j ; θ |xi :m:n)− E

[
∂

∂θ
ln f (Yi j ; θ |xi :m:n)

]}

d−→ N (0, (1 − τ)).

Theorem 4 can now be applied to yield

⎛

⎝ 1√
n

n∑

i=1

∂

∂θ
ln f (wi ; θ), 1√

n

m∑

i=1

Ri∑

j=1

{
∂

∂θ
ln f (yi j ; θ |xi :m:n)

− E

[
∂

∂θ
ln f (Yi j ; θ |xi :m:n)

]}
⎞

⎠ d−→(X∗,Y ∗),

where X∗ ∼ N (0, γ 2), Y ∗ ∼ N (0, (1 − τ)), and X∗ and Y ∗ are independent. From
the property of continuous mapping, we then have

1√
n

n∑

i=1

∂

∂θ
ln f (wi ; θ)− 1√

n

m∑

i=1

Ri∑

j=1

{
∂

∂θ
ln f (yi j ; θ |xi :m:n)

−E

[
∂

∂θ
ln f (Yi j ; θ |xi :m:n)

]}
d−→ X∗ − Y ∗.

123



360 C.-T. Lin, N. Balakrishnan

Therefore,

m∑

i=1

{
∂

∂θ
ln f (xi :m:n; θ)+ Ri

∂

∂θ
ln[1 − F(xi :m:n; θ)]

}
d−→ N (0, γ 2 + (1 − τ))

= N (0, ζ 2
1 )

which completes the proof of Theorem 5. ��
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