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Abstract Sensitive topics or highly personal questions are often being asked in
medical, psychological and sociological surveys. This paper proposes two new models
(namely, the triangular and crosswise models) for survey sampling with the sensitive
characteristics. We derive the maximum likelihood estimates (MLEs) and large-sample
confidence intervals for the proportion of persons with sensitive characteristic. The
modified MLEs and their asymptotic properties are developed. Under certain opti-
mality criteria, the designs for the cooperative parameter are provided and the sample
size formulas are given. We compare the efficiency of the two models based on the
variance criterion. The proposed models have four advantages: neither model requires
randomizing device, the models are easy to be implemented for both interviewer and
interviewee, the interviewee does not face any sensitive questions, and both models
can be applied to both face-to-face personal interviews and mail questionnaires.
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1 Introduction

Sensitive topics or highly personal questions are often being asked in medical, psy-
chological and sociological surveys. For questions related to abortion, illegitimate
birth, AIDs, illegal betting, shoplifting, drug-taking, tax evasion, annual income and
students’ cheating behavior, some respondents may refuse to answer. Even worse,
they may provide wrong answers to maintain privacy when these questions are being
asked directly. The final data will then include refusal bias, response bias or both. As
a result, it is difficult to make inferences based on these inaccurate data.

To overcome the aforementioned difficulty, Warner (1965) proposed a so-called
randomized response (RR) technique that allows researchers to obtain sensitive infor-
mation while protecting privacy of respondents. The objective is to encourage truthful
answers. His model was to offer the respondent a choice of questions where one was
the opposite of the other. For example,

(a) I have cheated in an examination (i.e., I am a member of class A);
(b) I have never cheated in an examination (i.e., I am not a member of class A).

The respondents are required to give a ‘Yes’ or ‘No’ answer to either the statement (a) or
its opposite (b) depending on the outcome of a randomizing device not being revealed
to the interviewer. Usually, the probability p of selecting statement (a) by the ran-
domizing device is designed to be known. Suppose that we would like to estimate the
proportion π of the population belonging to the sensitive class A. Let n′ be the number
of ‘Yes’ answers obtained from the n respondents selected by simple random sampling
with replacement. Warner (1965) obtained the MLE π̂W = (p − 1 + n′/n)/(2p − 1),
where p �= 0.5. The estimator π̂W was shown to be unbiased and has variance

Var(π̂W ) = π(1 − π)

n
+ p(1 − p)

n(2p − 1)2 . (1.1)

Levy (1976) considered testing hypothesis about π .
It should be noted that the introduction of the randomizing device results in extra

amount (i.e., the second term) in (1.1). One way to reduce variance is simply to
increase the sample size n. Another way is to perform multiple trials on each respon-
dent (Horvitz et al. 1967; Gould et al. 1969; Greenberg et al. 1974; Liu and Chow
1976). Flingner et al. (1977), Devore (1977) and Moors (1981) identified some tech-
nical problems in Warner’s model and recommended the truncated estimator π̂T W =
min{max(π̂W , 0), 1} which is the true MLE of π . Abul-Ela et al. (1967) and Bourke
(1982) extended Warner’s model to the trichotomous case to estimate the propor-
tions of three mutually exclusive groups with at least one sensitive group(s). Eriksson
(1973) showed how multinomial proportions can be estimated with only one sample
using a different randomizing device. Liu et al. (1975) developed a new randomizing
device that can be used in the multi-proportions cases. Franklin (1989) considered a
dichotomous population but used a randomizing device for continuous distributions.

Horvitz et al. (1967) and Greenberg et al. (1969) proposed an unrelated question
model. They suggested that the respondents might be more cooperative if we replace
statement (b) in Warner’s original model by statement (c) I was born in the month of
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April (i.e., I am a member of class U), which is non-sensitive and unrelated to state-
ment (a). His/her privacy can be protected since the randomizing device is operated by
the respondent and the interviewer does not know which question has been answered.
Let π ′ denote the proportion of individuals in the population who would answer ‘Yes’
to statement (c). If π ′ is known, only one sample is required to estimate the proportion
π of the population belonging to the sensitive class A. An unbiased estimator of π is
π̂U = [n′/n − (1 − p)π ′]/p with variance

Var(π̂U ) = π(1 − π)

n
+ (1 − p)2π ′(1 − π ′) + p(1 − p)(π + π ′ − 2ππ ′)

np2 . (1.2)

If π ′ is unknown in advance, we require two independent samples of size n1 and n2
with different probabilities p1 and p2 for two randomizing devices. Moors (1971)
showed that with an optimal allocation of n1 and n2, and p2 = 0, the unrelated ques-
tion model would be more efficient than the Warner’s model for p1 > 0.5, regardless
of the choice of π ′. Dowling and Shachtman (1975) proved that Var(π̂U ) less than
Var(π̂W ) for all π and π ′, provided that p (or the max(p1, p2) in the two-sample case)
is greater than 0.339333. Folsom et al. (1973) evaluated an alternative two-sample
design.

Kong (1997) proposed a random-variable-sum response model. His main idea is
as follows. In survey sampling, interviewer may design a questionnaire in which
two questions are designed in such a way that one is sensitive while the other is
non-sensitive and unrelated to the sensitive question. For example, the respondent is
offered two questions: (1) have you cheated in an examination? (2) Were you born in
April? Please give your response according to the following rules: (i) if both of your
answers are ‘No’, please say ‘0’; (ii) if one of your answer is ‘No’ and the other ‘Yes’,
please say ‘1’; (iii) if both of your answers are ‘Yes’, please say ‘2’. Kong (1997)
presented an extensive study on this model and extended it to the situation with a
quantitative measure of the sensitive attribute.

Several papers provided thorough reviews on RR techniques (e.g., see, Greenberg
et al. 1974, 1986; Horvitz et al. 1975, 1976; Daniel 1993; Tracy and Mangat 1996;
Franklin 1998). For monographs about RR techniques, one can refer to Cochran (1977,
392–395), Chaudhuri and Mukerjee (1988), Hedayat and Sinha (1991, Chap. 11), and
Chaudhuri and Stenger (1992, Chap. 10). For recent papers on RR techniques, one
can refer to Kim and Warde (2004), Kim and Elam (2005) and Saha (2006).

We notice several drawbacks in Warner’s model. Firstly, the interviewee must
answer a sensitive question no matter which card he/she selects randomly. Note that
question (b) is also sensitive because it is a complement of question (a). As pointed out
by Franklin (1998), Warner’s model implicitly makes an assumption that the respon-
dent is sufficiently cognizant, informed, and educated to recognize and appreciate his
or her anonymity. For an audience of poor education or low sophistication, whatever
explanations, he/she might elect not to reply at all or to provide with incorrect answers
when he/she is being asked a sensitive topic. Secondly, a randomizing device must
be provided to the respondent. The device suggested by Warner (1965) is a spinner
with an arrow pointer. Greenberg et al. (1986) pointed out the unsatisfactory aspects
of this device and other devices designed by other authors. Finally, the application
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of Warner’s model has been limited almost exclusively to face-to-face personal inter-
views. It seems to be infeasible for mail questionnaire. For the unrelated question
model, the respondents still need to answer a sensitive question with probability p.
For the random-variable-sum response model, answer ‘2’ indicates the explicit expo-
sure to the sensitive attribute.

To overcome these drawbacks, we propose two new models (namely, the triangular
and crosswise models) without using randomizing devices for survey sampling with
sensitive characteristics. In Sect. 2, we describe the two models together with their
advantages. In Sect. 3, we derive their maximum likelihood estimates (MLEs) and
asymptotic properties. Section 4 considers the design of the cooperative parameter
and gives the sample size formulas. We compare the efficiency of the two models
based on the variance criterion in Sect. 5. Section 6 gives a discussion.

2 The proposed models

Let X = 1 denote the class of people who possess a sensitive characteristic (e.g.,
drug-taking) and X = 0 denote the complementary class. Y is also a dichotomous
random variable. Suppose that Y is non-sensitive and independent of X . For example,
Y = 1 may represent whether a person was born between August and December and
Y = 0 represents the corresponding complementary class. The interviewer should
select a suitable Y so that the proportion p = Pr(Y = 1) can be estimated easily.
Without loss of generality, in this chapter we always assume that p is known. The
purpose is to estimate the proportion π = Pr(X = 1).

2.1 The triangular model

For the face-to-face personal interviews, the interviewer may design an investigation
format as the left-hand side of Table 1 and ask the interviewee to put a tick in the circle
or in the triangle according to his/her truthful situation. We can see that {X = 0, Y = 0}
denotes the subclass of person who was not a drug user and was born between January
and July. That is, {X = 0, Y = 0} is a non-sensitive subclass. A tick put in the trian-
gle indicates the interviewee either was a drug user, or was not a drug user but was
born between August and December. Therefore {X = 1} ∪ {X = 0, Y = 1} is also
a non-sensitive subclass. Such knowledge would presumably not only make respon-
dents willing to participate in the survey but also persuade them to provide truthful
responses.

Table 1 The triangular model and the corresponding cell probabilities

Categories Y = 0 Y = 1 Categories Y = 0 Y = 1 Total

X = 0 © • X = 0 (1 − π)(1 − p) (1 − π)p 1 − π

X = 1 • • X = 1 π(1 − p) πp π

Total 1 − p p 1

Note Please truthfully put a tick in the circle or in the triangle
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Table 2 The crosswise model and the corresponding cell probabilities

Categories Y = 0 Y = 1 Categories Y = 0 Y = 1 Total

X = 0 © • X = 0 (1 − π)(1 − p) (1 − π)p 1 − π

X = 1 • © X = 1 π(1 − p) πp π

Total 1 − p p 1

Note Please truthfully put a tick in the main diagonal or in the antidiagonal

2.2 The crosswise model

The interviewer may also design another investigation format as the left-hand side of
Table 2 and ask the interviewee to put a tick in the main diagonal or in the antidiagonal
according to his/her truthful situation. Noting that both subclass {X = 0, Y = 0} and
{X = 0, Y = 1} are non-sensitive, so are both {X = 0, Y = 0} ∪ {X = 1, Y = 1} and
{X = 0, Y = 1} ∪ {X = 1, Y = 0}. Thus the interviewer may record the response but
never know whether the interviewee belongs to the sensitive class.

Obviously, the two models have the following advantages: neither model requires
randomizing device, the models are easy to operate for both interviewer and intervie-
wee, the interviewee does not face any sensitive questions, and both models can be
applied to both face-to-face personal interviews and mail questionnaire.

3 MLEs and asymptotic properties

For the proposed models, we derive the MLEs of π and its large-sample confidence
intervals, and investigate the modified MLEs and their asymptotic properties.

3.1 The triangular model

Suppose that a sample of size n with replacement or without replacement from a pop-
ulation results in s ticks in the circle and n − s ticks in the triangle (see Table 1). By
introducing a new parameter θ = (1 −π)(1 − p), we have π = 1 − θ/(1 − p), where
p = Pr(Y = 1) is chosen by the interviewer and is therefore known. The likelihood
function is proportional to θ s(1 − θ)n−s so that the MLE of θ is given by θ̂ = s/n.
Therefore, the MLE of π is

π̂T = 1 − θ̂/(1 − p), (3.1)

where the subscript ‘T’ represents the ‘Triangular model’. Since s ∼ Binomial(n, θ),
we have E(s) = nθ and Var(s) = nθ(1− θ). Hence, E(π̂T ) = π , i.e., π̂T is unbiased,
and

Var(π̂T ) = θ(1 − θ)/[n(1 − p)2] = π(1 − π)/n + p(1 − π)/[n(1 − p)]. (3.2)

Notice that the variance of π̂T can be expressed as the sum of the variance due to
sampling and the variance due to the introduction of non-sensitive variable Y . It is
easy to show that an unbiased estimate of Var(π̂T ) is given by
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Var(π̂T ) = θ̂ (1 − θ̂ )/[(n − 1)(1 − p)2]. (3.3)

When n → ∞, the central limit theorem implies that π̂T is asymptotically normal,
i.e.,

(π̂T − π)
/√

Var(π̂T )
·∼ N (0, 1). (3.4)

A (1 − α)100% confidence interval of π can be constructed as

π̂T ± Zα/2

√
Var(π̂T ), (3.5)

where Zα/2 denotes the 1 − α/2 percentage point of the standard normal variable Z
such that Pr{Z ≤ Zα/2} = 1 − α/2. From (3.4), the usual hypothesis testing about π

can be easily established.
From (3.1), we know that 0 ≤ π̂T ≤ 1 if and only if 0 ≤ θ̂ ≤ 1 − p. Therefore, the

MLE π̂T can be modified as

π̂T M = max(0, π̂T ) =
{

π̂T , if 0 ≤ s/n ≤ 1 − p,

0, if 1 − p < s/n ≤ 1.

Theorem 1 If 0 < π < 1, then
√

n(π̂T M − π) and
√

n(π̂T − π) have the same
asymptotic distribution for sufficiently large n.

The proof of this theorem is omitted since it is similar to that of Theorem 2 below.
Theorem 1 states that π̂T M and π̂T are asymptotically equivalent.

3.2 The crosswise model

Suppose there are n respondents with r ticks being put in the main diagonal (see
Table 2). The observed data are denoted by {r, n − r}. Defining a new parameter λ =
(1−π)(1− p)+πp, we have π = (λ+ p−1)/(2p−1), where p = Pr(Y = 1) �= 0.5
is known. The likelihood function is proportional to λr (1 − λ)n−r so that the MLE of
λ is given by λ̂ = r/n. Therefore, the unbiased MLE of π is

π̂C = (λ̂ + p − 1)/(2p − 1), (3.6)

where the subscript ‘C’ refers to ‘Crosswise model’. The expression (3.6) shows
that the crosswise model bears a formal resemblance to Warner’s model. Similar to
(3.2)–(3.5), we have respectively
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Var(π̂C ) = λ(1 − λ)

n(2p − 1)2 = π(1 − π)

n
+ p(1 − p)

n(2p − 1)2 , (3.7)

Var(π̂C ) = λ̂(1 − λ̂)

(n − 1)(2p − 1)2 = π̂C (1 − π̂C )

n − 1
+ p(1 − p)

(n − 1)(2p − 1)2 ,

(π̂C − π)
/√

Var(π̂C )
·∼ N(0, 1), as n → ∞,

π̂C ± Zα/2

√
Var(π̂C ).

From (3.6), we have 0 ≤ π̂C ≤ 1 if and only if min(1− p, p) ≤ λ̂ ≤ max(1− p, p).
Therefore the modified MLE of π is

π̂C M = min{1, max(0, π̂C )} =

⎧⎪⎨
⎪⎩

0, if 0 ≤ r/n < min(1 − p, p),

π̂C , if min(1 − p, p) ≤ r/n ≤ max(1 − p, p),

1, if max(1 − p, p) < r/n ≤ 1.

(3.8)
The following theorem shows that π̂C M and π̂C are asymptotically equivalent.

Theorem 2 If 0 < π < 1, then
√

n(π̂C M − π) and
√

n(π̂C − π) have the same
asymptotic distribution as n → ∞.

Proof It suffices to show that
√

n(π̂C M − π) − √
n(π̂C − π) converges to zero in

probability as n → ∞, i.e.,

Pr{|√n(π̂C M − π̂C )| > 0} → 0, as n → ∞. (3.9)

Noting that λ̂ is the MLE of λ = (1 − π)(1 − p) + πp and that min(1 − p, p) <

λ < max(1 − p, p) since 0 < π < 1, we naturally obtain Pr{|λ̂ − λ| > ε} → 0, as
n → ∞, for any ε > 0. We only need to prove

Pr{|√n(π̂C M − π̂C )| > 0} ≤ Pr{|λ̂ − λ| > ε},

or equivalently
{|√n(π̂C M − π̂C )| > 0} ⊆ {|λ̂ − λ| > ε}, (3.10)

for any ε < min{max(1 − p, p) − λ, λ − min(1 − p, p)}. Without loss of generality,
we assume p > 1/2. We consider three cases.

Case 1 1 − p ≤ λ̂ ≤ p. From (3.8), we obtain π̂C M = π̂C . Therefore (3.9) follows
immediately.

Case 2 λ̂ < 1 − p. Now π̂C M = 0. If

|√n(π̂C M − π̂C )| > 0

⇒ |λ̂ + p − 1| > 0

⇒ 0 < |λ̂ + p − 1| = −(λ̂ + p − 1) = −(λ̂ − λ) − {λ − (1 − p)}
⇒ |λ̂ − λ| ≥ −(λ̂ − λ) > λ − (1 − p). (3.11)
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Noting that ε < min{p − λ, λ − (1 − p)}, we have

{λ − (1 − p)} − ε > 0. (3.12)

By combining (3.11) with (3.12), we obtain

|λ̂ − λ| − ε = |λ̂ − λ| − {λ − (1 − p)} + {λ − (1 − p)} − ε > 0

and hence (3.10) follows.

Case 3 λ̂ > p. Now π̂C M = 1. If

|√n(π̂C M − π̂C )| > 0

⇒ |p − λ̂| > 0

⇒ 0 < |p − λ̂| = −(p − λ̂) = −(λ − λ̂) − (p − λ)

⇒ |λ − λ̂| ≥ −(λ − λ̂) > p − λ. (3.13)

Noting that ε < min{p − λ, λ − (1 − p)}, we have

(p − λ) − ε > 0. (3.14)

By combining (3.13) and (3.14), we obtain

|λ̂ − λ| − ε = |λ̂ − λ| − (p − λ) + (p − λ) − ε > 0.

Hence, (3.10) follows. The proof is completed. �

4 Design consideration

For the proposed models, the unknown proportion π is required to be estimated, while
the cooperative parameter p = Pr(Y = 1) and the sample size n are controllable. This
section addresses the issues of determining p and n under certain optimality criteria.
The value of p somehow indicates whether the respondents are cooperative, while the
sample size n depends on the estimated degrees of precision.

4.1 Design of the cooperative parameter

We first consider the triangular model. From (3.2), we can see that Var(π̂T ) is an
increasing function of p (0 ≤ p ≤ 1) for any fixed π and given sample size n. When
p = 1, Var(π̂T ) → ∞. When p = 0, Var(π̂T ) attains its minimum value π(1 −π)/n,
which reduces the triangular model to the direct inquiry model that requires the respon-
dent to unreservedly state whether or not he/she belongs to the sensitive class {X = 1}.
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Therefore, we may establish the following criterion:

p(1 − π)

n(1 − p)

/
Var(π̂T ) ≤ α0, (4.1)

where α0 ∈ (0, 1) is known and is decided by the interviewer. The inequality (4.1)
states that the proportion of the variance due to the introduction of the non-sensitive
variable Y to the total variance is less than or equal to 100α0%. From (4.1), we obtain

p ≤ pα0
(π) =̂ α0π/(1 − α0 + α0π).

When 0 ≤ π ≤ 1, we have 0 ≤ pα0
(π) ≤ α0. In particular, let α0 = 0.5, we have

p0.5(π) = π/(1 + π). Table 3 shows the values of π and pα0
(π) for α0 = 0.5 and

α0 = 0.75, respectively.
Now we consider the crosswise model. It is easy to verify from (3.7) that Var(π̂C )

is an increasing (or a decreasing) function of p when 0 ≤ p < 0.5 (or 0.5 < p ≤ 1)
for any fixed π and given n. When p = 0.5, Var(π̂C ) → ∞. When p = 0 or p = 1,
Var(π̂C ) attains its minimum value π(1 − π)/n, which reduces the crosswise model
to the direct inquiry model. Similar to (4.1), we may construct the following criterion
for any given α0 ∈ (0, 1):

p(1 − p)

n(2p − 1)2

/
Var(π̂C ) ≤ α0. (4.2)

From (4.2), we have p ≤ p(1)
α0

(π) or p ≥ p(2)
α0

(π), where

p(1)
α0

(π) = 0.5[1 − (4β0π(1 − π) + 1)−1/2], p(2)
α0

(π) = 1 − p(1)
α0

(π),

and β0 =̂ α0/(1 − α0) > 0. Thus, p(1)
α0

(π) is an increasing (or a decreasing) func-
tion of π when 0 ≤ π < 0.5 (or 0.5 < π ≤ 1) and it reaches the maximum
0.5[1− (β0 +1)−1/2] at π = 0.5. Similarly, p(2)

α0
(π) is a decreasing (or an increasing)

function of π when 0 ≤ π < 0.5 (or 0.5 < π ≤ 1) and it arrives the minimum
0.5[1 + (β0 + 1)−1/2] at π = 0.5. Table 4 lists the values of π , p(1)

α0
(π) and p(2)

α0
(π)

for α0 = 0.5 and α0 = 0.75.

Table 3 Values of π and pα0
(π) for α0 = 0.5 and α0 = 0.75

π 0.01 0.03 0.05 0.07 0.09 0.10 0.20 0.30 0.40 0.50

p0.50 (π) 0.0099 0.0291 0.0476 0.0654 0.0826 0.0909 0.1667 0.2308 0.2857 0.3333

p0.75 (π) 0.0291 0.0826 0.1304 0.1736 0.2126 0.2308 0.3750 0.4737 0.5455 0.6000
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Table 4 The values of π , p(1)
α0

(π) and p(2)
α0

(π) for α0 = 0.5 and 0.75

π 0.01 0.03 0.05 0.07 0.09 0.10 0.20 0.30 0.40 0.50

p(1)
0.50 (π) 0.0096 0.0267 0.0416 0.0546 0.0661 0.0712 0.1095 0.1313 0.1428 0.1464

p(2)
0.50 (π) 0.9904 0.9733 0.9584 0.9454 0.9339 0.9288 0.8904 0.8687 0.8572 0.8536

p(1)
0.75 (π) 0.0272 0.0695 0.1009 0.1253 0.1449 0.1533 0.2073 0.2334 0.2461 0.2500

p(2)
0.75 (π) 0.9728 0.9305 0.8991 0.8747 0.8551 0.8467 0.7927 0.7666 0.7539 0.7500

4.2 Determination of the sample sizes

To determine the sample size n for the triangular model, we assume that p is known.
Differentiating (3.2) with respect to π and setting it to zero yield π = (0.5 − p)/(1 −
p) · I(0<p<0.5), where IS denotes the indicator function for the event S. Noting that
Var(π̂T ) arrives its maximum at this π value, we have

Var(π̂T ) ≤ 1

4n(1 − p)2 · I(0<p<0.5) + p

n(1 − p)
· I(0.5≤p<1).

Result 1 Let V0 denote the maximal tolerance variance. The desired sample size n
can be determined by n ≥ [4V0(1− p)2]−1 · I(0<p<0.5) + p[V0(1− p)]−1 · I(0.5≤p<1).

Result 2 Let L0 denote the maximal tolerance length of the confidence interval for
π . The sample size n can be determined by

n ≥
( Zα/2

L0(1 − p)

)2 · I(0<p<0.5) +
(2Zα/2

L0

)2 p

1 − p
· I(0.5≤p<1).

For the crosswise model, we also assume that p is known. It is easy to verify
from (3.7) that Var(π̂C ) arrives its maximum at π = 0.5 and we have Var(π̂C ) ≤
1/[4n(2p − 1)2]. Similar to Results 1 and 2 obtained for the triangular model, the
sample size n for the crosswise model are given by n ≥ 1/[4V0(2p − 1)2] and
n ≥ (Zα/2/{L0(2p − 1)})2, respectively.

5 Comparison of efficiency

In this section, we compare the efficiency between the triangular model and crosswise
model by employing the variance criterion. From (3.2) and (3.7), we have

Var(π̂C ) − Var(π̂T ) = p

n(1 − p)(2p − 1)2 · f (p), (5.1)

where f (p) = (4π − 3)p2 + (2 − 4π)p + π . We have the following result.

123



Two new models for survey sampling with sensitive characteristic 261

Theorem 3 (i) If π = 3/4, then

{
Var(π̂C ) ≥ Var(π̂T ), when 0 < p ≤ 3/4 (p �= 1/2),

Var(π̂C ) < Var(π̂T ), when 3/4 < p < 1.
(5.2)

(ii) If π �= 3/4, then

{
Var(π̂C ) ≥ Var(π̂T ), when 0 < p ≤ pπ (p �= 1/2),

Var(π̂C ) < Var(π̂T ), when pπ < p < 1,
(5.3)

where pπ = (2π − 1 − √
1 − π)/(4π − 3) is an increasing function of π .

Proof (i) If π = 3/4, then f (p) = 3/4 − p is nonnegative (or negative) when
0 < p ≤ 3/4 (or 3/4 < p < 1). From (5.1), we obtain (5.2) immediately.

(ii) If π > 3/4, then we obtain

⎧⎨
⎩

f (p) ≥ 0, when p ≤ pπ or p ≥ p2 ,

f (p) < 0, when pπ < p < p2 ,

where pπ is defined in Theorem 3 and

p2 = (2π − 1 + √
1 − π)/(4π − 3).

It is easy to show that 0.5 < pπ < 1 < p2 . (5.3) follows immediately.
(iii) If π < 3/4, similarly, we have

⎧⎨
⎩

f (p) ≥ 0, when p1 ≤ p ≤ pπ ,

f (p) < 0, when p < p1 or p > pπ ,

where p1 = −(2π − 1 + √
1 − π)/(3 − 4π). Now we have p1 < 0 < 1/2 <

pπ < 1. Hence, (5.3) follows. Note that

∂pπ

∂π
= (

√
1 − π − 2)2

2
√

1 − π(4π − 3)2
> 0.

Hence, pπ is an increasing function of π . The proof is completed. �

6 Discussion

In this paper, we proposed two new models: the triangular and crosswise models, for
survey sampling with sensitive questions. The proposed models have four advanta-
ges: (i) neither model requires randomizing device; (ii) the models are easy to operate
for both interviewer and interviewee; (iii) the interviewee does not face any sensitive
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questions; (iv) both models can be applied to both face-to-face personal interviews and
mail questionnaire. We mainly studied three problems: (1) which model is better (i.e.,
the problem of comparison); (2) how does one determine the design parameters (i.e.,
the problem of design); (3) how does one analyze the gathered data (i.e., the problem
of analysis). In the frequentist framework, the unbiased maximum likelihood estimate
and large-sample confidence interval for the proportion π of persons with sensitive
characteristic are derived. The modified MLEs of π and their asymptotic properties are
developed. Under certain optimality criteria, the designs for the cooperative parameter
and the sample size formulas are given. A comparison of efficiency between the two
models is presented.
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