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Abstract. It is not uncommon to observe the published forecasts of economic
commentators closely bunched together over long periods of time. In our case,
the phenomenon is observed for eight national panels of economists who report
monthly forecasts. A framework is developed that conveniently nests within
it several simple, yet plausible forecasting rules, and allows us to explore the
extent of the clustering phenomenon.
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1. Introduction

It is not uncommon to observe the published forecasts of economic commenta-
tors closely bunched together over long periods of time. For example, Zarnowitz
(1979), and MacFarlane and Hawkins (1983), both found a strong tendency for
individual forecasts to be more highly correlated with the mean forecast than
with the actual outcome of the variable of interest. In our case, the phenomenon
is observed for national panels of economists who report three-month-ahead
forecasts of three month interest rates each month. This empirical regularity is
the context within which we seek to analyse the behaviour of forecasters.
Data on panels of forecasts have previously been used to test theories of
how expectations are formed. For example, Keane and Runkle (1990) and
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MacDonald and Macmillan (1994) investigate the rationality of expectations.
The procedure they use is indirect in that there is no need to isolate the actual
process by which the expectations (or forecasts) are actually generated. Rather,
they test whether forecasts and subsequent realisations satisfy various theoreti-
cal properties such as unbiasedness and efficiency. By comparison, this litera-
ture also includes examples where the testing proceeds through direct modelling
of an hypothesised mechanism generating forecasts. One example is testing
adaptive expectations such as in Figlewski and Wachtel (1981). Our conten-
tion is that there are insights to be gained by this direct approach. As such we
concentrate on modelling the forecast mechanism and do not test the rational-
ity of our panel of forecasters; this has been considered by Kelly (1998) using a
related data set.

Another potential source of data is that obtained in an experimental setting.
Hey (1994) recently used experimental methods to test alternative theories of
expectations formation. Participants in the experiment were shown time series
data and provided incentives to accurately predict the future values. In ana-
lysing the predictions of his experimental forecasters he found that he could
provide a good explanation of the predictions being made by a simple model
involving past values of the variable being predicted. This part of his work is
similar in spirit to ours. The important distinctions are that the data sources
are different and that his forecasters acted independently without knowledge
of the forecasts of the other participants. Given our results, the issue of inter-
dependence of forecasters in an experimental setting is one worth pursuing.

While forecasters may act independently, clustering of forecasts can still
occur. As Zarnowitz and Lambros (1987) observe, forecasters ““use in part the
same public information and the same established techniques and relationships.
The common elements induce some positive correlation across the resulting
forecasts.” While the actual forecasting methods used by individuals are un-
known to us, we have been able to successfully specify and estimate a regression
model that adequately fits the observed time series of individual interest rate
forecasts within and between countries. The chosen specification conveniently
nests within it several simple, yet plausible forecasting rules, and allows us to
explore the extent of the clustering phenomenon.

In our analysis, forecasters who are found to act independently, like Hey’s
experimental forecasters, are referred to as ‘time series modellers’. They take
little or no direct notice of the actions of other forecasters. In our modelling
context, this situation occurs when the consensus mean is not an important
determinant of an individual’s forecasts. But as has been emphasised by Bane-
rjee (1992), the actions of others potentially convey useful information that a
rational forecaster would use. Such individuals or ‘followers’ (since they follow
the herd) are using the information contained in the consensus mean as part of
their information set.

Herding can also occur when forecasters act strategically. It is reasonable
to assume that forecasters (sometimes called managers) have objective func-
tions that depend on factors other than forecast accuracy. For example, there
is the safety in numbers argument presented by Palley (1995). There are incen-
tives to report forecasts not too far from the expected range of the remainder of
the panel. There is a fear of being alone, or more precisely, alone and wrong.
Using ideas similar to the safety in numbers argument, Ehrbeck and Wald-
mann (1996) formalised what they termed “‘rational cheating’’; that is, report-
ing biased predictions because forecasters are not only trying to predict the
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outcome but are willing to compromise accuracy in order to “look good before
the outcome is observed”.

Similarly, Scharfstein and Stein (1990) suggested that under certain circum-
stances, forecasters would simply follow the herd fearing that doing otherwise
would adversely impact on their reputations. While rational from an individual
perspective, they emphasise the inefficiency of this behaviour from a social
standpoint. By following the herd, forecasters are ignoring substantive private
information. In terms of our results, we identify ‘strong followers’. These are
forecasters who ignore their own past forecast in preference to the previous
consensus mean as a determinant in updating their own forecasts. We also
classify those forecasters who are influenced by the previous consensus mean,
but retain a dependence on their previous forecast, as ‘weak followers’.

The problem with only having access to the published forecasts is that it
is not possible to distinguish between those forecasters who herd because they
are prepared to alter their forecasts in order to follow the pack, and those who
herd because they acknowledge that there is important information contained
in the previous consensus mean that was not available to the individual fore-
caster at the time. Thus, throughout this paper, the term herding is used to
denote the tendency to produce a range of forecasts which is narrower than
that which would likely be observed if the forecasts were produced on a strictly
independent basis because a forecaster takes the previous consensus mean into
account. Clustering, on the other hand, is a term which implies that the range
of forecasts is narrower than that which might be expected from independent
forecasters only because they are exposed to similar information and forecast-
ing techniques and not because they refer to the past consensus mean.

Scharfstein and Stein also suggest the possibility of breaking from the herd
and scattering. Here the incentive is to make a name for oneself, which is dif-
ficult as part of the herd. This behaviour is difficult to justify for any reason
other than that defined in Scharfstein and Stein. Thus, scattering is assumed to
imply that individual forecasters deliberately attempt to produce forecasts that
are different from the pack.

What is the mix between followers or herders, on the one hand and time
series modellers on the other? What is the prevalence of strong followers and
weak followers, and is there any evidence of scattering? These are some of the
questions we seek to answer using forecasts for eight different interest rates, one
for each of the G-7 countries and Australia. This framework allows us to link
our findings back to the difficulty of the series being predicted. Furthermore,
by estimating a separate equation for each of the 104 forecasters in the data
set, we allow for systematic differences in the behaviour of forecasters within
and between countries. Finally, rather than the bivariate specifications of say
Ehrbeck and Waldmann (1996), we analyse the data in a more general frame-
work with a richer dynamic structure.

Our empirical results indicate that over 40% of the individual forecasters
can be characterised as time series modellers using our definition. For this large
group, clustering of forecasts has occurred, but the evidence is not consistent
with it being a result of herding tendencies. We find no significant evidence
of scattering, leaving more than half of the individual forecasters where there
appears to be a significant tendency to herd. Amongst these, a substantial pro-
portion put little or no weight on their own past forecasts. Interestingly, the
degree of herding varies markedly across countries and it is argued that this
behaviour might depend on interest rate volatility or predictability. That is the
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Table 1. Data definitions

Country Definition

United States 3 month Treasury Bill Rate (%)

Japan 3 month Yen Certificate of Deposit (%)
Germany 3 month Euro — DM Rate (%)

France 3 month Euro — FFr Rate (%)

United Kingdom 3 month Interbank Rate (%5)

Italy 3 month Treasury Bill Rate (%)
Canada 3 month Treasury Bill Rate (%)
Australia 90 day Bank Bill Rate (%)

incentives to follow the consensus mean appears to increase with the difficulty
of the forecasting problem.

2. Approximating the forecasting process

Since February 1990, Consensus Economics Inc. of London has collected and
published forecasts on a number of economic variables for a number of coun-
tries including the USA, Japan, Germany, France, the UK, Italy, Canada and
Australia, although in the case of Australia, the panel was not formed until
November 1990. In this paper we focus on the monthly publication of three-
months-ahead forecasts of a three month interest rate, the definition of which is
country specific and given in Table 1.

The outcome, the consensus mean, the high and low for each panel are
presented in Figure 1. A degree of clustering is self-evident and typical correla-
tions between each consensus mean and the individual forecasts is above 0.98.
The lowest such correlation is 0.966 for a forecaster in the Italian panel. How-
ever, these particularly large correlations are attributable in part to the time
series properties of the series being predicted; cross-correlations are biased in
the presence of autocorrelation in the component series.

In hindsight, the difficulty of forecasting each rate varies across countries.
The three continental European rates were greatly affected by the Maastricht
decision in 1992 while Canada experienced additional volatility during a sim-
ilar time period. By comparison, the time series for the USA, Germany and
Japan are relatively smooth. Importantly, the Australian series is similar to
that for the USA in appearance but the conduct of monetary policy was quite
different. Just prior to the period in question, the Reserve Bank of Australia
announced that it would make fewer but larger changes in target rates than
had previously been considered and this announcement had a possible impact
on the degree of herding behaviour to follow.

Each time series is clearly persistent in the sense that the actual rates can be
characterised by an autoregressive process with a dominant root near unity,
and this property has the potential to impact on the distribution of regres-
sion estimates reported in the following section. However, it is unlikely that an
interest rate can have a unit root as this would imply infinite variance and so
cointegration methods are not appropriate.

It is known from Elliott, Rothenberg and Stock (1996) and Stock (1995)
that hypothesis testing is particularly difficult in this local-to-unity case since
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neither the standard asymptotic theory for stationary time series or that for
cointegrated I(1) series applies.! Since the appropriate theory has not yet been
developed for the case of more than one regressor in the local-to-unity case, it is
somewhat fortunate that certain parametric restrictions can be imposed on our
model that effectively reduce each series in the estimated model to stationary
processes so that asymptotic normality can reasonably be assumed.

A number of forecasters either left or joined the panels during the sample
period April 1990—September 1996, or January 1991-September 1996 in the
case of Australia. Moreover, not all individuals reported a forecast for every
month. Given that the use of very different sample periods for each individual
could cause problems of interpretation and comparison owing to the varying
degree of difficulty in predicting rates over time, we chose to include only those
individuals who reported more than 50 monthly forecasts. However, the re-
ported consensus mean (using all individuals) was used in modelling behaviour
since this is the consensus forecast that is readily available to the individuals in
the preparation of their forecasts and the estimate of the mean did not appear
to be sensitive to these variations in panel size.

In the process of generating interest rate forecasts, economic agents are
assumed to draw on various sources of available information. The informa-
tion set includes current and past interest rates, previous forecasts made by the
individual forecaster and those made by other members of the panel. The latter
will represent the previous consensus views of future interest rates which are
summarised here by the published mean of forecasters.

In order to address the herding question, a model needs to be specified which
enables the various types of behaviour to be tested: strong followers, weak fol-
lowers and time series modellers. Our contention is that such a model for three
month rates is an equation which nests within it a number of interesting alter-
native models which are useful for classifying the type of herding behaviour:

Ji= o+ B+ Bor—1 + Bymoy + Baifi, -1 + i (1)
up = piui 1 + &
where

fi = 3-month ahead forecast by individual i
m = consensus mean

r = 3-month interest rate

g = an 1.1.d. disturbance term.

Since the means of each of the series in equation (1) are of the same order
of magnitude, the f8; coeflicients can be interpreted as approximations to the
mean elasticities of the effect of each component on the individual’s forecast.
Thus, f;; measures the impact of new information contained in the current
interest rate that was not present in the previous rate or forecasts. Similarly, f;
measures the impact on the new forecast of the previous consensus mean hold-
ing the previous individual’s forecast constant. A zero value for this parameter

! Kelly (1998) has investigated the impact of assuming stationary, nearly nonstationary, and I(1)
asymptotics on hypothesis testing for any bias in consensus mean forecasts using a similar sample
period and a related data set. Her results supported the more general conclusions of Stock (1995).
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implies that the old consensus mean is ignored when updating the individual’s
forecast. Using a similar argument, a zero value for f,; implies that the indi-
vidual ignores his or her previous forecast in the updating process. It was found
that an autoregressive error process is necessary in some cases to model the
dynamics of updating forecasts and is included in all equations in the spirit of
having one general model that encompasses the behaviour of all forecasters.

It is not possible for a forecaster to consistently set his or her forecasts
exactly equal to the consensus mean as it is not known until after all of the
forecasts have been collected and averaged. Thus, even in the most extreme
case of strong herding, one would expect variations between m_; and f; _; it is
the manner in which a forecaster reacts to a difference between those outcomes
that defines the existence or otherwise of herding.

Although one could estimate equation (1) as it stands, it is useful to argue
that certain reasonable restrictions can be placed on the coefficients which
reduce the obvious problem of multicollinearity that would otherwise exist.
These are achieved by investigating the long-run properties of equation (1).

Equation (1) implies an equivalent Bewley (1979) transformation of the
form

Ji=0o/(1 = Ba;) + [(Bri + Ba) /(1 = Ba)lr + [ B3/ (1 = Bag)Jm-

= [Boi/ (1 = Ba)|Ar — [Bai/ (1 = Bap)Afi + i/ (1 — Bay)- (2)
Equivalently,
Ji=a+ Ayr + dyim_y 4 A3 dr + Jaidfi + v; (3)

using obvious notation.
In equilibrium, equation (3) becomes

fi =a+ /11,‘}" + /12,‘1’}’1. (4)

If> j/}ﬁ = 1 then 4;; = 1 — Ay, so that, when ¢ = 0 and equation (4) is averaged
over all n individuals, we obtain

n’IZ[f,- =Aur+ (1 = A1;)m| (5)
or
m=Jqr+ (1 —A)m (6)

where /; is the mean of the ,; and m = r in equilibrium (providing that 1; # 0).
Thus, long-run rationality of the consensus is assumed, which has support from
Kelly, but temporary short-run disequilibria are permitted which are consis-
tent with such phenomena as rational cheating. Moreover, 2;f;, = landa =0
implies f; = m in equilibrium.

The stability of the ih equation (1) depends on all n equations in the country
since m_; is the mean of the f; _;. Thus, the stability of the system is more
complicated than the simple requirement that |f,;| < | in each equation.

While the basic equation (1), subject to X;f; = 1, a = 0 is relatively simple,
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there are a number of interesting cases nested within it. For example, the fol-
lowing eventual forecasting functions are special cases:

(i) Random walk fi=r p;i=0
(i) AR(1) in differences: Ji=0ir+ (1 —9d;)r_ p;i=0
(i) AR(2) in differences: Ji=0ir+ (1 —9d;)r pi #0
(iv) Exponential Smoothing: fi=oir+ (1 =9)fi—1 pi=0
(v) ARIMA(1,1,1) Ji=oir+ (1 =9)fi 1 p;i #0

In terms of herding, the presence of the consensus mean in equation (1) is the
key. If f; = 0, then the corresponding forecaster can be thought of as acting
independently using conventional time series models; otherwise the forecaster
exhibits herding characteristics.

Herders are classified as strong followers if f;; = 0 as they take no account
of their own past forecasts. The remaining herders are weak followers in that
they take into account both the past consensus mean and their own track
records.

The subcategory of time series modellers (i.e. f; = 0) corresponding to
B4 = 0 is referred to as ‘autoregressive modellers’ since the forecast generating
process (1) is consistent with an autoregressive model in the rates and no other
variable as in models (i)—(iii). The remainder are termed ‘adaptive expecta-
tions forecasters’ as in models (iv) and (v). Of course, individuals may be using
a variety of other techniques in making their predictions and this classification
only serves to give the closest approximation to the actual processes being used
from the set under consideration.

If f; < O there is an indication of scattering. Forecasters are attempting to
differentiate themselves by systematically moving away from the herd.

There are two ways of classifying herding (i.e. f5; > 0) in an empirical set-
ting. On the one hand, herding characteristics can be attributed solely on the
basis of the rejection of a hypothesis test that f;; = 0. Naturally such a classifi-
cation depends upon the chosen level of significance. On the other hand one can
use the numerical values of the f;; since poorly determined coefficients might
result in large values of f;; being insignificantly different from zero. In our sit-
uation there does not appear to be any major difference between the two ap-
proaches. This is due to the standard errors of the f3;; being reasonably similar
across individuals within a given country.? Both approaches are considered in
the following section.

3. Results

The persistence of each time series in equation (1) would cause a multicol-
linearity problem if extraneous information were not available or assumed,
causing tests of herding to have low power. However, substituting the restric-
tion, 2;f; = 1, which is a necessary condition for f; = m = r in equilibrium,
produces alternative parameterisations, one of which is

2 Since three of the four variables, r, _; and m_; are the same over individuals, reasonably sim-
ilar sets of forecasts for each individual would produce similar standard errors of the estimate and,
hence, standard errors of f;;.
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Afi = a+ Pi(r—fi—1) + Boi(r—1 = fi,—1) + Bai(m-y — fi—1) + i (7)
up = piui -1+ &

It can be noted that the time series properties of the regressor actually used
in estimation are quite different from those in (1). The degree of persistence in
Af; is much less than in f; itself and the differences between each of r, r_; and
m_p, and f; _; reveal much more randomness than the directly observed series.
Importantly for the hypothesis testing, the degree of multicollinearity between
the regressors in (7) is much less than in (1).

Each of the 104 equations (7), one for each individual forecaster, was sep-
arately estimated by maximum likelihood while allowing for autocorrelated
disturbances and missing observations, due to the changes in the panels and
failures to report, using SHAZAM (White, 1993): see Savin and White (1978)
and Richardson and White (1979) for details.

While there is the potential for exploiting correlation among the distur-
bances across equations within a panel, the dual problems of autocorrelated
disturbances and missing observations rendered the problem unreasonably
complicated. The possibility of pooling the data across individuals was also
considered but, as the main purpose of this paper is distinguish between fore-
casters, such an approach of assigning a common behaviour across forecasters
would not be appropriate. Moreover, we have both a large number of individ-
uals in each panel and time series observations making the need for pooling less
than in the typical pooling context when typically there are insufficient data in
one dimension to enable an equation to be estimated independently.

The estimation was repeated under another parameterisation to produce an
estimate of f,; and its standard error. The regression results are presented in
Tables A1-AS in the appendix along with LM tests for first-order serial corre-
lation and R?, which is defined using equation (7) with Af; as the dependent
variable.?

In only one of the 104 equations is the null of no serial correlation in the
residuals &; rejected at the 1% level, two at the 2.5% level and eight at the 5%
level which is reasonably consistent with the sizes of the tests under the null of
no serial correlation. Moreover, the magnitudes of the R’ statistics are sur-
prisingly large given the dependent variable is in first-difference form; 58 of
the 104 R? are greater than 0.5. That much of the variation in the changes in the
forecasts is ‘explained’ by a five-parameter model (7) suggests that the updating
method used by most individuals in the panels is relatively orderly and mecha-
nistic. Accordingly, this model is taken to be a reasonable representation of the
data.

A plot of the 104 estimates of f; against f54; is displayed in Figure 2 for a
numerical representation of herding characteristics from where the preponder-
ance of f;; > 0 can be noted. Table 2 summarises the salient features of these
estimates using an the asymptotic #-ratio cut-off of 1.96 to classify forecasters
by the hypotheses discussed in the previous section.

In total, over 40% of the individual forecasters can be characterised as time
series modellers using the statistical significance approach, or a cut-off of about

3 For each parameterisation, the standard error of the estimate is the same but the variance of the
dependent variable, and hence R?, is different. This version was chosen since it measures the degree
of explanation of the forecast updating process.
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Table 2. Categorisation of forecasters using a criterion of statistical significance at the 5% level

Country Strong Weak Autoregressive Adaptive Total
followers followers expectations expectations
US.A. 5 1 4 3 13
Japan 0 4 3 7 14
Germany 1 5 2 9 17
U.K. 4 9 0 5 18
France 6 7 0 0 13
Italy 1 2 1 3 7
Australia 1 7 0 4 12
Canada 5 1 4 0 10
Total 23 36 14 31 104

B3 < 0.4 in the numerical version of the classification from Figure 2. For this
large group, clustering of forecasts has occurred, but the evidence is consistent
with it not being a result of herding tendencies.

We find no statistically significant evidence of scattering, or at least no sys-
tematic tendency for any forecaster to consistently move away from the con-
sensus mean. There are only four negative estimates of f;; with the smallest
being —0.097 with a #-ratio of —0.98. It may be that some forecasters in some
periods have acted to differentiate themselves from the herd but this intermit-
tent behaviour would not be identified by our analysis which assumes a con-
stant behaviour over time.

This leaves more than half of the individual forecasters where there appears
to be a tendency to herd. Amongst these, a proportion is classified as strong
followers; 22% of all forecasters follow the herd but put little or no weight on
their own past forecasts.
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The proportion of forecasters who are followers varies from country to
country. For example, using the results of Table 2, all of the 13 French panel-
lists are followers but little more than a quarter of the Japanese panellists are
significantly influenced by the mean. It can be recalled from Figure 1 that the
French interest rate underwent a period of extreme volatility in 1992 and this
may have contributed to the herding instinct in that panel. On the other hand,
the Japanese rate was not as volatile and, arguably, greater (ex post) predict-
ability reduced the need to herd.

In order to gain further insight into the herding phenomenon, the propor-
tion of strong followers from Table 2 are plotted against the volatility of the
interest rate being predicted, defined as the mean absolute deviation of the
observed interest rate changes, in Figure 3(a). The averages of the f;; for each
country are plotted against the same measure of interest rate volatility in Figure
3(b). Whilst these relationships are far from perfect, Figure 3 lends some sup-
port to the belief that forecasters are more likely to herd, the more difficult is
the task of prediction. It would be interesting, but extremely difficult, to build
a model in which f5; and f,;, in particular, depended on not only country-
specific features of predictability but also enabled that parameter to evolve over
time based on, say, an ARCH process for the process ¢; as a measure of time-
dependent predictability.

The dynamics for each national panel are more easily shown via a deter-
ministic simulation. In each case, the impulse response functions in Figure 4
indicate how the models of the extreme individuals and the consensus mean
(solid line) responded to a permanent 1% shock in time period 0.

In each case, the equilibrium is stable but it can be noted that there are var-
iations in the speed of adjustment to a shock. Even though the French, Italian
and Canadian panels experienced a similar degree of interest rate volatility,
they reacted quite differently with the French panel the slowest to react and the
Canadian the quickest. Only in the case of the UK and Australia does any
panellist over-react to a qualitatively significant extent.

4. Conclusions

In the business economist world, it is commonly acknowledged that forecasts
tend to be clustered and frequently ‘wrong’ together. Factor ‘X”, the unknown
but common forecast error pervades the real time forecasting experience. While
the true forecast generation process is difficult, if not impossible, to describe, it is
possible to approximate forecast behaviour in terms of a number of key drivers.

We have characterised individual forecasters of interest rates in eight coun-
tries by the estimated impact of the lags of their own forecasts and those of the
consensus mean of the country’s panel on the forecast updating process. In
more than half of the 104 cases was the consensus mean found to be a signifi-
cant determinant of the change in an individual’s forecast. In approximately
one quarter of all cases, the individual was not significantly affected by his/her
own past forecast but was so by the consensus mean. Why forecasters should
disregard their own track records is somewhat alarming but this behaviour is
consistent with the notion that some individuals do not have any significant
private information.

We find that the behaviour of forecasters differs markedly across countries.
Not surprisingly, forecasters tend to herd, the greater is the unpredictability of
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Figure 3(a): Statistical Criterion
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Figure 3(b): Numerical Criterion
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Fig. 3. Herding and Unpredictability

the series being forecast. In the case of France, which underwent extreme vol-
atility during the middle of the sample, all 13 forecasters were found to be sig-
nificantly affected by the consensus mean. On the other hand, German, US and
Japanese forecasters experienced a lesser tendency to herd. Given the ex post
similarity of the USA and Australian interest rate paths, it is of interest that
Australian forecasters are much more prone to ‘follow’ which is consistent with
the manner in which it was announced that monetary policy was to be con-
ducted. Arguably, infrequent large changes in target interest rates forces fore-
casters to herd.

Two main reasons were suggested to motivate the herding phenomenon:
the strategic altering of a forecast to be consistent with the view of the herd,
and the acknowledgment that the other forecasters have information available
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to it which is not available to the individual. Unfortunately, data are not avail-
able to discriminate between these two hypotheses. It appears reasonable to
conjecture that an element of both is prevalent in the real world of publishing
interest rate forecasts.
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