
Vol.:(0123456789)

Empirical Economics (2021) 60:701–735
https://doi.org/10.1007/s00181-019-01770-w

1 3

Direct and indirect effects of private‑ 
and government‑sponsored venture capital

Erik Engberg2 · Patrik Gustavsson Tingvall2,3 · Daniel Halvarsson1 

Received: 19 April 2018 / Accepted: 5 September 2019 / Published online: 16 September 2019 
© Springer-Verlag GmbH Germany, part of Springer Nature 2019

Abstract
Starting from the discourse on the impact of private and governmental venture capi-
tal investments, we examine the effects of different types of venture capital on firms’ 
sales, employment and investment. Our results show that both private and govern-
mental venture capital investments boost firm sales with a delay of 2–3 years. The 
results suggest that VC impacts sales primarily through efficiency gains and to some 
extent, investments in physical capital investments, whereas no employment effects 
can be traced. Finally, we find indications of governmental VC investors being more 
prone to make follow-up investments in stagnating, non-growing firms than private 
investors.

Keywords  Venture capital · Start-ups · Firm growth · Investments · Governmental 
venture capital

JEL Classification  C21 · C23 · D22 · G24 · G28 · L25 · L26 · H44

1  Introduction

Over the last decades, venture capital (VC) has emerged as an important model of 
financing for innovative, high-potential start-up firms. Research shows that venture 
capital-backed firms have contributed significantly to aggregate job creation (Puri 
and Zarutskie 2012), productivity growth (Chen et al. 2013) and innovation (Kor-
tum and Lerner 2000; Cumming and Johan 2016).

The recognition that venture capital can foster high-potential entrepreneur-
ship has led governments to implement policies to promote the development of 
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VC. One result of these efforts is the formation and spread of government-spon-
sored venture capital firms (GVCs) that work to directly increase the supply of 
VC. Specifically, GVCs are VC companies that are either partly financed (what is 
known as “hybrid” GVC) or entirely owned and run by the government (“direct” 
GVC). In recent years, about one-third of new VC raised in Europe was provided 
by governments (Invest Europe 2016).

The increased presence of GVCs has triggered a growing literature that aims to 
evaluate GVC performance against private venture capital investors (PVC). This 
literature has tended to find that firms backed by GVC do not develop as strongly 
as those backed by PVC, or mixed VC (MVC, private and governmental co-invest-
ments) as measured by several metrics including exits, patents, growth and pro-
ductivity (see, e.g., Puri and Zarutskie 2012; Croce et al. 2013; Grilli and Murtinu 
2014). This discrepancy can be a reflection of either GVCs selecting less promis-
ing ventures, possibly because they tend to invest in sectors or stages where private 
funds are scarcer (dubbed the screening hypothesis) or because GVCs are provid-
ing less (or different) valued added to their portfolio companies (dubbed the value-
added hypothesis) (see, e.g., Chemmanur et al. 2011; Croce et al. 2013; Engel and 
Keilbach 2007; Baum and Silverman 2004). In both cases, however, the discrepancy 
should be seen in light of the diverging objectives that characterize GVCs and PVCs.

Most private VCs are primarily focused on maximizing profit, whereas GVCs 
may have other goals in mind, such as promoting employment and entrepreneurial 
and innovative activity. This gives us reason to believe that GVCs may tend to invest 
in different types of firms, and/or influence them differently, compared to PVCs.

While the previous literature has documented the empirical effects of GVC and 
PVC on various firm-level metrics separately, surprisingly little is still known about 
the pathways by which the two types of VC can affect firm outcomes. To address 
this gap, we consider a comprehensive model of firm sales that includes both capi-
tal investment and employment (the hiring and separation of employees). Beyond a 
direct effect on sales from VC, we investigate the existence of indirect effects that 
work through investments in capital and/or employment. Hence, by looking at both 
inputs and output in the same framework, we hope to broaden the view of how GVC 
and PVC affect the targeted firms in terms of their added value.

To examine these questions, we rely on a comprehensive dataset of VC invest-
ments that cover a large share of PVC investments and virtually all investments made 
by the six largest GVC investors in Sweden between 2007 and 2014. These data are 
merged with detailed firm-level data from Statistics Sweden with information on 
inputs, output and the financial situation of the recipient firms. The results of this 
study can be summarized as follows: (i) firms that receive any form of VC increase 
their sales 2–3 years after the VC injection, where (ii) the increased sales is driven by 
increased investments and efficiency gains, while there are no signs of any employ-
ment effects  within 4  years after the VC injection. Comparing investments from 
PVCs and GVCs, we find (iii) no indications that the effects are significantly different 
from each other. However, we find some indications that GVCs are more prone than 
PVCs to make follow-on investments in stagnating, non-growing companies.

The rest of the paper is structured in the following way: Section 2 presents a theo-
retical background along with the motivation for this study. The data material on VC 
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is described in Sect. 3, followed by the empirical model and identification strategy, 
which is described in Sect. 4. Sections 5 and 6 present the results, whereas the final 
section concludes the paper with a discussion about the policy conclusions.

2 � Theoretical background

The VC model is widely recognized as successful, offering financial capital and other 
forms of support to young and innovative firms (Gompers and Lerner 2001; Colombo 
and Grilli 2010; Chemmanur et al. 2011; Puri and Zarutskie 2012; Croce et al. 2013). 
Typically, these firms have little (if any) cash flow or collateral to pledge for credit, 
and with a high risk of failure, coupled with principal–agent problems, i.e., asymmet-
ric information and moral hazard (Lerner 2002; Akerlof 1970; Kaplan and Strömberg 
2001), traditional forms of financing such as bank loans can be hard for them to obtain 
(Hall and Mairesse 2008; Berger and Udell 1998; Carpenter and Petersen 2002).

Conversely, VC investors are especially well equipped to resolve the princi-
pal–agent problem through a regimen of screening, contracting and monitoring 
(Kaplan and Strömberg 2001). Screening refers to an evaluation of the entrepreneur 
before an investment is made. Contracting provides incentives for the entrepreneur 
to maximize performance, such as an agreement to match the VC’s investment with 
his or her own funds. Monitoring refers to supervising the entrepreneur after invest-
ing, which often involves taking a seat on the board and overseeing the financial per-
formance.1 The fact that VC investors buy an equity share in the start-up means that 
they will benefit from future success when they sell their stake (“exit” their invest-
ment), allowing them to provide capital to ventures deemed too risky by lenders.

The attractiveness of VC to entrepreneurs, however, does not solely derive from 
access to financial capital, but also from the non-financial resources which they 
provide, including management advice, assistance in recruiting key personnel, and 
access to valuable business networks (see, e.g., Hellman and Puri 2002; Chemmanur 
et al. 2011). For all these reasons, VC helps fill a void in start-up financing, alle-
viating the financing constraints that many start-ups would otherwise face (Gomp-
ers and Lerner 2001; Bertoni et al. 2015), making VC an essential component of a 
vibrant start-up ecosystem.

Providing an active VC market has become an important objective for policy 
makers (OECD 2006).2 Initiatives are currently being undertaken by the EU and by 
governments around Europe encouraged by the Europe 2020 agenda to make “an 
efficient European venture capital market a reality” (European Commission 2010, 

1  In addition to VC, other forms of start-up financing can also play a role, such as subsidized loans, 
grants, incubators, and crowdfunding, as well as policies/conditions which stimulate the demand for VC 
(as emphasized by, for example, Callagher et al. 2015).
2  In the European context, it is believed that the lower level of R&D spending (2% of GDP) compared 
to the USA (2.6% of GDP) may partially reflect the relatively small European VC market (European 
Commission 2010; p. 22). To close the European–US VC gap, the European Commission implemented 
the Risk Capital Action Plan in 1998 (European Commission 1998) to stimulate stock market openness, 
increase the flexibility of labor markets and provide a set of tax incentives.
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p. 22), including the recent announcement of a €1.6B EU-sponsored venture capital 
fund. These efforts have led to a situation where currently about one-third of all 
European VC comes from government-controlled bodies (Invest Europe 2016).

Although PVCs can bridge some of the funding gap, there are several possible 
reasons for why the supply of VC may be insufficient from a societal point of view, 
which creates a rationale for governments to intervene. In underdeveloped VC mar-
kets, GVCs can play a crucial role in catalyzing the development of an active start-
up ecosystem, as in the case of the Israeli Yozma fund (Avnimelech and Teubal 
2006; Lerner 2010).

In more developed VC markets, GVCs primary function is to help provid-
ing a continuous financing ladder throughout a start-up’s lifecycle (OECD 2006). 
In case of an “early-stage VC gap,” the potential for entrepreneurship can be held 
back because of a shortage of venture capital in the earliest start-up phases (OECD 
2006). This gap is assumed to occur because it is hard to turn a profit from early-
stage investments. No matter how promising a venture seems, the risk of failure is 
high. Each investment is associated with fixed costs for the VC, which has limited 
resources for screening and monitoring investments. VC firms often manage large 
funds, but consist of just a few managers that prefer to invest large sums to justify 
the fixed costs associated with each investment. In addition, the time horizon until 
exit (typically when the start-up is taken public (IPO) or acquired by another com-
pany (M&A)) for early-stage VC investments is longer, further pushing down the 
(annualized) return. It is therefore arguably in the early seed and start-up phases 
where private alternatives are most likely to be scarce and where the motivation 
for GVC intervention is the strongest (Lerner 2002; Colombo et al. 2016; Svensson 
2011; OECD 2006).

When surveying the Swedish GVC market, Svensson (2011) finds, to the con-
trary, that GVCs mostly invested in later stages.3 The same conclusion was reached 
by the Swedish National Audit Office (Riksrevisionen 2014), who also pointed to 
several inefficiencies in the Swedish system with multiple GVCs having different 
profiles and an unclear division of labor between them.4,5

On the down side, GVCs have been criticized for being inefficient, inept at pick-
ing good investment targets and/or providing them with value added, or in the worst 
case, corrupt (Lerner 2009). If GVC competes with PVC investors for the most 
attractive investment opportunities, then GVC could “crowd out” PVC investors, 

3  In case of a “later-stage VC gap,” GVCs can also play an important role if PVCs avoid start-ups that 
need VC and have the potential to become sustainable businesses, but that do not offer the high growth 
potential demanded by PVCs.
4  An early analysis of the Swedish GVC market was undertaken by the Parliamentary Audit Office 
(1996). It found that most GVC investments had been failures and that the GVCs lacked knowledge 
and skills in board work and management. GVC policies have recently been reformed, with the aim to 
direct more focus on the early investment stages and increase coordination with private investors (SOU 
2015:64; Prop., 2015/16:110).
5  Other arguments in favor of GVC intervention include their “counter-cyclical role” (see Gompers and 
Lerner 2003; Robinson and Sensoy 2013; Lerner and Watson 2008), and the creation of positive exter-
nalities in the form of increased entrepreneurial and innovative activity (Lerner 2010).
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thus harming the private VC sector. This risk is greatest if GVCs offer entrepreneurs 
higher share prices and otherwise more lenient investment terms than PVC investors 
are willing to do.

Drawing on different aspects of the theoretical discussion, a series of studies have 
sought to evaluate the effects of PVC and GVC investment on targeted firms. These 
firms are typically categorized into three groups: those backed by GVC only, those 
backed by PVC only, and those backed by both PVC and GVC, so-called mixed 
venture capital (MVC). For VC-backed firms, in general, it is found that they tend 
to perform better than other entrepreneurial firms (Puri and Zarutskie 2012; Croce 
et al. 2013). Much of the research (e.g., Chemmanur et al. 2011; Croce et al. 2013; 
Engel and Keilbach 2007; Baum and Silverman 2004) has focused on the question 
of whether the association between VC investment and success is a consequence of 
VCs selecting the most promising ventures (dubbed the “screening” hypothesis), or 
if VCs deserve credit for making their portfolio firms more successful (the “value-
added” hypothesis). In this paper, we revisit both hypotheses.

When it comes to GVC-backed firms, previous research has almost universally 
arrived at the conclusion that these firms tend to perform worse than those financed 
by PVC or MVC (Colombo et al. 2016).6

Why would GVC-backed perform less strongly than PVC- or MVC-backed 
firms? As pointed out above, GVC programs are typically based on the idea that 
GVC should make investments that private investors are not willing to make, yet that 
are desirable from a societal point of view. Many GVCs, including the Swedish ones 
studied in this paper, have as a goal to break even on their investments. This allows 
them to take greater risks and invest in ventures with smaller potential return com-
pared to profit-seeking private investors. As argued by Lerner (2010) and Brander 
et al. (2010), if a GVC is consistently making a substantial profit on its investments, 
then its existence is no longer justified, because PVC could be expected to make 
those same investments. For this reason alone, GVC-backed firms are expected to 
on average deliver less impressive performances than those backed by PVC, and 
such an outcome may in fact be socially desirable. Furthermore, selection effects 
can play a role in the relationship between GVC investment and firm performance. 
It is likely that out of the firms that initially get GVC, the most successful ones are 
in later stages able to attract PVC investments (Guerini and Quas 2016), leading to 
a re-selection of the best GVC-backed firms into the MVC category. As argued by 
Brander et al. (2015), the reverse is also possible: GVC investors “jumping on the 
bandwagon” of a PVC-backed firm that is doing well.

It has also been argued that firms backed by GVC perform worse because GVCs 
tend to be less effective than PVCs at helping their portfolio firms succeed by pro-
viding them with value-adding services like management advice. This could be 
because the most capable VC managers are drawn to the higher levels of compen-
sation in the private sector. It could also be because GVC managers face weaker 

6  This conclusion has been reached in studies using several different metrics of firm performance, 
including exits (Brander et al. 2010, 2015; Cumming et al. 2014; Tykvova and Walz 2007), patents (Ber-
toni and Tykvova 2015), productivity (Alperovych et al. 2015) and growth as measured by employment 
or sales (Grilli and Murtinu 2014).
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incentives to work hard to screen and monitor their portfolio firms as effectively as 
possible (Alperovych et al. 2015). Inefficient, underperforming GVC organizations 
could persist where PVC funds would more quickly lose support from its financiers 
(known as limited partners, LPs).

When it comes to MVC, recent research has found that the impact of VC invest-
ment on firms could differ in more nuanced ways. For instance, Brander et al. (2015) 
find that MVC-backed firms in Europe, North America and Asia perform slightly 
better (as measured by exits), even compared to PVC-backed firms, when the lead 
investor was private. The authors theorized that in those cases GVC increased the 
company’s access to capital, while at the same time the value-adding capabilities of 
PVC were harnessed.

GVCs and PVCs may also have different objectives with their investments. Com-
pared to PVCs, GVCs may be less focused on maximizing efficiency and profit and 
more interested in job creation and innovation. This could lead GVCs to support 
ventures that do not promise a large return but nevertheless create jobs (Buzzachi 
et al. 2013). This job-creating conclusion was also supported by the Parliamentary 
Audit Office (1996) who reported that Swedish GVC investments were used to sus-
tain employment in otherwise non-competitive firms.7

Many of the above explanations can at least in part be derived from systematic 
differences in the objective functions of GVCs and PVCs. While the previous litera-
ture has attempted to gauge the difference in performance among the funded com-
panies along several metrics, there still exist question marks around the resource-
allocating mechanisms that are driving the different outcomes.

In this paper, we contribute a key aspect to the value-added hypothesis that has 
more or less been overlooked in the previous literature. Departing from an examina-
tion of the screening hypothesis, we present a systematic study of different mecha-
nisms through which different types of VC may impact firm sales. For this purpose, 
we use a comprehensive framework that accounts for both direct (efficiency) and 
indirect (capital and employment) effects of VC on sales. The approach boils down 
to a system of three equations allowing us to track how firms may respond differ-
ently to GVC and PVC, and furthermore, how their investment choice in turn may 
translate into increased sales.

3 � Data and description

Data used here stem from two sources. Data on private equity investments is pro-
vided by the Swedish Venture Capital Association (SVCA). On behalf of its Euro-
pean parent organization, Invest Europe (formerly EVCA), SVCA asks its members 

7  Other research on GVC has investigated whether GVCs behave differently as investors compared to 
other types of GVC, for example, with regard to the types of firms which they invest in Bertoni et al. 
(2011). Another vein of research has focused on the macroeconomic impact of GVC on the VC market, 
in particular addressing the question of whether GVC investment “crowds out” private VCs (Leleux and 
Surlemont 2003; Brander et al. 2015; Cumming and Macintosh 2006; Cozzarin et al. 2015).



707

1 3

Direct and indirect effects of private‑ and…

(which includes both private and GVCs) to submit information about all their invest-
ments; each observation in the dataset represents one transaction from an investor 
to a receiving company. The SVCA database includes all forms of private equity 
investment, including buyouts and growth capital. In this paper, we focus on private 
equity invested in the early stages, i.e., venture capital. Following Invest Europe’s 
classification of investment stages, VC investment was defined to include the cat-
egories “seed,” “start-up” and “later-stage venture,” but not “growth capital” (see 
definitions below in Table 1). GVC is defined as the six VC firms wholly funded 
and operated by the government that we observe in our sample, and does not include 
quasi-GVCs.8 The data do not include private equity investments made by private 
individuals, so-called business angels (sometimes referred to as “informal venture 
capital”).

Data on firms’ input and output are provided by Statistics Sweden (SCB) and 
cover all Swedish firms. Firm-level data complement VC data with information on 
production, sales, employment, value added, investments, physical capital, profits, 
industry affiliation, educational attainment of the labor force, geographic location, 
etc., spanning the period 2007–2014. All datasets are merged using unique individ-
ual firm-year ID codes.

Figure 1 presents the total amounts of GVC and PVC invested in Sweden from 
2007 to 2014. As shown in the figure, there was a sustained decline in PVC invest-
ments in Sweden starting from the global financial crisis in 2008 until 2013. Dur-
ing the same period, the amount of GVC investment increased substantially. In the 
sectoral dimension (not shown), ICT is the single biggest sector for VC, followed 
by life sciences; together, these sectors account for 72% of invested VC. Energy 
and environment and business and industrial products and services account for just 
below 10% each. The remaining 10% is divided between consumer goods, services 
and retail; financial services and agriculture, chemicals and materials.

The set of GVC investors consists of six GVCs that are wholly funded and oper-
ated by the government (what’s known as “direct GVC”): Almi Invest, Industri-
fonden, Inlandsinnovation, Fouriertransform, Innovationsbron and Saminvest Mitt 
AB. Looking at the six GVC firms, there are some differences in their aim and 
scope. For example, while Industrifonden focuses on high-tech firms with growth 
potential, Inlandsinnovation focuses on firms located in the north of Sweden, Almi 
Invest goes for governmental–private co-investments in early-stage ventures and 
Fouriertransform was created to support the struggling auto industry in the wake of 
the financial crisis. Its mandate was later expanded to include other manufacturing 
industries.

8  These include publicly owned pension funds such as the 6th AP Fund and VCs that are independently 
run but funded partially with public funds, such as the VC Stockholm Innovation and Growth (what is 
known as a “hybrid” governmental–private VC).
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Our data include 699 companies receiving VC. As shown in Table 2, a majority 
of these companies (55%) were financed either partially or entirely by GVC.9 Look-
ing at the size of PVC and GVC investments, the broad pattern is that companies 
backed by GVC tend to receive less VC per company than companies backed by 
PVC (or MVC) while companies backed by GVC and PVC tend to receive slightly 
more VC than companies backed by PVC only.

Table 3 provides descriptive statistics of VC investments in the three investment 
stages: seed, start-up and later stage. As shown in the table, the average size of the 
VC investment roughly doubles at each stage. Table 3 reveals that even though GVC 
(according to theory) should focus on the earliest stages of financing, total PVC 
and GVC investments are distributed in a similar manner with regard to investment 
stage. For both PVC and GVC, approximately 2% of investments went to seed fund-
ing, with private investors allocating a slightly higher seed share (2.2% GVC seed 
vs. 2.7% PVC seed). Looking at the number of investments (tranches), a similar pic-
ture emerges, with 7.7% of the private tranches and a slightly lower share of GVC 
tranches, 7.5%, allocated to seed funding. Looking at subsequent stages (start-up 
and later stage), the same picture remains indicating a similar stage-by-stage alloca-
tion of VC across different types of VC firms. There is therefore no evidence that the 
GVCs were more specialized in funding the earliest investment stages compared to 
private investors. Considering that one of the primary justifications for GVCs is the 
assumption of a PVC funding gap in the earliest stages, this finding is noteworthy.

Among firms receiving VC, it is common that firms receive more than one 
tranche, or transaction from a VC investor. In a given year, 60% of all firms that 
receive VC receive one tranche only. That is, given that a firm has received VC in 
a given year, 40% of those firms receive more than one injection. The maximum 
number of tranches received by a single firm in 1 year is ten, and over the period of 
observation, the maximum number of tranches received by a single firm is 47. This 
reflects the fact that it is common practice in the VC industry for VCs to pay out 
their investments in pieces (“tranches”) as the entrepreneur attains predetermined 
goals. Furthermore, many companies receive capital from multiple VCs.

Turning to the size of the firms that receive VC, the median firm had three 
employees when receiving the first VC injection and 16% of the companies had 
one employee only. We may also note that no firm with more than 221 employees 
received VC.10

In Table 4, we tabulate some key characteristics of firms receiving VC and the 
entire population of Swedish firms.

VC-backed companies also employ on average more high-skilled workers and pay 
higher wages. While the average total debt is roughly the same, the median debt is 
more than four times higher for VC-backed companies. These and other differences 

9  Almi Invest makes nearly all of its investments together with private investors and business angels. 
Further, Tillväxtanalys (2016) states that 35 percent of Almi’s co-investments are made with business 
angels, which are not observed in our data. For this reason, the share of “GVC only” companies is likely 
to be overestimated somewhat.
10  Typically, larger firms are more prone to become targets of leveraged buyouts or growth capital.
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may well be explained by VC companies selecting the most promising and growth-
oriented firms. VCs engage in screening activities where the target firm’s profitabil-
ity, growth and survival potential are analyzed. Hence, VC investors do not choose 
investment objects randomly, resulting in a selection problem. This selection prob-
lem plays a crucial role when searching for well-defined control groups in order to 
identify the effects of different types of VC. According to the screening hypothesis, 
there may also be substantial differences in the screening activities among PVCs and 
GVCs. Any divergence in outcomes between PVC- and GVC-backed firms could in 

Table 1   Definitions of venture capital investment stages. Source: Invest Europe (2016)

Seed Financing provided to research, assess and develop an initial concept before a 
business has reached the start-up phase

Start-up Financing provided to companies for product development and initial marketing. 
Companies may be in the process of being set up or may have been in business 
for a short time, but have not sold their product commercially

Later-stage financing Financing provided for the expansion of an operating company, which may or may 
not be breaking even or trading profitably. Later-stage venture tends to finance 
companies already backed by venture capital firms

Fig. 1   Total yearly VC investment in Sweden, GVC and PVC

Table 2   Companies in each category of governmental and/or private VC backing

Type of VC Number of firms Share of firms 
(%)

Total VC invested, 
Mkr

Avg. VC per 
company, Mkr

GVC only 237 34 1200 5.1
PVC only 317 45 9483 29.9
GVC and PVC 145 21 6525 45.0
Total 699 100 17,209 24.6
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part be caused by such screening differences, as opposed to being driven exclusively 
by the value-adding impact exerted by the VCs on their portfolio companies.

4 � Matching and empirical model

4.1 � Matching

To investigate the extent of the selection problem between PVC, GVC and mixed 
GVC–PVC (MVC), we can compare the respective recipient firms 1 year before they 

Table 3   Investments by 
investment stage, thousand SEK

Based on figures for the entire SVCA dataset, including unmatched 
firms. Share of total VC within brackets [.]. Share of total number of 
observations/tranches within parentheses (.)

Median Mean Observations

All VC
Seed 929 1771 325 (7.6%)
Start-up 1349 4073 2612 (61.4%)
Later stage 2989 7720 1315 (30.9%)
GVC
Seed 445 737 [2.2%] 123 (7.5%)
Start-up 898 2013 [51.4%] 1055 (64.4%)
Later stage 1778 4179 [46.4%] 458 (28.0%)
PVC
Seed 1339 2401 [2.7%] 202 (7.7%)
Start-up 2221 5469 [49.4%] 1557 (59.5%)
Later stage 4114 9612 [47.8%] 857 (32.8%)

Table 4   Descriptive statistics of 
VC-backed firms compared to 
non-VC-backed firms

Nominal variables are denoted in thousands of SEK

Variable VC-backed com-
panies

All Swedish com-
panies

Average Median Average Median

Sales (revenues) 20,119 3399 17,835 1967
Capital assets (K) 47,733 8318 35,236 1537
No. of employees (L) 14.5 5 10.1 2
Share-skilled labor (%) 56 60 15 0
Gross investments 1559 93 1094 0
Total debt 19,736 3413 20,198 801
Gross profit/sales − 29.9 − 0.35 − 0.61 0.06
Value added (VA) 5228 658 6664 939
Return to capital (r) − 4.58 − 0.06 10.1 1.20
Average wage (w) 387 351 239 234
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received their initial VC investment (t − 1). Table 5 tests whether the groups of firms 
backed by different types of VC differed from one another with regard to key firm 
variables that could be relevant to the VCs investment decision.

Table 5 reveals some significant differences between the three groups of firms. In 
particular, PVC invested in significantly larger firms as compared to GVC investors, 
where size is captured by measures such as sales, capital assets and the number of 
employees. This could explain why PVC-backed firms tend to receive larger invest-
ments compared to GVC. (There were no statistically significant differences in size 
between PVC- and MVC-backed firms.) It is also shown that MVC-backed firms had 
the highest share of workers with tertiary education, followed by PVC-backed firms, 
which in turn employed significantly more highly educated workers than GVC-
backed firms. However, GVC-backed firms were on average significantly more prof-
itable than both PVC- or MVC-backed firms. Finally, GVC tended to invest in firms 
that had significantly lower wages compared to firms targeted by PVC or MVC.

To examine the “value added” of different types of VC, we must remedy the selec-
tion problem. For this purpose, we use statistical matching and turn to the question 
of how to create a control group of similar non-VC-backed firms.11 For this purpose, 
we use Coarsened Exact Matching (CEM). The main benefit of using CEM over, for 
example, propensity score matching (PSM) is that CEM does not require the esti-
mation of a propensity score, which, if misspecified, can result in large imbalances 
(King and Nielsen 2016). CEM instead automatically balances the covariate vectors 
between the treated VC firms and the control firms, up to a predetermined level of 
coarsening (see Iacus et al. 2011, 2012). In specifying the matching model, we need 
to account for the fact that different outcome variables may require different match-
ing variables. Here we distinguish between two models. One where sales is the out-
come and one where either of the factor inputs, capital stock and employment, is the 
outcome. Moreover, as seen in Table 5, selection under PVC can differ from GVC, 
suggesting that we need to ensure that the recipient firms of PVC and GVC both 
are matched with appropriate firms. Therefore, we have modified the CEM algo-
rithm such that we can determine which unique control firm is matched with each 
of the treated VC firms, resulting in a matching with balance results that is robust to 
arbitrary subsets of the treated firms. For example, when we estimate the impact of 
PVC, we compare the PVC-backed firms to the subset of the overall control group 
which was matched with the PVC-backed firms.

For each of the treated firms, the population from which matches are drawn 
consists of the complete population of firms. The matching is then applied 1 year 
before the initial treatment (t − 1), with t being the first year a firm receives VC. Our 
matching model for the capital and employment equations is based on the following 
variables: sales, growth in sales, equity/debt, profit/employee, share of high-skilled 
workers, and industry classification according to NACE rev. 2 division (2-digit 
code). For the sales equations, we match on employment, capital stock, the share 

11  For recent applications of matching methods in the VC literature, see Croce et al. (2013), Cumming 
et al. (2014), and Grilli and Murtinu (2014).
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of high-skilled workers, profit/employee and industry classification according to 
NACE rev. 2 section.

In the case of the sales equations, it turned out to be difficult to find a sufficient 
number of matches with this particular combination of variables when using auto-
matic coarsening. To make the share of matched firms was similar (around 93%) for 
both the sales and the factor demand equations, we coarsened the industry classifica-
tion to sections instead of division and manually coarsen the bins for employment 
and profitability.

The matching results are presented in Table 6. The first two columns report the 
imbalance between the treated and the matched control groups, which is compared 
to the imbalance between the treated group and the unmatched full population of 
non-treated firms from which the controls were drawn (shown within parentheses). 
To measure imbalance, we use the L1 metric suggested by Iacus et al. (2012), which 
provides a number between zero and one describing the degree to which two covari-
ates differ in their respective distributions. An L1 measure of zero corresponds to 

Table 5   Screening effects: comparing companies backed by different types of VC in the year prior to VC 
investment

Results from three OLS regressions where the variable of interest is the dependent variable, and a 
dummy variable indicating which group the company belongs to is the independent variable. The coef-
ficients indicate the difference in means between the two groups being compared. Each coefficient in col-
umn (3) is equal to the corresponding coefficient in column (2) minus the one in column (1). *, **, *** 
indicate statistical significance at the 10, 5 and 1% significance levels, respectively

Variable PVC compared to GVC PVC compared to MVC GVC compared to MVC
(1) (2) (3)

ln(sales) 0.4840**
(0.2030)

0.3100
(0.2393)

− 0.1739
(0.2392)

ln(capital assets) 0.5004***
(0.1768)

0.1627
(0.2064)

− 0.3378*
(0.1948)

ln(no. of employees) 0.4229***
(0.1246)

0.1085
(0.1494)

− 0.3144**
(0.1455)

Share-skilled labor (%) 10.4692***
(3.9041)

− 10.2038**
(4.1276)

− 20.6730***
(4.7966)

Equity per employee 2346.29
(2093.593)

2666.843
(2512.536)

320.5527
(782.9412)

Profit per employee − 315.7209***
(108.7178)

− 78.7833
(132.4324)

236.9376**
(96.9117)

ln(Total debt) 0.6852***
(0.1790)

0.3769*
(0.2068)

− 0.3083
(0.2133)

ln(Value added) 0.4833*
(0.2532)

0.3023
(0.3041)

− 0.1810
(0.2721)

ln(Return to capital) 0.2305
(0.1666)

0.1658
(0.2081)

− 0.0647
(0.2182)

ln(wage) 0.4030***
(0.0824)

0.0708
(0.0721)

− 0.3322***
(0.1046)

Manufacturing − 0.0671
(0.0417)

− 0.0388
(0.0460)

0.0284
(0.0529)
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perfect overlap and thus zero imbalance, and an L1 measure of one corresponds to 
no overlap between the distributions.

As noted by Iacus et al. (2011, 2012), the exact value of the imbalance test is sub-
ordinate to the change in imbalance achieved by matching. Columns 1–2 in Table 6 
show that matching reduces the imbalance between treated and controls for all vari-
ables in both equations, suggesting that our strategy was successful in identifying 
appropriate control groups. The bottom row shows the corresponding overall imbal-
ance result for all matching variables taken together. Columns (3) and (4) provide 
further evidence of the quality of the match for the sales equation control group, 
showing that the control group is closely matched with the treated group with regard 
to mean and median values of the matching variables. In addition, Fig. 2 illustrates 
the distributions of the matching variables for the treated and CEM-matched control 
group of firms.12 Eyeballing Fig. 2 suggests that the distributions among the control 
group closely follow the VC-treated firms.13

4.2 � Empirical model

The econometric analysis investigates the impact of VC on sales (output), employ-
ment and physical capital, and departs from the following set of basic difference-in-
difference equations:

The equations will be modified in the analysis to consider impact lags and fixed 
effects that are suitable to different estimators. The first equation in (1) describes the 
model for the logarithm of firm sales yit (small letters correspond henceforth to the 
natural logarithm) in firm i at year t. It is a function of both the number of employ-
ees lit and the physical capital stock kit. Following Liu and Yoon (2000), Griliches 
and Mairesse (1997) and Frankel and Romer (1999), we distinguish between sec-
ondary, short tertiary and longer tertiary education. Their respective shares of lit 
are here captured by the vector Hit . To gauge the direct effect of VC on sales, we 
include three sets of dummy variables. First, the variable Ti that takes the value of 
1 for all years if the firm receives at least one investment and 0 for all years if the 
firm belongs to the matched control group. Next, VCit refers to a set of dummy vari-
ables that takes the value of 1 for both the treated and control firms the years follow-
ing a VC investment and zero for all other (pretreatment) years. Lastly, the average 

(1)yit = �1k + �2lit +Hit�skill + �3Ti + VCit�vc + VCitTi�TE(y) + Xit�y + �(y)it

(2)
kit = �4wit + �5Rit +Hit�skill + �6Ti + VCit�vc + VCitTi�TE(k) + Xit�k + �(k)it

(3)
lit = �7wit + �8Rit +Hit�skill + �9Ti + VCit�vc + VCitTi�TE(l) + X

it
� l + �(l)it

12  Corresponding results for the employment and capital equations are excluded here because of space 
constraints but can be found in “Appendix”.
13  One advantage of CEM compared to PSM is that CEM not only considers the first moment but also 
higher moments.
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treatment effect is here captured by the interaction term VCitTi , which only takes the 
value of 1 for post-treatment years for the companies that receive a treatment.

As shown in Eq. (1), sales are a function of capital and labor ( kit , lit ). Since these 
variables also can be affected by a VC injection, Eq. (1) is complemented by Eqs. (2) 
and (3) that describe the respective model for each. To reach a suitable parametric 
model, we draw on the labor demand literature that describes kit and lit in terms of 
factor prices, namely wages (wit) and the interest rate (Rit) together with output yit.14 
To capture any residual imbalance from matching, all models are also fitted with a 

Table 6   Matching results

Columns 1–2 report the matching imbalance in terms of the univariate L1 distance between the treated 
group and the matched control group, and within parentheses (.) the imbalance between the treated group 
and the full population of untreated firms. The bottom row shows multivariate L1 distances for all vari-
ables used in the two matchings. Treated firms include all firms backed by VC regardless of type. Col-
umns 3–5 show the means and medians within brackets [.] of the respective matching covariate
a Control group averages from the sales equations matching

Variable Matching imbalance (L1) Mean [median] values

Sales equations Capital and 
employment 
equations

Treated Controlsa All firms

(1) (2) (3) (4) (5)

Industry code (NACE section) 0
(0.50)

9.6
[10]

9.6
[10]

8.6
[7]

Employment 0.05
(0.21)

11.9
[4]

11.2
[4]

10.1
[2]

Capital stock 0.06
(0.38)

29,503
[5353]

35,338
[5862]

35,211
[1533]

Profit/employee 0.09
(0.55)

0.11
(0.54)

− 523.6
[− 257]

− 408.7
[− 219]

142.1
[57]

Skill share 0.03
(0.59)

0.01
(0.60)

55.5
[60]

55.5
[60]

14.4
[0]

Industry code (NACE division) 0
(0.58)

53.2
[51]

(Equity/debt) 0.04
(0.07)

2.46
[0.56]

Sales 0.05
(0.16)

17 831
[1966]

Sales growth 0.16
(0.40)

− 0.007
[0.02]

Overall L1 distance 0.69
(1.00)

0.73
(1.00)

14  The expression for kit and lit is typically derived from cost minimization. It gives the optimal amount 
of kit and lit required to produce a given output. To avoid circularity in the model, we do not use sales in 
the demand equations, but rather log(value added) to proxy for firm size.
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set of pretreatment control variables, denoted by X, that include debtit, equityit and 
profitit, which were defined in the previous section.

To gauge the direct effect of VC on sales, we begin by estimating each model sep-
arately. To control for unobservable characteristics v(j)i that may affect the outcome 
(given by j = y, k, l ) but are specific to the firm, such as organizational structure, 
management and possibly their growth ambition we use a firm fixed effect estimator. 
Any temporal disturbance that may affect all firms equally, such as the business cycle 
or the aggregate supply, and demand for credit are captured by including a set of year 
dummies ( Dt ), which gives the following error structure �(j)it = v(j)i + Dt�(j) + e(j)it , 
where e(j)it is assumed to be stochastic and normally distributed.

When estimating the separate equations for kit and lit , the models in (2) and (3) 
are also fitted with a distributed lag, which considers the cost of adjusting the level 
of employees and capital (Cahuc and Zylberberg 2004; Hijzen and Swaim 2008). 
Thus, while the sales equation captures the average growth effect from VC, the sepa-
rate labor and capital equations estimate the effect on the average rate of growth. 
The inclusion of a lagged dependent variable, however, imposes an endogeneity 
problem. To manage it, we apply the dynamic panel data estimator proposed by Han 
et al. (2014).15

Fig. 2   Distributions of matching variables for treated and control firms in the sales equation. Note: 
NACE sections have been translated from letters to numbers (A = 1, B = 2, etc.). Distributions for 
matched observations

15  It relies on (long) differencing and is not burdened by the problem of (weak) moment conditions, and 
has good short panel properties.
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While a separate analysis of, for example, sales or employment is typical in the 
previous literature, it does not account for the interdependent structure between 
sales, capital and employment, nor the possibility that the error terms may be con-
temporaneously correlated. Moreover, VC may also affect yit indirectly, through 
mediation via kit and lit (Fig. 3). To test the hypotheses of an indirect effect of VC 
on sales, we turn to structural equation modeling (SEM), which provides a compre-
hensive framework and a rich set of analytical tools for analyzing different types of 
equation systems (see, e.g., Acock 2013; Kline 2010; Matsueda 2012).

We consider the simplified version of factor demand in which we assume no 
adjustment costs and replace firm fixed effects with two-digit industry dummies. In 
SEM, equations for yit , kit , and lit are stacked and estimated simultaneously, which 
allows for contemporaneous correlation between the idiosyncratic error terms �yit , 
�kit and �lit . Since the models are linear in the explanatory variables, the result-
ing estimates correspond to those from a seemingly unrelated regressions (SUR) 
model.16 The primary advantage of using SEM, however, is that it incorporates the 
type of mediation models that allow us to specifically test the significance of any 
indirect effects. To give a simple example, consider the case with only one mediat-
ing variable, say lit . Suppose that the error terms are statistically independent, then 
the indirect effect of VC on yit via lit is given by �2�TE(l) . The total effect of VC on 
yit is then given by �TE(y) + �2�TE(l) . Naturally, the errors are likely to be correlated, 
and if ignored could otherwise result in biased estimates.

However, the identifying assumptions for the indirect effect hinge on the assump-
tion of sequential ignorability (see e.g. Imai et al. 2010). In matching, the standard 
assumption is that potential outcomes are ignorable, i.e., that sales are statistically 
intendent of the assignment of treatment, conditional on the matching covariates. 
In mediation analysis, sequential ignorability further requires (i) ignorability of the 
mediating variables and (ii) that given a treatment status (treated or control) and 
conditional on the matching covariates, the potential outcome is independent of 
the mediating variables. As with the standard ignorability assumption, sequential 
ignorability is impossible to test. However, Imai et  al. (2010) have devised a way 
by which it is possible to gauge the sensitivity of the estimated indirect effect with 
respect to the violation of (ii). Since sequential ignorability requires the error terms 
of the model to be independent (i.e., not contemporaneously correlated), Imai et al. 
(2010) show how to compute the indirect effect as if they were independent and then 
to examine for what level of correlation this effect would disappear. If the estimated 
effect can be shown to be valid for a range of different correlations, then it is more 
likely that the model is robust to the assumption of sequential ignorability.

Since we have two potential mediating variables, we would ideally have pre-
sented a test that could examine their joint sensitivity. Lacking such a test in the 
fairly recent literature, however, we choose to apply the logic of Hicks and Tingley 
(2011) to examine the sensitivity of kit , and lit , one at a time.

16  Although standard deviations estimated in SEM and SUR models are asymptotically identical, they 
differ in finite samples. There is no reason to expect that one is better than the other, however.
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5 � Results

We begin the analysis by examining the direct effect of VC on sales, capital and 
employment separately. Starting with the impact of VC on sales, we begin by using 
a treatment on the treated analysis, followed by a matched difference-in-difference 
(DiD) regression. In the matched regressions, we triangulate the analysis of how 
VC impacts firms by first using a common pool of CEM-matched non-VC-backed 
firms. This gives us an idea of how firms, receiving different types of VC evolve, 
relative to a common reference point. There may, however, be systematic differences 
across firms receiving different types of VC, as discussed in Sect. 4. Hence, in order 
to be able to make inference of the impact of a specific type of VC, we in the next 
step apply VC-specific control groups. As a final step, we compare the growth per-
formance of PVC-backed firms against GVC- and MVC-backed firms and therefore 
apply the two latter groups of firms as reference groups against PVC-backed firms.

In the second part of the analysis, we allow VC to impact sales, not only directly 
but also through employment and investment effects. This approach is performed by 
stacking Eqs. (1–3) into a structural equation model (SEM) that is estimated simul-
taneously. In each of the steps, we present separate results for firms that receive PVC 
only, GVC only, and firms that receive mixed VC (MVC). Finally, we follow the 
dynamic impact of VC on sales year-by-year from the time it “arrives” (t = 0) and at 
the following t = 1,… , 4 years.

5.1 � The effect of venture capital on firm sales

We begin the analysis with a firm fixed effect analysis where we restrict the sample 
to firms that received VC investment at some time during the period. The analysis 
therefore traces trend breaks in firm sales after VC investment. As seen in Table 7, 
without using any comparison group it is difficult to find evidence of VC affecting 
firm sales up to 4 years after the VC injection. The only significant estimate is found 
for the manufacturing sector 1 year after receiving VC.17

Moving on to the control variables, labor generally appears with positive and sig-
nificant estimates with a labor share coefficient of approximately 0.4–0.7. For capi-
tal, however, the estimates are relatively small (in the range of 0.03–0.07) and insig-
nificant, except for PVC where the capital coefficient of 0.17 is significant and larger 
than for other types of firms. This observation suggests that PVC-backed firms differ 
in their capital structure from GVC- and MVC-backed firms. Hence, in the subse-
quent impact analysis, this difference in capital structures will be controlled for.

The within-firm skill composition is captured by three skill-intensity variables 
measuring the share of employees in each group, taking the share of low-skilled 
labor (primary education) as a reference. The general impression throughout the 

17  We may note that the insignificant results implicitly suggest that the impact of different types of VC 
may not differ dramatically.
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analysis is that in most estimations, the skill composition is uncorrelated with firm 
sales.

VC is one of many sources of funding for investments. The firm’s financial posi-
tion is an important factor behind both the need of VC and VC investors’ willing-
ness to invest in a firm. Considering the central role played by access to capital, it is 
crucial to control for indicators of financial strength such as equity, debt and profits. 
The results in Table 7 suggest that there is little evidence of a systematic relation 
between sales and equity per employee, whereas the estimated elasticity of debt with 
respect to sales is smaller than one, suggesting that in relation to sales, the relative 
size of total debt decreases with firm size, i.e., a relatively low debt ratio among 
larger firms. Finally, we find that profitable firms have relatively large sales.

The analysis in Table 7 involved identifying trend breaks. One limitation of this 
analysis is that the identification of the treatment only compares the “before and 
after” and does not account for any selection effects. To overcome this limitation, we 
in Table 8 introduce CEM-matched “twin” firms that did not receive VC as compari-
son group.

In columns 1–3 in Table 8, we match PVC, GVC and MVC to a common control 
group of firms that did not receive VC and in columns 4–6 we repeat the regressions 
in columns 1–3 now using VC-specific control groups.18

Starting with firms receiving PVC only, the results in column 1 suggest a positive 
impact of PVC on sales taking place 1 year after the VC injection and that this effect 
increases in size during the following years, peaking 3 years after the VC injection. 
Apart from no initial drop in sales, this behavior is consistent with VC giving rise 
to a (time-consuming) re-shuffling of firm resources, suggesting that the impact of 
VC on sales comes with a delay, i.e., the so-called J-curve hypothesis discussed by 
Meyer and Mathonet (2011).

Moving on to column 2 and firms receiving GVC only, we find less significant 
results as compared to PVC-treated firms but a similar pattern. For GVC firms, we 
note a slight nonsignificant dip in sales at the time of the VC investment followed 
by a positive trend generating a positive and significant effect 2 years after receiving 
GVC.

Fig. 3   Direct and indirect effects 
of VC on sales

18  As indicated by the matching results in Table 6, firm capital intensity is included as one of the match-
ing variables.
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Approximately 20% of the firms in our sample receive both GVC and PVC. 
According to Brander et  al. (2015), Bertoni and Tykvova (2015) and Grilli and 
Murtinu (2014), firms that receive both GVC and PVC tend to perform about 
as well as firms receiving PVC only, and better than firms receiving GVC only. 
This could be attributable to the advantages of being backed by a more diverse 
group of investors (Colombo et  al. 2016) and/or receiving a greater amount of 
VC (Brander et  al. 2015). The results in column 3 of Table  8 suggest a longer 
delay in growth for MVC firms than for PVC- and GVC-backed firms. Hence, for 
MVC-backed firms we have no positive and significant effects until 4 years after 
receiving VC.

Table 7   Dependent variable, firm sales; fixed effect models, treated firms only

*, **, *** indicate statistical significance at the** 10, 5 and 1% levels, respectively. Robust standard 
errors clustered at the firm level
a For the manufacturing and service sectors, the analysis covers all types of VC

1. PVC 2.GVC 3. MVC 4. Service sectora 5. Manu. sectora

ln(K) 0.1734**
(0.0703)

0.0248
(0.0740)

0.0327
(0.0824)

0.0726
(0.0470)

0.0559
(0.0696)

ln(L) 0.4168***
(0.0939)

0.6953***
(0.0910)

0.6226***
(0.1068)

0.5069***
(0.0678)

0.6981***
(0.0914)

Md-skill 0.0016
(0.0032)

− 0.0050**
(0.0025)

0.0040
(0.0069)

-0.0015
(0.0028)

0.0029
(0.0036)

Hi-skill short − 0.0044
(0.0034)

− 0.0091
(0.0038)

0.0004
(0.0082)

− 0.0073**
(0.0035)

0.0016
(0.0043)

Hi-skill long − 0.0031
(0.0030)

− 0.0056*
(0.0033)

0.00002
(0.0069)

− 0.0052*
(0.0027)

0.0030
(0.0045)

ln(Tot. debt) 0.3578***
(0.0618)

0.1542**
(0.0735)

0.3939***
(0.0728)

0.3355***
(0.0469)

0.3273***
(0.0549)

Equity/sales 9.43e−07
(7.08e−07)

0.00001
(8.18e−06)

0.00001
(0.00002)

0.00002***
(3.53e−06)

1.08e−06**
(4.24e−07)

Profit/sales 0.0003***
(0.0001)

0.0005***
(0.0001)

0.0003***
(0.0001)

0.0003***
(0.00005)

0.0004***
(0.0001)

Period dummies Yes Yes Yes Yes Yes
Firm dummies Yes Yes Yes Yes Yes
VC (t) − 0.0667

(0.0940)
0.0597
(0.0913)

− 0.0137
(0.1361)

− 0.0159
(0.0601)

0.0117
(0.1083)

VC (t + 1) 0.0054
(0.1224)

0.1776
(0.1308)

0.0653
(0.1459)

0.0695
(0.0821)

0.1633*
(0.0928)

VC (t + 2) − 0.0257
(0.1500)

0.1740
(0.1434)

0.0616
(0.1863)

0.1527
(0.1021)

0.1170
(0.1426)

VC (t + 3) − 0.0019
(0.1609)

− 0.0657
(0.2540)

0.2479
(0.1833)

0.1930
(0.1187)

0.2410
(0.1757)

VC (t + 4) − 0.0838
(0.2018)

0.1935
(0.2963)

0.3324
(0.2372)

0.2366
(0.1447)

0.1596
(0.2093)

R2-within 0.5709 0.4886 0.4704 0.5221 0.5758
Obs. 1525 923 764 2532 680
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Turning to columns 4–6 with VC-specific control groups, the perhaps most strik-
ing observation is the modest impact this has on the results, implicitly suggesting 
that firms that receive different types of VC as a group are rather similar to each 
other. There are some observations to be made, however. Perhaps most notably, 
we find that when using a PVC-specific control group, the estimated coefficients 
become slightly smaller and less significant (with a positive and significant VC 
effect appearing in (t + 3) only). For GVC on the other hand, using a GVC-specific 
control group the estimated coefficients become slightly larger, but the estimated 
impact of VC is still only significant at (t + 2). For MVC, finally, in line with PVC, 
we note slightly smaller and nonsignificant point estimates.

Broadly speaking, these results suggest that both PVC- and MVC-backed firms 
“benefit” from being compared to the common control group and that GVC-backed 
firms are “unfavorably” matched when using a common pool of non-VC-backed 
firms.

To complement the results in Table 8, Fig.  4 plots the estimates of VC effects 
over time. While it is not possible say that one type of VC significantly outperforms 
another type of VC, we can note that firms receiving PVC or GVC appear to have a 
quicker take-off compared to MVC-backed firms. However, after 2–3 years, they all 
(PVC-, GVC- and MVC-backed firms) tend to converge.

To assess whether the observed differences are significant between the respective 
types of VC, we in Table 9 present an analysis where PVC-backed firms are taken as 
the treatment group using GVC- and MVC-backed firms as control groups. By this 
approach, we are given a direct measure of whether PVC-backed firms outperform 
or are outperformed by GVC- and MVC-backed firms. In column 1 in Table 9, we 
compare PVC-backed firms with GVC-backed firms, and in column 2 PVC-backed 

Table 8   Dependent variable, firm sales; fixed effects models. Matched control firms included

*, ** and *** indicate significance at the 10, 5 and 1% levels, respectively. Robust standard errors clus-
tered at the firm level. For control variables, see Table 7. AEstimations in column 4 are based on firms 
receiving GVC only and firms receiving PVC only

1. PVC 2. GVC 3. MVC 4. PVC 5. GVC 6. MVC
Common control group VC-specific control groups

VC (t) 0.0232
(0.0782)

− 0.0366
(0.0855)

− 0.0412
(0.1248)

0.0219
(0.0856)

0.0738
(0.1113)

− 0.1661
(0.1765)

VC (t + 1) 0.1635*
(0.0854)

0.0777
(0.1082)

0.0528
(0.1404)

0.1413
(0.0902)

0.2021
(0.1253)

− 0.0659
(0.1861)

VC (t + 2) 0.1919*
(0.0980)

0.2140**
(0.1031)

0.0190
(0.1820)

0.1563
(0.1002)

0.3109**
(0.1224)

− 0.1147
(0.2245)

VC (t + 3) 0.2749***
(0.0983)

− 0.1281
(0.2462)

0.2042
(0.1256)

0.2383**
(0.10517)

− 0.0114
(0.2424)

0.0718
(0.1784)

VC (t + 4) 0.2250*
(0.1188)

0.2683
(0.2138)

0.2877*
(0.1645)

0.1762
(0.1267)

0.3613
(0.2400)

0.1604
(0.2144)

Full set of controls Yes Yes Yes Yes Yes Yes
R2-within 0.4490 0.3810 0.3848 0.5139 0.4026 0.3903
Obs. 4813 4211 4052 3017 1982 1501
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firms are compared with MVC-backed firms. Although we are not able to account 
for possible differences in the covariate distribution before treatment, it comple-
ments the previous results in providing a direct test of the differential effects on firm 
sales for different VC types.

Results in Table 9 suggest that the possible differences in treatment effects across 
various types of VC, as illustrated in Fig. 3, are generally not significant. Specifi-
cally, we note that when comparing the treatment effects of various types of VC over 
the full post-treatment period, there is no evidence of significant differences. How-
ever, due to differences in the dynamic patterns, we in Table 9 note that in (t + 3), 
PVC significantly outperforms GVC. Though there might be a slight edge for PVC, 
the overall pattern is a lack of results suggesting significant differences in how PVC, 
GVC and MVC impact firm sales.

5.2 � Effects of VC on the capital stock

In Table 10, we analyze the impact of the different types of VC on investment and 
the capital stock. Following Hall et al. (2001), we in columns 1–3 apply a dynamic 
model specification.19 Specifically the regressions in columns 1–3 in Table 10 are 
performed using the Han–Philips Fixed Effects Dynamic Panel Data estimator, 
whereas the model in columns 4–6 is estimated without dynamic adjustment using 
the fixed effect estimator.20

The dynamic model results in Table 10 (columns 1–3) suggest that only PVC-
backed firms demonstrate a significant boost to capital investment following VC 
investment and that this effect only occurs 1 year after the VC injection. No effects 
can be observed for either GVC or MVC. In columns 4–6, we estimate the capi-
tal equation without a dynamic lag using the fixed effect (FE) estimator. Under the 

Fig. 4   Sales development. Firms receiving VC versus control firms not receiving VC. VC-specific con-
trol groups. Note: Figure is based on results in Table 8 columns 4–6

19  In line with subsequent labor demand estimations, the dynamic models is based on a standard labor 
demand model (or more generally, demand for factors of production) with adjustment costs (Cahuc and 
Zylberberg 2004; Hijzen and Swaim 2008).
20  See Han et al. (2014).
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fixed effect model, the result for PVC disappears, whereas for both GVC- and MVC-
backed firms there is some evidence of a positive and significant effect. Specifically, 
we find that GVC-backed firms increase investments at the year of the VC injection 
(at t) and at the last year of the studied period (at t + 4), whereas MVC-backed firms 
increase their capital investments 2–3 years after receiving VC.

5.3 � The impact of VC on Employment

From a policy perspective, increased employment is a desired effect of GVC invest-
ments, whereas it is reasonable to assume that private investors are more concerned 
with the return on the investment. Following the setup for the analysis of capital, we 
in Table 11, columns 1–3, estimate a series of dynamic models, followed up by fixed 
effect estimates in columns 4–6.21 The results from the employment regressions in 
Table 11 can be summarized as there being no significant effects of VC on employ-
ment within 4 years after receiving the first investment.22

Examining the insignificant estimates, the results suggest that VC does not pri-
marily boost firm employment. One possible interpretation of these results is that 
VC-backed firms are in the early stages of R&D and have reached scalability in their 
production (Puri and Zarutskie 2012). Combined, these observations suggest that 
VC can be considered a trigger for increased efficiency rather than employment, a 
finding that is consistent with previous studies finding that VC increases efficiency 

Table 9   PVC versus GVC and 
PVC versus MVC; dependent 
variable, firm sales; fixed effects 
models

1. PVC versus GVC 2. PVC versus MVC

PVC (t) 0.0512
(0.0917)

− 0.0510
(0.0736)

PVC (t + 1) 0.1580
(0.1009)

0.0731
(0.0955)

PVC (t + 2) 0.1599
(0.1142)

0.0882
(0.1103)

PVC (t + 3) 0.2163*
(0.1168)

0.1617
(0.1149)

PVC (t + 4) 0.1487
(0.1425)

0.1096
(0.1413)

PVC: Full post-treat-
ment period

0.1068
(0.0897)

− 0.0005
(0.0740)

Full set of controls Yes Yes
R2-within 0.53 0.53
Obs. 2448 2289

21  The employment regressions analyzed in Table 11 are performed using the Han–Philips Fixed Effects 
Dynamic Panel Data estimator. The estimated model is based on a standard labor demand model with 
adjustment costs (Cahuc and Zylberberg 2004; Hijzen and Swaim 2008).
22  The only exception from the nonsignificant patterns is for MVC; using the FE estimator, 3 years after 
receiving VC we note a negative and significant employment effect.
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in targeted firms (Chemmanur et  al. 2011; Croce et  al. 2013; Alperovych et  al. 
2015). For private investors, the lack of a positive employment effect from private 
VC is unproblematic. The primary goal of private investors is maximizing return 
on the investment, something that can be achieved without employment growth. For 

Table 10   Effect of VC on firm capital stock

*, **,*** indicate significance at the 10, 5 and 1% levels, respectively. Control variables: value added, 
average wage, interest rate, firm skill intensity, firm profits, period and firm fixed effects, full set of 
results available on request. VC-specific control groups. FE fixed effects

1.PVC 2. GVC 3. MVC 4.PVC 5.GVC 6. MVC
Han–Philips Dynamic estimation Panel data FE estimation

ln(K) (t − 1) 0.5312***
(0.0657)

0.4760***
(0.1041)

0.5682***
(0.1158)

VC (t) 0.1132*
(0.0665)

− 0.0539
(0.0766)

0.1616
(0.1273)

0.0481
(0.0608)

0.0562
(0.0822)

0.0843
(0.1132)

VC (t + 1) 0.05889
(0.0762)

− 0.0313
(0.0951)

0.1223
(0.1408)

0.0150
(0.0601)

0.1506*
(0.0866)

0.1175
(0.1161)

VC (t + 2) − 0.0287
(0.0837)

− 0.0872
(0.1191)

0.1396
(0.15306)

− 0.0223
(0.0640)

0.0409
(0.0939)

0.2413*
(0.1257)

VC (t + 3) − 0.0384
(0.0929)

− 0.1143
(0.1394)

0.0727
(0.1669)

− 0.0150
(0.0625)

0.1066
(0.1335)

0.2945**
(0.1390)

VC (t + 4) − 0.0147
(0.1035)

0.0697
(0.1800)

− 0.0325
(0.2128)

− 0.0696
(0.0839)

0.3447**
(0.1609)

0.3582
(0.2215)

Full set of cntrl. Yes Yes Yes Yes Yes Yes
Obs. 1291 971 512 704 536 296

Table 11   Effect of VC on firm employment

*, **, and *** indicate significance at the 10, 5 and 1% levels, respectively. Control variables: value 
added, average wage, interest rate, firm skill intensity, firm profits, period and firm fixed effects, full set 
of results available on request. VC-specific control groups. FE fixed effects

1. PVC 2. GVC 3. MVC 4. PVC 5. GVC 6. MVC
Han–Philips Dynamic estimation Panel data FE estimation

ln(L) (t − 1) 0.5526***
(0.1259)

0.5647***
(0.1113)

0.4115**
(0.1658)

VC (t) 0.0090
(0.0405)

0.0417
(0.0409)

− 0.0578
(0.0681)

0.0150
(0.0398)

0.0072
(0.0371)

− 0.0245
(0.0572)

VC (t + 1) 0.0028
(0.0466)

− 0.0108
(0.0510)

− 0.0800
(0.0744)

0.0219
(0.0411)

− 0.0545
(0.0416)

− 0.0085
(0.0593)

VC (t + 2) 0.0440
(0.0515)

− 0.0167
(0.0649)

− 0.0383
(0.0796)

0.0445
(0.0472)

− 0.0249
(0.0469)

− 0.0418
(0.0755)

VC (t + 3) 0.0288
(0.0574)

0.0302
(0.0767)

− 0.0853
(0.0858)

0.0486
(0.0457)

0.0159
(0.0791)

− 0.1370*
(0.0778)

VC (t + 4) 0.0298
(0.0642)

0.0850
(0.0977)

− 0.1079
(0.1077)

0.0526
(0.0523)

− 0.0134
(0.0696)

− 0.0028
(0.1170)

Full set of cntrl. Yes Yes Yes yes Yes yes
Obs. 1291 971 512 1498 1 150 608
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GVC, however, employment is often a desired outcome, which can cause a conflict 
of interest when public investors want to achieve both increased competitiveness and 
employment, or when they co-invest with PVC.23 Lastly, our findings of negligible 
employment growth and delayed sales growth effects are consistent with those of 
Grilli and Murtinu (2014), although they do not find significant sales growth among 
GVC-backed firms.

Yet, these results are based on individual estimations of Eqs.  (1) to (3). In the 
next section, we turn to structural equation modeling, where we combine the equa-
tions into a system that is estimated simultaneously. This allows us to account for 
possible cross-equation correlations and to bundle the direct and indirect effects in 
order to examine the total effect of VC on firm sales.

5.4 � Indirect and direct effects estimated by structural equations

VC may impact sales not only directly but also indirectly through investment 
and employment. To address this issue, we estimate a structural equation model 
(SEM).24 To be precise, we consider Eqs. (1) to (3) together to specify a SEM model 
(illustrated in Fig.  3) where VC is not restricted to the direct effect on sales (the 
efficiency effect), but also can impact sales through increased investments in capital 
and labor. (The term mediation model is sometimes used for this type of model, see 
Acock 2013.) The results are presented in Table 12.

Using VC-specific control groups, we find little evidence of a significant direct 
treatment effect of either PVC or GVC.25 However, when allowing for employment 
and investment effects to add to the total effect of VC we observe positive and sig-
nificant overall effects of PVC 1–3 years following the VC investment. Hence, bun-
dling efficiency-, employment- and investment effects together, the impact of VC on 
firm sales becomes stronger and more significant.26

For GVC firms, the results are similar as for PVC with increased significance 
when accounting for indirect effects, though the dynamic patterns differ somewhat. 
Specifically, we find that the total effect on sales from GVC is significant at year 
(t + 0) and (t + 3)–(t + 4). Hence, again the results suggest that bundling efficiency-, 
employment- and investment effects together boosts the impact of VC on firm sales.

Before drawing any far-reaching conclusions concerning the indirect effect, we 
in Fig. 5 present some tests of the validity of the SEM approach. Specifically, we 
lump all types of VC together and estimate two models with a simplified dynam-
ics where the dummies for (t, t + 1, …, t + 4) are grouped into a single-treatment 
variable. Hence, the treatment dummy now signals the average effect of VC over 

23  As a robustness test, employment regressions are additionally estimated using both the Arellano and 
Bond (1991) estimator and the Blundell and Bond (1998) system GMM estimator with similar results. 
Results are available on request.
24  Full set of estimations are available on request.
25  The SEM models do not allow for firm-level fixed effects; in order to compensate for this to some 
extent, we apply industry fixed effects at the 2-digit level throughout all SEM models.
26  For MVC, we in the SEM estimations in Table 12 were not able to achieve model convergence for the 
period-by-period analysis.
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all observed treatment and post-treatment years. With that in mind, we estimate 
two system equations, the first with the sales and employment regressions and the 
other using the sales and capital regressions models. Following Hicks and Tingley 
(2011), we analyze whether it is reasonable to assume that the underlying assump-
tion of sequential ignorability (SI), required for the interpretation of the indirect 
effects to be interpreted in the form of causal mediation effect, is fulfilled. Techni-
cally we synthetically allow the cross-equation correlation to vary from − 0.95 to 
0.95. Although sequential ignorability cannot be tested outright, it is possible to 
calculate the indirect effect as if the cross-equation correlation of the error terms 
was zero—a necessary requirement for SI—and to examine the implied indirect 
effects sensitivity to deviations of the cross-equation correlation from zero. The 
sensitivity analysis is presented in Fig. 5 for capital and labor individually.

As seen in the figure, the indirect effect is insignificant for capital for correla-
tions larger than around -0.5, suggesting that the observed significant mediation 
effect of capital may not satisfy the SI assumption. Hence, for capital, a careful 
interpretation of the indirect effects is recommended. Turning to the mediation 
effect through employment, we see from the lower graph in Fig. 5 that the implied 
effect when cross-sectional correlations are zero is positive and significant. For a 
correlation less than 0.1 (including 0), the mediation effect is significant, which 
would provide some support for a causal interpretation of the mediation effect 
over employment.

Fig. 5   Mediation effect of capital and labor on firm sales. Note: Top row, capital and sales equations. 
Bottom row, employment and sales equations. Based on model specifications in Table 12. The analysis 
includes all types of VC firms. VC treatment applies to the treatment year and all available post-VC-
treatment years. Cross-equation correlation variation [− 0.95:0.95]
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6 � Robustness

6.1 � The impact of VC by stage

Small, young and innovation-driven firms can find it difficult to raise capital in early 
stages; therefore, GVCs are often motivated as a bridge filling the financing gap in 
the seed and start-up stages encountered by such firms. If GVC is biased toward 
seed- and early-stage financing, it might be inappropriate to directly compare the 
performance of PVC with GVC. We therefore proceed and estimate the effects of 
GVC and PVC by investment stage. The stages analyzed are: (i) seed, (ii) start-up, 
and (iii) later-stage investments. Over time, some firms will receive seed capital and 
subsequently receive VC for later stages. Hence, firms are allowed to move upward 
from their starting point.

Table  13 displays results by investment stage for different types of VC. The 
results reflect the treatment effect over the treatment year and all observed post-
treatment years. Before turning to the results, we want to flag for the fact that split-
ting up the treatment effect into three types of VC and three types of investment 
stages reduces the number of treated firms per group, which may lead to increased 
standard errors and generally less significant estimates. With this caveat in mind, the 
results in Table 13 indicate that the positive result for PVC-backed firms is driven by 
VC investments in the start-up stage, whereas none of the stages show any signifi-
cant results for GVC- or MVC-backed firms.27

6.2 � By VC spells

Investing equity capital in a firm is associated with a high level of engagement from 
the investor. If the firm fails, the investment is lost. Therefore, it can be rational for 
an investor to follow up an initial investment, if the firm needs it. Approximately 
one-third (31%) of the firms in our data receive one tranche of VC only, the mean 
number of tranches received is 3.8 and the maximum number of tranches received 
by a single firm over the period 2007–2013 is 47. Repeated investments can be con-
sidered an indicator of quality; the firm succeeds in attracting multiple VC invest-
ments. On the other hand, repeated VC injections can also signal problems raising 
internal capital and the investor’s protection of investments sunk in the firm. Thus, 
the question of whether multiple tranches signal firm growth or financing problems 
is to some extent an empirical question. In addition to the signal value of repeated 
tranches, the impact of the later tranches can interact with lagged effects from earlier 
tranches.

To analyze whether the impact of VC changes over time, we analyze the impact 
of VC by separating the analysis by yearly VC spells in Table 14. The effect of each 
subsequent VC spell is depicted in Fig. 6. The results suggest an increased impact 

27  We may note that the insignificance of MVC to some extent may be attributed to relatively few obser-
vations in this group; approximately 20% of the firms receive MVC.
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on sales from each subsequent spell of PVC. The increased effect can be partially 
attributable to remaining post-treatment effects from previous VC injections, but 
also be a signal of growth. In other words, a plausible interpretation is that PVCs 
make additional investments conditional on firm performance—if they do not see 
growth within 2–3 years of the initial investment, they are likely to withdraw their 
support. This finding is in line with that of Puri and Zarutskie (2012). For GVC on 
the other hand, we cannot detect an increasing effect on sales from each subsequent 
VC spell. To some extent, these results are in line with Buzzachi et al. (2013), who 
found that European VC firms with a higher level of government funding tend to 
support start-ups for a longer time after the initial investment, even when the return 
on the investment is mediocre. This difference in investor behavior likely reflects the 
differing objectives and natures of PVC and GVC. GVCs’ focus on societal goods 
such as innovation and entrepreneurial spillovers, job creation and regional develop-
ment, as well as lower profit targets (typically to break even), could make them more 
lenient toward portfolio firms that are struggling or taking a longer time to mature, 
where profit maximizing PVC investors are more ruthless.

7 � Concluding remarks

In the last few years, there has been a debate among policymakers and academics 
concerning the design of GVC policies. A popular idea is that GVCs should take the 
form of “hybrid” governmental–private partnerships, where government provides 
some or all of the investment funds, while private sector investors are allowed to 
manage the investments (Lerner 2010), as opposed to GVCs that are funded and 
operated solely by the government (“direct” GVC).

Most academics seem to agree that GVC can contribute to stimulating innova-
tion and entrepreneurship in at least some situations, assuming of course that the 
policy is well designed and implemented, and that it is regarded as a complement 
to other policies which promote entrepreneurship (Lerner 2010). The expansion 
of GVCs in many countries indicates broad political support for the idea. Given 
the growing role of GVCs, one might presume that they have a proven record 
of accomplishments and that their role is motivated by a well-identified market 

Table 13   Fixed effects models, 
by investment stage; dependent 
variable, firm sales; CEM-
matched data; VC-specific 
control groups

*, ** and *** indicate significance at the 10, 5 and 1% levels, 
respectively. For control variables, see Table 7

PVC GVC MVC

Seed capital − 0.1794
(0.2194)

− 0.0984
(0.8856)

− 0.3518
(0.2344)

Start-up stage 0.2035**
(0.1000)

0.1703
(0.1176)

− 0.0571
(0.1813)

Later stage 0.0333
(0.0951)

0.0259
(0.1224)

-0.1215
(0.3106)

Full set of controls Yes Yes Yes
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failure. With this as a background, a relevant question is how GVC invests and 
impacts firms in relation to PVC and MVC.

We use comprehensive data on Swedish VC investments to investigate this 
question. We begin by testing the screening hypothesis that different types of VC 
invest in different types of firms, which could help explain differences in out-
comes. We do find some notable differences; for example, PVC tends to invest in 
larger but less profitable firms, compared to GVC. The main focus of our analy-
sis considers the value-added hypothesis that VC influences the development 
of the firms which it invests in. We use a comprehensive empirical framework 
that accounts for both direct (efficiency) and indirect (capital and employment) 
effects of VC on sales. To account for the screening differences between firms 
that receive PVC, GVC and MVC, we use statistical matching that assigns a sepa-
rate control group to each type of VC.

The results of the main analysis can be summarized as follows: Firms receiv-
ing any form of VC typically experience increased sales 2–3 years after the VC 
investment. However, there are several considerations to keep in mind. First, 
whether or not we find significant effects of VC on sales depends on the group 
of comparison. When using a common pool of non-VC-backed firms, PVC tends 

Table 14   The impact of VC on sales by VC spell; fixed effects models. VC-specific CEM-matched con-
trol groups

*, ** and *** indicate significance at the 10, 5 and 1% levels, respectively. For control variables, see 
Table 7

All firms PVC GVC

VC
Spell 1

0.0373
(0.0651)

0.0515 (0.0875) 0.1356 (0.1115)

VC
Spell 2

0.0448
(0.0825)

0.1125 (0.0964) 0.0466
(0.1564)

VC
Spell 3

0.1761
(0.0881)

0.2522** (0.11536) 0.0291
(0.1758)

VC
Spell 4

0.2744 (0.1238) 0.3895** (0.1701) 0.1155
(0.24766)

Full set of controls Yes Yes Yes

Fig. 6   The impact of VC on sales per yearly VC spell. Note: Based on estimates from Table 14
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to generate more positive and significant effects than both GVC and MVC. When 
assigning VC-specific control groups of non-VC-backed firms, PVC- and MVC-
backed firms show weaker growth results, whereas GVC-backed firms benefit 
from having its own group of comparison. Hence, PVC- and MVC-backed firms 
“benefit” from being compared to the common control group, and GVC-backed 
firms are “unfavorably” matched when using a common pool of non-VC-backed 
firms. This indicates a stronger growth effect among PVC- and MVC-backed 
firms as compared to GVC-backed firms. However, a direct comparison between 
PVC- versus GVC- and PVC- versus MVC-backed firms suggest that the differ-
ences in growth effects are too small to be classified as significant. Hence, the 
overall impression is a rather similar response to VC, regardless of what type of 
VC a firm has received.

VC may impact sales not only directly but also indirectly through investment 
and employment. When studying the impact of VC on employment and investment 
in capital, we found no evidence of any employment effects, whereas there were 
some indications of significant investment effects. While the absent employment 
effect may not be so surprising for PVC-backed firms, many GVC-backed firms have 
increased employment as a desired policy outcome. The zero employment effect 
may be due to the possibility that GVCs tend to invest in ventures that may involve 
more risk or have lower growth potential, but nevertheless provide jobs. Two exam-
ples are the GVCs Inlandsinnovation and Fouriertransform who have played a more 
supportive role for the GVC-backed firms, rather than say picking the fastest grow-
ing firms or the most promising. The former focused on regional development in 
northern Sweden, and the latter focused on supporting the manufacturing industry, 
especially the struggling auto industry in the wake of the global financial crisis. It 
is also possible that employment effects arise in the longer term, beyond our 4-year 
post-investment time horizon. Another reason for the absent employment effects 
could be the relatively strict employment protections in Sweden, which could make 
firms more reluctant to expand by hiring new employees in early stages.

In order to evaluate the full effect of VC on sales, we bundle the direct (effi-
ciency) effect with the indirect mediation effects of employment and investment in a 
structural equation model, by which the total effect of VC on sales can be analyzed. 
In bundling the efficiency-, employment- and investment effects together, the impact 
of VC on firm sales becomes stronger and more significant for PVC and GVC.28 In 
particular, we observe positive and significant total effects of PVC 1–3 years follow-
ing the VC investment, when allowing for employment and investment effects to add 
to the total effect of VC.29

28  For MVC, we in the SEM estimations in Table  11 were not able to make get convergence for the 
period-by-period analysis.
29  The SEM models do not allow for firm-level fixed effects, in order to some extent compensate for this 
we apply industry fixed effects at the 2-digit level throughout all SEM models.
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Investing capital in a firm is associated with a high level of engagement and risk 
for the VC investor. If the firm fails, the investment is lost. Therefore, VC investors 
often spread their investment into a series of tranches, allowing them to follow, and 
to some extent gain control over the object of investment. Many of the firms in our 
data receive multiple tranches of VC spread over several years. When we follow the 
effect of each subsequent investment spell, the results suggest an increased impact 
on sales from each subsequent spell of PVC, whereas for GVC we cannot detect an 
increasing effect on sales from each subsequent VC spell. These results are in line 
with Buzzachi et al. (2013), who found that European VC firms with a higher level 
of public funding tend to support start-ups for a longer time after the initial invest-
ment, even when the return on the investment is mediocre. PVC investors, in con-
trast, usually only make further investments if the firm demonstrates growth.

Finally, we found that when we separate firms with respect to investment stage, 
positive growth effects of VC were most likely to occur for PVC-backed firms 
receiving early-stage VC. This result is consistent with an edge to PVC, as com-
pared to GVC and MVC, and the difficulty of evaluating newborn firms and gaining 
a return on seed-stage investment, as well as the generally slower growth pattern of 
larger and older firms receiving later-stage VC.

Though we are not primarily searching for policy recommendations, the overall 
impression is that the growth effects of GVC and MVC did not differ dramatically 
from that of PVC in the Swedish case. If anything, our results indicate that GVC 
investors are more prone to continue to make follow-on investments in non-growing 
firms than are private VC investors, and also that it might be optimistic to view VC 
as an efficient tool for increasing employment, at least in the short term. What VC 
investment primarily seems to give rise to within a few years of the investment is 
increased efficiency and potentially investment in capital effects.

Funding  Funding was provided by the Swedish Competition Agency.

Appendix

See Table 15 and Fig. 7. 
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Table 15   Mean and median 
values for the second control 
group (capital and employment 
equations)

Means, with medians within brackets [.]
a Control group averages from the employment and capital equations 
matching

Variable Mean [median] values

Treated Controlsa All firms

(1) (2) (3)

Profit/employee − 529.5
[− 250.5]

− 545
[− 167]

142.1
[57]

Skill share 55.5
[60]

55.5
[60]

14.4
[0]

Industry code
(NACE division)

58.0
[62]

58.0
[62]

53.2
[51]

(Equity/debt) 2.60
[0.76]

3.10
[0.62]

2.46
[0.56]

Sales 16 321
[2 551]

14 998
[2 147]

17 831
[1 966]

Sales growth 0.12
[0.17]

0.06
[0.06]

− 0.007
[0.02]

Fig. 7   Distributions of matching variables for treated and control groups, employment and capital equa-
tions
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