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Abstract Given the ambiguous empirical results of previous research, this paper tests
whether support for a climate policy-induced pollution haven effect and the pollution
haven hypothesis can be found. Unlike the majority of previous studies, the analysis
is based on international panel data and includes several methodological novelties:
By arguing that trade flows of dirty goods to less dirty sectors may also be influenced
by changes in policy stringency, trade information on primary, secondary, and ter-
tiary sectors are included. In order to clearly differentiate between dirty sectors and
sectors with high pollution abatement costs, separate measures for pollution intensity
and policy stringency are implemented. For the former, two intensities, namely the
sectors’ carbon dioxide emission intensity and the emission relevant energy intensity,
are used to identify dirty sectors. For the latter, an internationally comparable, sector-
specific measure of climate policy stringency is derived by applying a shadow price
approach. Potential endogeneity between climate policy stringency, trade openness and
the trade balance is controlled for by employing a dynamic panel generalized method
of moments estimator. The results provide evidence for a pollution haven effect that is
also present for non-dirty sectors, i.e., a sector’s net imports rise in general if the sector
faces an increase in climate policy stringency. Moreover, a stronger pollution haven
effect regarding carbon dioxide intensive and emission relevant energy-intensive sec-
tors is revealed. However, no support for the stronger pollution haven hypothesis can
be found.

Keywords International trade · Pollution havens ·Carbon leakage ·Global pollution ·
Environmental policy stringency · Shadow prices

B Erik Hille
Erik.Hille@hhl.de

1 HHL Leipzig Graduate School of Management, Jahnallee 59, 04109 Leipzig, Germany

123

http://crossmark.crossref.org/dialog/?doi=10.1007/s00181-017-1244-3&domain=pdf


1138 E. Hille

JEL Classification D22 · F14 · Q54 · Q58

1 Introduction

As some countries implement stricter environmental policies than others, it is feared
that the domestic production of dirty goods is either reduced or moved to countries
with less strict mitigation policies, so-called pollution havens, implying a loss in com-
petitiveness for the more regulated countries. Of particular interest in this discussion
are the potential adverse effects of climate policy in specific and along with that reser-
vation that unilateral climate policy regulation may not be effective in cutting total
greenhouse gas emissions.1

Copeland and Taylor (2004) distinguish between a pollution haven effect and the
stronger pollution haven hypothesis.2 On the one hand, according to the pollution
haven effect net imports of dirty goods into highly regulated countries should rise as
a more stringent regulation entails a specialization of the country in the production
of cleaner goods. In Fig. 1 this effect is highlighted and connected to the issue of
greenhouse gas emissions for the energy-intensive metals industry for a set of 28
countries.3 Here, the shadowprices of emission relevant energy are used tomeasure the
stringency of climate policy.4 The figure suggests that the metals industry in countries
with a larger shadow price, i.e., a stricter climate policy, tended to experience higher
growth in net imports per value added along with smaller increases or even reductions
in carbon dioxide emissions per value added. On the other hand, the pollution haven
hypothesis postulates that trade liberalization will shift dirty industries from countries
with a relatively stringent regulation to countries with a relatively weak regulation.
While some support for the pollution haven effect has been found regarding local
pollutants (Becker and Henderson 2000; Ederington and Minier 2003; Levinson and
Taylor 2008), so far no compelling support for the corresponding pollution haven
hypothesis has been detected (Cole and Elliot 2003; Levinson 2009).

However, existing literature on pollution havens presents several shortcomings:
Only few empirical work tests the pollution haven hypothesis compared to the large
number of papers on the pollution haven effect (Copeland 2011); the same holds true
with regard to empirical research specifically on pollution havens for global pollutants

1 In the context of climate policy and pollution havens the literature commonly refers to the issue of carbon
leakage (Aldy and Pizer 2015; Frankel 2009).
2 Likewise, Ederington et al. (2004) distinguish between a direct and an indirect effect.
3 A detailed overview of the included countries can be found in Table 4.
4 The shadow prices of emission relevant energy are also utilized in the subsequent analysis to determine
the stringency of climate policy. In Sect. 3.2 the general idea and the estimation procedure of the shadow
price approach are introduced. In short, the approach indirectly estimates private sector abatement costs by
relying on economic theory and the choices made by firms, revealing their profit maximization behavior.
Thereby, the shadow price of a polluting input can be defined as the potential reduction in expenditures on
other variable inputs, which can be realized by using additional units of the polluting input while keeping
the level of output constant (van Soest et al. 2006). Thus, if a polluting input, which is in the case of this
paper emission relevant energy, is weakly regulated, then the price of the polluting input is relatively low
and firms will choose to use relatively more of the polluting input. Such shadow prices can be determined
by estimating a firm’s or a sector’s cost function.
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Fig. 1 Change in relative CO2 emissions and net imports for different levels of climate policy stringency
for the basic metals and fabricated metals sector for a set of 28 countries (including a linear trend). Self-
prepared using OECD (2012a, b), WIOD (2012a, b, c), and the estimated shadow prices from this paper

where the evidence is still ambiguous (Aldy and Pizer 2015; Branger et al. 2017) versus
the broad body of the literature on local pollutants (Bao et al. 2011; He 2006); most
papers employ US data or are mainly single country studies (Chung 2014; Greenstone
2002; Keller and Levinson 2002); and only few studies use panel datasets with sound
measures of policy stringency (Copeland 2011; Dechezlepretre and Sato 2014).

This paper adds to the literature by addressing each of the points. Both the pollution
haven effect and the hypothesis are tested with regard to the impact of climate policy
stringency on trade flows—i.e., the paper focuses on the relationship on the left side
of Fig. 1. For this reason, first, Ederington et al.’s (2004) classic approach is extended
to a multi-country setting and tested for 14 manufacturing sectors. The analysis uses
international panel data on 28 OECD5 countries including developed countries, newly
industrialized countries, and former transition economies for the years 1995–2009.
As a consistent, internationally comparable, sector-specific measure of private sector
abatement costs, a shadow price approach of climate policy stringency is utilized.
Concerns about potential endogeneity of climate policy stringency as well as trade
openness are accounted for by carrying out a dynamic panel generalized method of
moments (GMM) estimation.

Second, separate measures for policy stringency and pollution intensity are imple-
mented to clearly differentiate between strictly regulated sectors and dirty sectors.
Unlike previous research the paper can, therefore, take into account that trade flows
of dirty goods to less dirty sectors may also be influenced by changes in policy strin-
gency. In order to analyze this postulation and to see whether the impact of climate
policy regulation is larger for dirty sectors, the augmented model is tested using inter-
national data not only on the 14 manufacturing sectors, but on 33 primary, secondary,
and tertiary sectors. Thereby, dirty sectors are identified with the help of two intensi-
ties, namely the sectors’ carbon dioxide emission intensity and the emission relevant

5 OECD is short for Organisation for Economic Co-operation and Development.
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energy intensity.6 Thus, both the research on pollution havens for global pollutants is
furthered and the practice of treating sectors with high pollution abatement costs as
dirty is unleashed.

The results of the classic model, considering manufacturing sectors only, provide
evidence for a distinct climate policy-induced pollution haven effect. However, no
support is revealed that trade liberalization paired with a strict climate policy shifts
manufacturing sectors to countrieswith a relativelyweak regulation. Similarly, the esti-
mates of the augmented model give rise for a stronger pollution haven effect regarding
carbon dioxide intensive and emission relevant energy-intensive sectors. Yet, again
no support for the stronger pollution haven hypothesis can be found. In addition, the
augmented model provides evidence for a pollution haven effect that is also present
for non-dirty sectors, i.e., a sector’s net imports tend to rise in general if the sector
faces an increase in climate policy stringency. In this regard, the results of both models
provide new evidence for global pollutants and complement the findings of the more
recent literature on pollution havens.

The paper continues by providing a literature review on empirical results regarding
the pollution haven effect and the hypothesis. Besides the methodology of the applied
pollution haven models and the shadow price measure of climate policy stringency,
Sect. 3 details how potential problems of endogeneity are controlled for. The used data
are introduced in Sect. 4. In Sect. 5 the results of the dynamic panel GMM estimator
are provided and discussed. Lastly, Sect. 6 concludes.

2 Literature review

While Jaffe et al. (1995) reviewearly literature onpollution havens, an update including
more recent work is, for instance, given by Brunnermeier and Levinson (2004) and
Copeland (2011). In the next two subsections, the concepts of and previous empirical
literature on the pollution haven effect and hypothesis are detailed.

2.1 Pollution haven effect

Pollution haven effect models analyze to what extent the stringency of environmental
policy influences economic activity. The intuitive idea is that environmental regulation
increases the costs of key inputs for goods with pollution-intensive production, which
in turn decreases the jurisdiction’s comparative advantage in those dirty goods. Given
significant cost increases the pollution haven effect predicts changed patterns of trade
or production relocations. In order to test this, early empirical studies generally use
a reduced-form regression for a cross section of manufacturing or industry sectors i
(Tobey 1990):

6 Following the definition in the World Input–Output Database (WIOD) the difference between emission
relevant energy use and gross energy use is that the former excludes the non-energy use, e.g., asphalt for
road building, and the input for transformation, e.g., crude oil transformed into refined products, of energy
commodities. While gross energy use is directly linked to expenditures for energy inputs, emission relevant
energy use directly relates energy use to energy-related emissions.

123



Pollution havens: international empirical evidence using a. . . 1141

Mi = β1Pi + X ′
iδ + εi (1)

Thereby, M is a measure of economic activity, P is a measure of regulatory strin-
gency, X is a vector of control variables such as Heckscher–Ohlin variables or factor
endowments, and ε is the error term. In previous research, three types of measures
of economic activity have been commonly used, namely net exports or net imports,
foreign direct investments, and the share of pollution intensive goods production (Jaffe
et al. 1995). This paper and the subsequent literature review will focus on the effect
of policy stringency on trade. Consequently, a positive and significant coefficient β̂1
provides evidence for the presence of a pollution haven effect when net imports are
used as the measure of economic activity.7

There exists a comparatively large body of the literature on the pollution haven
effect. Overall, the early research using cross-sectional data tends to find no proof
for a pollution haven effect and some studies even find the opposite, i.e., industries
facing relatively high pollution abatement costs are leading exporters (Grossman and
Krueger 1993; Kalt 1988; Levinson 1996). However, these studies are unable to con-
trol for unobserved heterogeneity across sectors or firms and may face problems of
endogeneity and data aggregation (Levinson and Taylor 2008). With the intention
of taking heterogeneity into account more recent research uses panel data and adds
industry- and time-specific fixed effects, which are denoted ηi for sector iand ηt for
year t , respectively:8

Mit = ηi + ηt + β1Pit + X ′
i tδ + εi t (2)

Studies following this approach without taking the potential endogeneity issue into
account present mixed results regarding the impact of environmental regulation on
trade flows (Harris et al. 2002; Mulatu et al. 2004; van Beers and van den Bergh
2003). Yet, by neglecting that economic activity and environmental regulation may be
simultaneously determined, the estimated effects may be downward biased. Reasons
for the existence of this endogeneity problem of the environmental policy stringency
measure along with methods to control for it will be discussed in more detail in
Sect. 3.3.

Research using both panel data and estimation techniques to account for simultane-
ity provides growing support for the pollution haven effect. As one of the first articles
Ederington and Minier (2003) address the possible endogeneity problem and reveal
significantly larger pollution haven effects for the US manufacturing sectors between
1978 and 1992 when instrumental variables are employed. Similarly, Levinson and
Taylor (2008) find a consistently larger effect for the US industry sectors’ trade with
Canada andMexico between 1977 and 1986 for their two-stage least squares estimates
compared to the fixed effects estimates. Further US evidence for the pollution haven

7 The pollution haven effect is measured as the first partial derivative of the economic activity M with
respect to the environmental policy stringency P , i.e., ∂M/∂P = β1. Hence, a positive and significant
coefficient β̂1 implies, ceteris paribus, that increasing the policy stringency results in larger net imports.
8 In parts empirical studies using panel or time-series data lag the regulatory stringency measure P to see
whether strict environmental regulation in the previous period results in changed economic activity (Cole
and Elliot 2003).
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effect is provided by Ederington et al. (2004), who analyze panel data from 1978 to
1994. Following an analogous approach for Germany Althammer and Mutz (2010)
find a significant pollution haven effect for the industry sectors for the time period 1995
to 2005. However, no support is found between 1977 and 1994 even after the data are
split between trade with OECD and non-OECD countries. Analogously, Arouri et al.
(2012) detect no significant impact of environmental policy stringency on Romanian
trade and its components between 2001 and 2007.

In the past decade also a growing body of research analyzes the effects of regulation
of global pollutants on trade flows and, thereby, provides mixed evidence. Using US
manufacturing industry data for the years 1974–2009, Aldy and Pizer (2015) estimate
the response of net imports to changes in climate policy stringency proxied by sector-
specific energy prices. They reveal that energy-intensive sectors are more likely to face
increases in net imports than sectors with lower energy intensities. Similarly, Sato and
Dechezlepretre (2015) analyze an international dataset covering bilateral trade flows of
42 countries and 62 manufacturing sectors between 1996 and 2011. Even though they
find that rises in energy prices result in a larger increase of imports for energy-intensive
sectors, the results suggest that differences in energy prices are only a marginal driver
of trade flows. Contrary to the energy price-related studies, only limited support has
been found that carbon prices, as implemented through the E.U. Emissions Trading
Scheme, have a significant impact on trade flows. For instance, Branger et al. (2017)
analyze the energy-intensive European steel and cement sectors between 1999 and
2005 and find no significant effect of the carbon price on net imports. Moreover, no
support for a pollution haven effect regarding greenhouse gas emissions has been
revealed by Michel (2013), who analyzes imported intermediate materials of Belgian
manufacturing sectors for the time period 1995–2007.

2.2 Pollution haven hypothesis

The pollution haven hypothesis claims that trade liberalization disproportionally influ-
ences trade in polluting goods and causes dirty industries to relocate to countries with
weak environmental regulation. In order to test this, the variable trade openness TO
and an interaction term between trade openness and the average environmental policy
stringency are added to Eq. (2):9

Mit = ηi + ηt + β1Pit + β2TOi t + β3 P̄iTOi t + X ′
i tδ + εi t (3)

The specification deliberately includes the average environmental policy stringency for
every sector i to test if changes in trade openness have a larger impact on the economic
activityM for industries facing relatively higher pollution abatement costs (Ederington
et al. 2004). In contrast to that the interaction with the general environmental policy
stringency P would test for effects on the economic activity for industries whose
pollution abatement costs increased relatively more, which is not the focus of this

9 Instead of the variable trade openness research also commonly uses a measure of trade barriers, such as
tariff rates, in order to determine the level of trade liberalization (Althammer and Mutz 2010; Ederington
et al. 2004).
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analysis.10 Consequently, in the case of net imports as themeasure of economic activity
M the coefficient β̂3 needs to be positive and significant to provide support for the
pollution haven hypothesis.11

There exists little empirical work that tests the pollution haven hypothesis compared
to the pollution haven effect. Overall, the results of these papers tend to be inconsis-
tent with the pollution haven hypothesis and, therefore, provide no convincing support.
Levinson (2009) finds that US imports have become less pollution intense relative to
US exports between 1972 and 2001. This confirms earlier research for the time period
1978–1994 by Ederington et al. (2004), who address the issue of endogeneity of policy
stringency and show, in addition, that pollution-intensive US manufacturing sectors
are less responsive to tariff reductions than clean ones. The empirical evidence using
non-US data is similar. Brunel (2016) expands Levinson (2009) to the E.U. manu-
facturing sectors for the years 1995–2008 and finds mainly no support for pollution
offshoring. Rather the E.U. manufacturing sectors produced more pollution-intensive
goods from the early 2000s onwards and imports, in particular from low-income
economies, became less pollution-intensive. By analyzing cross-sectional data on 16
manufacturing industries from 13 European countries Mulatu et al. (2010) also detect
no support for the pollution haven hypothesis around the year 1990. Likewise for Ger-
many, Althammer and Mutz (2010) estimate no significant interaction effect between
the tariff rate and the endogenized environmental regulation variable for both time peri-
ods 1977–1994 and 1995–2005. Furthermore, by applying an input–output analysis to
India’s trade in the years 1991/1992 and 1996/1997Dietzenbacher andMukhopadhyay
(2007) find no evidence for pollution havens in connection with trade liberalization.
The composition effect of trade liberalization on emission intensities of local and
global pollutants is analyzed by Cole and Elliot (2003), who use emissions data of 32
countries. Instead of a negative relationship as proposed by the pollution haven hypoth-
esis, their paper reveals no relationship between lagged income per capita and the
country-specific trade elasticities of carbon dioxide and biochemical oxygen demand.

As will be argued in Sect. 3.3 problems of endogeneity may arise not only for
the measure of environmental regulation, but also for the variable trade openness.
However, to the author’s knowledge so far no empirical research that jointly analyzes
the relationship between trade liberalization, environmental regulation, and trade flows
addresses this issue.

3 Methodology

This paper tests whether empirical evidence exists for both the pollution haven effect
and the hypothesis with regard to climate policy regulation. The estimation process is

10 A more detailed discussion of using average time-invariant policy stringency rather than general time-
specific policy stringency is given in Ederington et al. (2004). Similar to their article, the estimates of the
final pollution haven Eqs. (4)–(7) in Sect. 5 are not sensitive to this change in specification.
11 Evidence for the pollution haven hypothesis can be revealed from ∂2M/

(
∂T O∂ P̄

) = β3. If the coeffi-

cient β̂3 is positive and significant, this implies that an increase in trade openness leads to larger increases
in net imports for industries facing relatively higher environmental policy stringencies. As in Eqs. (1) and
(2) the pollution haven effect is still determined by ∂M/∂P .
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accompanied by the given difficulties in measuring policy stringency and the potential
endogeneity of the climate policy and the trade openness variable. In the following, the
used methodology of the pollution haven models is explained. Then, the subsequent
sections introduce the shadow price approach of measuring climate policy stringency
and the dynamic panel GMM estimator that is employed to control for potential endo-
geneity.

3.1 Pollution haven models

The basic set-up for testing the presence of pollution havens based on trade flows is
introduced in Sect. 2. First, this classic approach of analyzing several manufactur-
ing sectors is extended to a multi-country environment. Second, the classic model is
augmented by implementing separate measures for policy stringency and pollution
intensity to clearly differentiate between strictly regulated sectors and dirty sectors.

Equations (4) and (5) reproduce the classic approach for a multi-country setting.
While Eq. (4) allows for testing the pollution haven effect only, both the pollution
haven effect and the hypothesis can be jointly tested with the help of Eq. (5):

NIict
yict

= ηi + ηc + ηt + β1Pict + β2TOict + δ1
CapCompict

yict
+ δ2

HSLaborict
yict

+ δ3
MSLaborict

yict
+ δ4

LSLaborict
yict

+ εict (4)

NIict
yict

= ηi + ηc + ηt + β1Pict + β2TOict + β3 P̄icTOict + δ1
CapCompict

yict

+ δ2
HSLaborict

yict
+ δ3

MSLaborict
yict

+ δ4
LSLaborict

yict
+ εict (5)

In both equations net imports NI of sector i and country c in year t are used as the
measure of economic activity. In order to adjust for the different sector sizes, gross
values are divided by the sector’s output y. As before, Pis the measure of regulatory
stringency and TO the one for trade openness. On the one hand, following previous
research the regulatory stringency variable is quantified as pollution abatement costs
per economic activity (Cole and Elliot 2003; Keller and Levinson 2002). In particular,
the sector-specific climate policy stringency is proxied by the sector’s total shadow
costs of emission relevant energy use per output. Hence, P is obtained by multiplying
the sector-specific shadow price of emission relevant energy ZE, which is described
in detail in the subsequent Sect. 3.2, with the sector-specific emission relevant energy
use xE. The total costs are then divided by the respective sector’s output y—hence,
P = ZExE/y. On the other hand, trade openness is commonly measured using trade
intensities, either on the country or on the sectoral level (Managi et al. 2009; Pritchett
1996).12 Given that the level of trade liberalization may vary across sectors within

12 Alternatively, in particular, tariff rates may be used to measure trade barriers. However, given that a
significant number of countries, which this paper analyzes, have signed free trade agreements with each
other, tariff rates are not regarded as an appropriate measure. An overview on other trade openness and
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countries, sector-specific trade intensities are determined. Specifically, trade openness
is calculated as the sum of sector-specific exports EXP and imports IMP as the share of
output y—thus, TO= (EXP+IMP)/y. Differences in the sectoral trade openness may,
for instance, be present if a dirty industry with a comparatively strong lobbying power
manages to remain protected from international competition. On the contrary, other
sectors that are internationally integrated and highly competitive may be confronted
with lower trade barriers. As the trade intensity is an outcome-based measure relying
on actual trade flows, it is capable of reflecting not only the policy dimension of trade
liberalization, but also the sector’s integration into international markets. Moreover,
CapComp, HSLabor, MSLabor, and LSLabor are sector-specific compensation for
capital, high-skilled, medium-skilled, and low-skilled labor, respectively, and are in
the form of capital and labor intensities used as control variables. Finally, η capture
sector-, country-, and time-specific fixed effects and ε represents the error term.

Compared to Eqs. (2) and (3), in Eqs. (4) and (5) only the country-specific fixed
effects ηc are supplemented to account for the international dataset and the control
variables are specified. Consequently, the pollution haven effect is still estimated with
the help of β̂1 and evidence for the pollution haven hypothesis can be revealed from
β̂3.

Two methodological questions that arise when constructing a classic model like
this are how a high regulatory stringency P can be measured and how sectors using
dirty inputs can be identified. For this purpose, the first model estimates a measure
of regulatory stringency and uses a high share of the total shadow costs per output
as an indicator for both. Similarly, several other empirical studies relying on cost
measures proxy regulatory stringency as the share of pollution abatement costs per
economic activity—for instance, as pollution abatement costs per total material costs
or per value added (Cole and Elliot 2003; Ederington et al. 2004). The measure is
then simultaneously used to determine dirty sectors, implying that sectors with high
abatement costs are sectors that are using a lot of dirty inputs.13 Consequently, such
papers analyze whether sectors facing high abatement costs experience changes in
trade flows.

However, less dirty sectors may also use dirty goods as inputs and, thus, may as
a consequence of tighter policy regulation and increased domestic prices import rel-
atively more of the dirty goods. For instance, several primary and tertiary sectors
regularly purchase from energy and emission intensive industry sectors. The agri-
cultural sector manures the crop area using fertilizer and applies pesticides from the
chemicals sector; the construction sector uses steal and cement products; and a number
of service sectors consume paper and pulp in considerable amounts. Table 1 exempli-
fies the situation for intermediate goods purchases from the chemicals and the metals
sector for the analyzed dataset. Not only are significant amounts of intermediate goods,

Footnote 12 continued
policy measures is, for example, given in Rose (2004). He classifies 68 different indicators into seven
categories, namely outcome-based measures of trade openness, adjusted trade flows, tariffs, non-tariff
barriers, informal or qualitative measures, composite indexes, and measures based on price outcomes.
13 Cole and Elliot (2003) reveal for US industry sectors that pollution-intensive sectors face high pollution
abatement costs per value added and are relatively capital intensive.
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Table 1 Aggregate use of output from the chemicals and the metals sector in the 28 analyzed countries in
2009b

Purchases of output from

Purchases by ISIC Rev. 3.1 Purchases
of domestic
outputa

Imports
of foreign
outputa

Total
intermediate
usea

Share of total
intermediate use
relative to purchases
from all sectors (%)

Chemicals and chemical products sector

Primary sector A–B (01–05) 33 25 58 8.5

Secondary sector C–E (10–41) 557 365 922 6.9

Tertiary sector F–O (45–93) 227 134 360 1.8

Sum A–O (01–93) 817 524 1341 3.9

Basic metals and fabricated metal sector

Primary sector A–B (01–05) 6 2 8 1.2

Secondary sector C–E (10–41) 1229 423 1652 12.3

Tertiary sector F–O (45–93) 381 101 482 2.4

Sum A–O (01–93) 1616 526 2142 6.3

a In current billions of US dollars
b Self-prepared using WIOD (2012b)

that are purchased from these two sectors, imported (39.1 and 24.6%, respectively),
but also non-industry sectors buy a substantial share of the intermediates (31.2 and
22.9%, respectively).

Therefore, the augmented model will test whether sectors facing strict climate
policy regulation, in general, experience changes in trade flows and to what extent
these impacts are higher for dirty sectors. Thereby, Eq. (6) can be used to test for
pollution haven effects only and Eq. (7) models both the pollution haven effect and
the hypothesis:

NIict
yict

= ηi + ηc + ηt + β1ZE,ict + β2TOict + β4ZE,ict
xDirty,it
yit

+ δ1
CapCompict

yict

+ δ2
HSLaborict

yict
+ δ3

MSLaborict
yict

+ δ4
LSLaborict

yict
+ εict (6)

NIict
yict

= ηi + ηc + ηt + β1ZE,ict + β2TOict + β3 Z̄E,icTOict + β4ZE,ict
xDirty,it
yit

+β5 Z̄E,icTOict
xDirty,it
yit

+ δ1
CapCompict

yict
+ δ2

HSLaborict
yict

+ δ3
MSLaborict

yict
+ δ4

LSLaborict
yict

+ εict (7)

Compared to Eqs. (4) and (5), a clear differentiation between strictly regulated sectors
and dirty sectors is employed by changing both the unit of measurement of regulatory
stringency and the identification of dirty sectors. On the one hand, instead of the total
shadow costs per output, i.e., P = ZExE/y, the shadow prices ZE are directly used to
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reflect climate policy stringency. The shadow prices are measured in pollution abate-
ment costs per unit of emission relevant energy use. This allows taking into account
that clean sectors may face stricter regulation than dirty sectors in the form of higher
prices for emission relevant energy, while at the same time the dirty sectors’ aggre-
gate abatement costs may be comparatively higher.14 On the other hand, it becomes
necessary to discriminate between dirty and non-dirty sectors, because the stringency
measure does not automatically do that anymore. Dirty sectors are identified using the
average sectoral intensities of carbon dioxide emissions and emission relevant energy
use, which are denoted xDirty /y in Eqs. (6) and (7). Specifically, from an output per-
spective and in the context of climate change this paper classifies a sector as dirty if its
average sectoral carbon dioxide emission intensity xCO2 / y is relatively high compared
to the ones of the other sectors. Likewise, from an input perspective a sector is regarded
as dirty if its average emission relevant energy use intensity xE / y is relatively high.
Using average sectoral values across the set of 28 countries acknowledges that some
sectors are dirtier than others, whereas the same sector in different countries can have
various pollution intensities, e.g., due to different available technologies and policy
stringencies.

This clear differentiation between pollution and regulation facilitates the inclusion
of non-manufacturing sectors. In contrast to previous research that predominantly
looks at industry or manufacturing sectors, the augmented model is analyzed using
data not only on the secondary sectors, but also on the primary and tertiary sectors.
Hence, imports of potentially dirty goods to a larger number of less dirty sectors, like
many service sectors, can be incorporated.

In order to analyze if changes in climate policy regulation have a larger impact
on the net imports of dirty sectors, the additional interaction terms with the average
pollution intensity xDirty/y are included in Eqs. (6) and (7). Following the reasoning in
Sect. 2, evidence for dissimilarities between dirty sectors and other sectors concerning
pollution havens is provided by the partial derivatives with respect to the pollution
intensity. In specific, the additional pollution haven effect for dirty sectors is given
by ∂2 (NI/y) /

(
∂

(
xDirty/y

)
∂ZE

)
and the corresponding pollution haven hypothesis

is provided by ∂3 (NI/y) /
(
∂

(
xDirty/y

)
∂TO∂ Z̄E

)
.15 Thus, positive and significant

coefficients β̂4 and β̂5 provide respective evidence for a stronger impact of climate
policy regulation regarding the pollution haven effect and hypothesis for dirty sectors.
Similarly, β̂1 and β̂3 indicate whether sectors facing strict climate policy regulation,
in general, experience a pollution haven effect or are prone to the pollution haven
hypothesis. The overall pollution haven effect is then given by ∂ (NI/y) /∂ZE =
β1 + β4xDirty/y, whereas overall evidence for the pollution haven hypothesis can be
revealed by determining ∂2 (NI/y) /

(
∂TO∂ Z̄E

) = β3 + β5xDirty/y.

14 For instance, in the case of the German support of renewable energies the costs are passed on to clean
industries and consumers, whereas energy-intensive firms are partly relieved from the financing and have
to pay lower energy prices per kilowatt hour (Diekmann et al. 2012).
15 As before, the impact of the regulatory stringency determines the pollution haven effect and the pollution
haven hypothesis is analyzed based on the impact of the sector- and country-specific but time-invariant
average regulatory stringency.
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3.2 Shadow price measure of climate policy stringency

Quantifying the regression coefficients in Eqs. (4)–(7) requires a measure of the strin-
gency of environmental regulation in general and climate policy in specific. Brunel
and Levinson (2016) group and evaluate the existingmeasurement approaches.16 They
come to the conclusion that the majority of the used approaches in empirical litera-
ture faces conceptual problems or has a limited applicability. Common disadvantages
range from the missing availability on the sectoral level to the lacking comparability
in a multi-country setting and the challenge to fully reflect the multi-dimensionality
of policy regulation.

The shadow price approach, which determines regulatory stringency by estimating
private sector abatement costs, overcomes the shortcomings listed above.17 At the same
time, it has only few weaknesses, namely the dependence on the selected functional
form of the cost function and the use of cost data for existing firms in the markets.
van Soest et al. (2006) apply the cost function approach to environmental policy
stringency by considering energy as a polluting input. Their analysis is furthered by
Althammer and Hille (2016), who determine an internationally comparable shadow
price measure of climate policy stringency based on sector-specific emission relevant
energy costs.Althammer andHille’s (2016) indicatormasters themulti-dimensionality
of climate policy by reflecting any policies that change the shadow price of carbon-
related energies. This includes, for instance, taxes on carbon-related inputs and
tradeable permits. Moreover, the measure can cope with integrated technologies
improving the firm’s energy efficiency, the impact of regulation on investments, and
general equilibrium effects including changes in the demand for non-polluting inputs,
because they all affect the shadow price. Given the focus on global pollutants, this
paper will follow Althammer and Hille (2016) and estimate the shadow prices of
emission relevant energy as the consistent measure of policy stringency.

In order to indirectly estimate firm’s or sector’s pollution abatement costs, the
shadow price approach makes use of microeconomic theory and the choices made by
corporation revealing their profitmaximizing behavior. The shadowprice of a polluting
input is, ceteris paribus, defined as the potential reduction in outlays spent on other
variable inputs, which can be realized by using an additional unit of the polluting input
(van Soest et al. 2006). In other words, if the price for a polluting input is relatively
low, like in the case of no regulation, it is beneficial for firms to increase the use of
the polluting input so that total expenditures decrease. In the case of a more stringent
regulation, the price for the polluting input is relatively higher and firms will use less
of the polluting input (Brunel and Levinson 2016). Hence, climate policy drives a
wedge λE between a corporation’s or the sector’s shadow price ZE for an additional

16 For a detailed overview on the different approaches that researchers have used to measure the strin-
gency of environmental policy and climate policy see Brunel and Levinson (2016) or Althammer and Hille
(2016). The former group the approaches into five categories, namely private sector abatement costs, direct
assessments of individual regulations, composite indexes, measures based on pollution and energy use, and
measures based on public sector expenditures or enforcement.
17 An overview of the strengths of the shadow price approach is given in van Soest et al. (2006) and
Althammer and Hille (2016).
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unit of the polluting input E and its undistorted market price pE (Morrison Paul and
MacDonald 2003; van Soest et al. 2006):18

ZE,ict = αE pE,it + λEDict (8)

As thewedgeλE and the shadowprice ZE summarize the hidden effects of all direct and
indirect regulations both can serve as a measure of policy stringency (Althammer and
Hille 2016). While a positive wedge and a comparatively high shadow price indicate
a restrained usage of the polluting input and higher abatement costs compared to the
market average, a negative wedge and a comparatively low shadow price are a sign
for a subsidized usage. Thus, the wedge is a pure measure of differences in policy
stringency and the shadow price includes overall market changes in stringency.

The shadow prices are determined by estimating a firm’s or a sector’s cost function
based on the revealed behavior, i.e., the levels of output and the prices as well as
quantities of the inputs, except for the price of the polluting input. This is a valuable
characteristic, as it implies that the estimated shadow price measure reflects the actual
stringency faced by the firms in the market rather than the mere variability of the
implemented policies that may not be as heterogeneous. This paper applies Morri-
son’s (1988) Generalized Leontief variable cost function to two variable inputs. After
assuming long-run constant returns to scale (Morrison 1988) and insignificant time
trends (van Soest et al. 2006) the variable cost function C reads as follows:

Cict = yict
[
αLL p

0.5
L,ict + αLE p

0.5
L,ictZ

0.5
E,ict + αEEZ

0.5
E,ict

]
+ αLK y

0.5
ict pL,ictx

0.5
K,ict

+αEK y
0.5
ict ZE,ictx

0.5
K,ict + αKK pL,ictx

0.5
K,ict + αKKZE,ictx

0.5
K,ict (9)

Here, y is the output, pL is the price of the fully variable input labor L , and ZE is
the shadow price of emission relevant energy E, the variable input where, e.g., due to
climate regulation the shadow price may be different to the market price. The stock
of the quasi-fixed capital K is specified by xK.

In order to estimate the coefficients α of the cost function, factor demand functions
of the two variable inputs are computed with the help of Shephard’s lemma.Moreover,
each factor demand function is divided by the output to make different sector sizes
comparable:

xL,ict

yict
= 1

yict

∂Cict

∂pL,ict
= 0.5αLL

1

p0.5L,ict

+ 0.5αLE
Z0.5
E,ict

p0.5L,ict

+ αLK
x0.5K,ict

y0.5ict

+ αKK
x0.5K

yict

(10)

18 Equation (8) represents the final specification of the shadow price equation, which is estimated in the
system of seemingly unrelated regressions to quantify the measure of climate policy stringency. D is a
country-, sector-, and time-specific dummy variable and αE as well as λE are the respective regression
coefficients. Given the limited number of degrees of freedom, the time-specific effect is structured in five
equivalent three-year time periods.
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and

xE,ict

yict
= 1

yict

∂Cict

∂ZE,ict
= 0.5αEE

1

Z0.5
E,ict

+ 0.5αLE
p0.5L,ict

Z0.5
E,ict

+ αEK
x0.5K,ict

y0.5ict

+ αKK
x0.5K

yict

(11)

The system of the three Eqs. (8), (10), and (11) is estimated using seemingly unrelated
regressions, a method introduced by Zellner (1962) that facilitates the estimation
of common coefficients across different equations. Table 2 depicts the coefficient
estimates of the system of equations. Given the large size of the dataset consisting
of 33 sectors in 28 countries, the exemplary results of two energy-intensive sectors,
namely the chemicals and chemical products as well as the basic metals and fabricated
metal sector, are presented for a set of seven countries at different development stages
from across the world.19 The two sectors are among the commonly deemed ones that
are exposed to a significant risk of carbon leakage and, hence, are in particular expected
to be prone to changes in the climate policy stringency (European Commission 2012).

In order to validate the specification of the system of equations, both the signs of
the own-price effects of the variable inputs and the second-order partial derivatives
of the cost function (9) need to be checked. With regard to the direct effects αEE and
αLL of the variable inputs energy and labor all coefficients are estimated to be positive
and highly significant, implying that variable costs rise given a price increase in either
one of the variable inputs. Moreover, the second-order partial derivatives reveal that
the global convexity condition concerning the quasi-fixed input capital along with the
global concavity condition concerning the variable input prices of energy and labor
are fulfilled.

With the help of the estimated coefficients the sector-specific wedges λE and the
shadow prices ZE, which both can serve as a measure of climate policy stringency,
can be quantified. For example, in the case of Germany positive and highly significant
wedges are reported in Table 2 for the chemicals sector throughout the analyzed time
period, whereas the estimated wedges of the metals sector change from a negative and
highly significant coefficient until 1997 to positive and highly significant values. This
can be interpreted such that the chemicals sector has continuously been confronted
with a relatively restrictive climate policy. In contrast to that the stringency faced by the
German metals sector indicates that it started out with a slight preferential treatment
compared to the metals sectors in the other 27 countries. Yet, over time the stringency
rose and altered to a comparatively strict climate policy from 1998 onwards.

In Table 3 all 28 countries are ranked based on the average shadow prices in the
chemicals and the basic metals sector.20 Compared to the earlier shadow price esti-
mates of van Soest et al. (2006) for the years 1978–1996 as well as Althammer and
Hille (2016) for the years 1995–2009, the values are in a similar range and partly
larger. While the higher values may be attributed to the later base year used in this

19 Further regression estimates are available upon request.
20 The rankings remain unchanged when the countries are ordered based on the average wedges.
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Fig. 2 Development of the wedges for selected countries for the chemicals and metals sector.
Note: a In thousands of 2005 US dollars per ton of oil equivalent

paper and the rising importance of environmental protection since the late 1970s, the
comparable results confirm the reliability of the estimates. In general, the rankings are
more or less consistentwith popular opinions about climate policy regulation.Whereas
Germany as a representative of the Western European countries is placed among the
forerunners regarding climate policy stringency (7th and 10th strictest regulation out
of 28 countries), the firms in the USA face comparatively lower abatement costs (22nd
and 21st). Interestingly in particular former transition economies such as Poland (26th
and 26th) and to some extend also newly industrialized countries are among the coun-
tries with the lowest stringency. For countries like Poland, this can be partly explained
by the large share of emission relevant energy being produced from cheap coal and
may provide incentives for the relocation of dirty industries. Table 3 also reports the
respectiveminimumandmaximum shadowprices between 1995 and 2009 indicating a
substantial variation of the measure over time. This impression is confirmed by Fig. 2,
which displays the temporal development of the estimated wedged of the chemicals
and the metals sector. Overall, the wedges and the shadow prices seem to be hetero-
geneous not only across countries, but also across sectors and over time. Both van
Soest et al. (2006) and Althammer and Hille (2016) support this finding by compar-
ing the estimated shadow price measure to alternative measures of environmental and
climate policy stringency. They find that the variability of the wedges and the shadow
prices may help explaining differences in international competitiveness on the sectoral
level.

In this paper, the shadow prices ZE will be used as the measure of climate policy
stringency, because besides differences between the specific stringencies they include
overall changes in the market average stringency—i.e., the shadow prices of emission
relevant energy are a more holistic measure of climate policy stringency. Nevertheless,
it should bementioned that when thewedge coefficients are used instead of the shadow
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prices, analogous evidence is revealed with regard to both the pollution haven effect
and the hypothesis.

3.3 Potential endogeneity of environmental policy and trade openness

As introduced in the literature review, the more recent research analyzing the rela-
tionship between environmental policy and trade flows often treats measures of
environmental policy as endogenous. The same holds true with regard to the liter-
ature on the impact of trade openness on trade flows in general and on the trade
balance in specific.

Regarding environmental policy stringency an endogeneity problem may arise,
because the pollution haven effect predicts that environmental regulation influences
the economic activity, e.g., in the form of trade flows. However, the opposite may
also be true. For instance, trade can increase income, which in turn may raise vot-
ers’ demand for the normal good environmental quality and the desire for a stricter
environmental regulation. Ignoring this simultaneously between the economic activity
and environmental regulation is one potential reason why the pollution haven effect
and hypothesis estimates may be downward biased. Alternative explanations for the
downward bias are given by Ederington et al. (2005), who show that the estimated
pollution haven effects become larger when distinguishing between industrialized and
developing countries and accounting for transportation costs.

Problems of endogeneity may also arise between trade openness and net imports
per output, the response variable in the pollution haven models (4)–(7). The impact
of trade openness on the trade balance has, for instance, been analyzed because of the
concern that trade liberalization in developing countries may result in a deterioration
of their trade balance (Santos-Paulino and Thirwall 2004). At the same time, the level
of trade openness may be influenced by the trade pattern. For example, driven by
trade imbalances, by a fear of dirty or unsecure goods imports from abroad, and to
protect infant industries from import competition policy makers may want to adjust
tariff rates.

Endogeneity of the explanatory variables environmental policy and trade openness
has been controlled for in mainly three different ways: First, panel data combined
with fixed effects or first differencing can be used to avoid an endogeneity bias. This
is in particular frequently applied in gravity models estimation (Baier and Bergstrand
2007; Baier et al. 2014). Second, the endogeneity can be addressed by estimating
instrumental variables. Regarding environmental policy stringency, a recent overview
on the instrumental variables employed is provided by Millimet and Roy (2016).
Concerning trade openness, early approaches are Trefler (1993) and Lee and Swagel
(1997), who use instrumental variables to account for endogeneity of non-tariff bar-
riers. Yet, in the case of regressions analyzing the impact of trade liberalization on a
trade-related response variable the instrumental variable approach has one important
limitation. Namely, in order to control for endogeneity, the instrumental variable is in
such a setting usually only capable to reflect one dimension of trade policy at a time,
i.e., one instrumental variable is needed for the tariff barriers, one for the non-tariff
barriers etc.. As this paper aims at analyzing the impact of changes in trade open-
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ness with the help of one holistic indicator, the instrumental variable estimation is
not regarded as a suitable approach. Third, studies frequently apply GMM estimators
to deal with potentially endogenous variables (Managi et al. 2009; Santos-Paulino
and Thirwall 2004). Such estimators use lagged values of the potentially endogenous
variables as instruments to control for endogeneity. Hence, potential endogeneity of a
single aggregate trade openness variable can be rather easily controlled for.

Therefore, this paper applies a GMM estimator to estimate Eqs. (4)–(7). Specifi-
cally, a dynamic panel GMM estimator, which was developed by Arellano and Bover
(1995) and Blundell and Bond (1998), is used. The estimator furthers Holtz-Eakin
et al. (1988) and Arellano and Bond (1991). It is designed for situations with many
individuals and rather few time periods, with heteroscedasticity and autocorrelation
within individuals, and with fixed effects. In addition, Windmeijer’s (2005) finite-
sample correction is applied to make the two-step robust estimations more efficient.

4 Data

In order to estimate both the pollution haven model and the shadow price measure of
climate policy stringency, a multi-country, sector-specific panel dataset is compiled
for the years 1995–2009. The majority of variables are determined on the basis of data
provided by the World Input–Output Database (WIOD 2012a, b, c). Complementary
energy price and capital investment data, which are needed for the shadow price
estimation, are obtained from the International Energy Agency (2013) and the Penn
World Tables (2011, 2012), respectively. The OECD (2012a, b) provides exchange
rates and country-specific price indices.

As the WIOD (2012c) only provides capital stock data until the year 2007 and as
sector-specific energy prices are not available in general, both variables need to be
estimated. The capital stocks are determined with the help of the perpetual inventory
method, as explained in Caselli (2005), using the capital investment data from the Penn
World Tables. Afterwards the obtained country-level estimates are disaggregated to
the sectoral level via the sector’s shares in the total national capital stock as reported
in theWIOD.21 Concerning the second variable, i.e., the sector-specific energy prices,
the estimation procedure of Althammer and Hille (2016) is followed. They determine
sector-specific energy prices for emission relevant energy based on aweighted average
of the prices of seven energy carriers, the overall energy price development, and the
respective sectors’ emission relevant energy use.

Lastly, allmonetary variables are converted into 2005USdollars using the exchange
rates from the OECD as well as country- and sector-specific deflators. Given that the
pollution haven model analyzes misdirecting incentives for investors or plant own-
ers, prices are not calculated in purchasing power parities. An overview of the final
variables and their units of measurement is given in Table 8 in “Appendix 1”.

21 TheWIOD data are not used directly to determine the country-level capital stocks, because extrapolating
the data using prior growth rates seems problematic given the potential negative consequences of the world
financial crisis starting in 2008.
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Table 4 Country overview (in
total 28 countries) Asia and Oceania (4 countries)

Australia, Japan, Korea, Turkey

Americas (3 countries)

Canada, Mexico, USA

Eastern Europe (6 countries)

Czech Republic, Estonia, Hungary, Poland, Slovak Republic,
Slovenia

European Union 1995 (15 countries)

Austria, Belgium, Denmark, Finland, France, Germany, Greece,
Ireland, Italy, Luxembourg, Netherlands, Portugal, Spain, Sweden,
UK

The final dataset is comparatively large and covers sector-specific information on
33 primary, secondary, and tertiary sectors for a set of 28 OECD countries from 1995
to 2009. The sectors and countries are in correspondence with the structure of the main
data sourceWIOD.22 Because of the limited data coverage on energy prices and capital
stocks, several countries from the original database along with the air transport and the
private households sector with employed personnel had to be excluded. A list of the
included nations is provided in Table 4. Not only developed countries, but also newly
industrialized countries likeMexico and Turkey and former transition economies from
Eastern Europe are included. Hence, the dataset allows testing for the existence of
pollution havens on an international basis and includes the effects of the opening of
former Eastern Bloc countries along with the implementation of the Kyoto protocol.

5 Results and discussion of the pollution haven models

By applying the dynamic panel GMM estimator, first, the two specifications of the
classic model (4) and (5) are estimated using manufacturing data. Then, with the help
of the augmented model the same data are used to test specifications (6) and (7) for the
existence of pollution havens. Lastly, the augmented model is estimated again using
an extended dataset that includes all 33 primary, secondary, and tertiary sectors.

5.1 Results of the classic pollution haven model

The results of the classic approach are shown in Table 5. The specification in column
(I) tests the pollution haven effect only. With regard to the impact of the shadow costs
of emission relevant energy per output P on the net imports per output, a positive
and highly significant coefficient is estimated. Hence, a rise in the costs associated

22 Table 9 in “Appendix 2” provides an overview of the 33 included sectors. The sectors are structured using
the division-level ISIC Rev. 3.1. While sector-specific data certainly represent an improvement compared to
prior multi-country studies, it needs to be acknowledged that some limitations remain due to the aggregation
of sectors.

123



Pollution havens: international empirical evidence using a. . . 1159

Table 5 Regression results of the pollution haven Eqs. (4) and (5) for the manufacturing sectors

Net imports/output

(I)a (II)a

P = ZE · xE/y 5094.19* 11,152.21**

(2801.87) (5013.87)

TO −0.42*** −0.33***

(0.07) (0.09)

P̄ · TO −10.19

(6.87)

CapComp/y −1208.31*** −1278.62***

(353.56) (361.88)

HSLabor/y −1557.01** −1437.48***

(625.48) (548.77)

MSLabor/y −2100.91*** −2194.56***

(430.29) (428.87)

LSLabor/y −1126.74*** −1178.08***

(363.11) (369.90)

Constant 512.28*** 463.42***

(78.03) (75.89)

Number of observations 5737 5737

Wald testb [0.000] [0.000]

Difference-in-Hansen testb C statistic [0.711] [0.938]

Arellano–Bond test for AR(1)b [0.011] [0.010]

Arellano–Bond test for AR(2)b [0.347] [0.371]

* p < 0.10; ** p < 0.05; *** p < 0.01
a Heteroscedasticity-corrected standard errors are reported in brackets () below the respective coefficient
estimate. Numbers in brackets [] are p values
b The Wald test analyzes the joint significance of the regressors. The difference-in-Hansen test C statistic
tests the validity of the instruments, whereas the null hypothesis is that the instruments are exogenous. The
p values of the Arellano–Bond test for no serial correlation are displayed for the first- and second-order
lags of the instruments

with climate policy stringency coincides with a relative increase in net imports. This
provides first evidence for a climate policy-induced pollution haven effect.

In order to interpret the magnitude of the coefficient and to provide a value that
is comparable across the different models, an elasticity of net imports is calculated
following the methodology in Levinson and Taylor (2008). As a regular elasticity of
net imports is certainly not very meaningful to compare coefficients,23 they determine
a unit-free indicator of the responsiveness of trade to policy stringency that does not
depend on the initial value of net imports. Specifically, Levinson and Taylor (2008,
p. 253) estimate lower and upper bounds of “the sum of the absolute values of the

23 For instance, if net imports are zero, a regular elasticity of net imports is going to infinity.
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elasticities of imports and exports with respect to” the policy stringency by attributing
the change in net imports entirely to changes in either gross imports or gross exports.
In Table 10 in “Appendix 3” the lower and upper boundaries are reported for the two
exemplary sectors used before, namely the chemicals and the metals sector. For the
chemicals sector an elasticity of net imports of 0.059 is determined if the change in net
imports is completely attributed to changes in gross exports. If the changes are com-
pletely attributed to gross imports the respective elasticity amounts to 0.144. Likewise
for the basic metals sector the lower and upper bounds of the elasticity are 0.079 and
0.130. These elasticity estimates of the specification testing the pollution haven effect
only are generally smaller than the ones of Levinson and Taylor (2008). They consider
the impact of pollution abatement costs per value added on the net imports per value
shipped and approximate elasticities for an average US manufacturing sector ranging
between 0.17 and 0.67. This indicates that the specific impact of climate regulation on
trade flows is potentially smaller than the one of the broader environmental regulation.

Concerning the control variables, a negative and highly significant coefficient is
estimated for trade openness TO for all specifications and models. The coefficient
estimates suggest that for the set of included countries, economies with sectors
that experienced increases in trade openness between 1995 and 2009 tended to be
net exporters. Similarly, the coefficient estimates of the Heckscher–Ohlin variables
are negative and highly significant across all specifications and models, indicat-
ing that a rise in the capital and labor intensities is associated with lower net
imports per output. The coefficients of the capital and labor intensities are not fur-
ther interpreted given that the variables are regressed on net imports and, thus,
no specific signs are expected for the estimates. Instead, as the coefficients are
robust to changes in the specification, following earlier literature the Heckscher–
Ohlin variables are kept to control for heterogeneity across sectors (Ederington et al.
2004).

Moreover, the validity of the instruments needs to be assessed by testing
for autocorrelation and over-identifying restrictions. On the one hand, autocor-
relation would indicate that the lags of the variables that are used as instru-
ments are in fact endogenous. While first-order serial correlation is generally
expected, no second-order serial correlation can be detected in any of the esti-
mated equations. Consequently, it can be concluded that the instruments are valid
with regard to potential autocorrelation. On the other hand, the difference-in-
Hansen test allows analyzing whether the instruments, as a group, are exoge-
nous. Also for this test the null hypothesis of exogenous instruments cannot be
rejected for all specifications and models. Hence, potential endogeneity of the
variables climate policy stringency and trade openness is sufficiently controlled
for.

Column (II) in Table 5 reports the estimates of the classic model for the second
specification, which jointly tests the existence of a pollution haven effect and the pol-
lution haven hypothesis. As in the first specification, positive and highly significant
coefficients are estimated for the shadow costs of emission relevant energy per out-
put P , providing further support for a climate policy-induced pollution haven effect.
Yet, the magnitude of the effect is larger than in the first specification, which is also
reflected in the lower and upper bounds of the net import elasticities. While, for the
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chemicals sector the elasticity of net imports ranges between 0.130 and 0.314, the
corresponding values of the basic metals sector lie between 0.172 and 0.284. Con-
trary to that, the interaction effect of the average sectoral climate policy stringency
and trade liberalization P̄ · TO is negative but not significant on the ten percent level.
In other words, increases in trade openness do not have a larger positive impact on
the net imports of sectors facing higher shadow costs of emission relevant energy
per output. Hence, the results of the classic model do not support the stronger pol-
lution haven hypothesis, confirming the findings of earlier research presented in
Sect. 2.2.

5.2 Results of the augmented pollution haven model

In order to compare how the results change when separate measures are included for
policy stringency and pollution intensity, the augmented model is first estimated using
manufacturing data only. While it is expected that the augmented model provides new
evidence for a pollution haven effect that is also present for non-dirty sectors, meaning
a sector’s net imports rise in general when facing a more stringent policy regulation, it
is also likely that such results are subject to the inclusion of sectors with a large range
of pollution intensities. Hence, the augmented model is expected to provide more
reasonable estimates for the general impact of policy stringency, if the analysis also
contains non-manufacturing sectors. In Table 6 the results of the augmented model
using manufacturing data only are shown for the two different measures of pollution
intensity, namely the carbon dioxide emission intensity and the emission relevant
energy intensity. In general, for the same specification the coefficient estimates of the
same variables have the same signs with comparable magnitudes for both pollution
intensities.

In columns (III) and (V), which test the pollution haven effect only, significantly
negative coefficients are reported for the general impact of the shadow prices ZE
on the net imports per output. Contrary to that, the coefficients of the interaction
effect of the shadow price and the average sectoral pollution intensity ZExDirty/y
are significantly positive. The negative coefficients of the general impact of climate
policy stringency may at the first sight be regarded as counterintuitive. Yet, for a set
of manufacturing sectors it seems reasonable that the extent of pollution intensity
largely determines the magnitude of the overall pollution haven effect. The negative
coefficients for the shadow prices suggest that there exists no general pollution haven
effect for these sectors. Rather the opposite is true if the isolated impact of policy
stringency is considered without taking the sector’s pollution intensity into account.
Overall, as the pollution intensities of the manufacturing sectors are compared to the
majority of primary and tertiary sector relatively high, the positive interaction effect
outweighs the negative general effect for an average manufacturing sector.

Given that the sizes of the effects of the classic and the augmented model are not
directly comparable, the net import elasticities with respect to the overall impact of
climate policy stringency are again approximated following the equivalent approach
introduced for the classic model. The determined elasticities are mainly somewhat
smaller than in the corresponding classic model in column (I) in Table 5. For instance,
for the emission relevant energy use intensity estimates the lower and upper boundaries
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Table 6 Regression results of the pollution haven Eqs. (6) and (7) for the manufacturing sectorsc

Net imports/output

Dirty sectors based on
average sector:

C02 emission intensity Emission relevant energy usage intensity

(III)a (IV)a (V)a (VI)a

ZE −63.26*** −86.48*** −62.47*** −112.28***

(20.06) (25.49) (21.75) (33.83)

TO −0.40*** −0.44*** −0.42*** −0.47***

(0.03) (0.09) (0.03) (0.08)

Z̄E · TO 0.08 0.13

(0.10) (0.11)

ZE · xDirty/y 0.20*** 0.27*** 8.61*** 14.61***

(0.05) (0.06) (2.19) (4.20)

Z̄E · TO · xDirty/y −0.00 −0.01

(0.00) (0.01)

CapComp/y −1110.08*** −1166.79*** −957.70*** 1,006.63***

(233.60) (222.81) (245.01) (223.08)

HSLabor/y −1110.08*** −1166.79*** −957.70*** −1006.63***

(427.55) (423.43) (410.81) (411.59)

MSLabor/y −1906.18*** −1887.04*** −1820.16*** −1786.47***

(312.79) (314.22) (304.74) (321.74)

LSLabor/y −1483.95*** −1681.60*** −1396.86*** −1630.54***

(352.70) (368.01) (352.91) (372.28)

Constant 552.52*** 578.43*** 529.87*** 552.10***

(66.78) (70.67) (66.80) (65.91)

Number of
observations

5737 5737 5737 5737

Wald testb [0.000] [0.000] [0.000] [0.000]

Difference-in-Hansen
testb C statistic

[0.903] [0.953] [0.860] [0.924]

Arellano–Bond test
for AR(1)b

[0.012] [0.011] [0.012] [0.010]

Arellano–Bond test
for AR(2)b

[0.294] [0.298] [0.292] [0.295]

* p < 0.10; ** p < 0.05; *** p < 0.01
a Heteroscedasticity-corrected standard errors are reported in brackets () below the respective coefficient
estimate. Numbers in brackets [] are p values
b The Wald test analyzes the joint significance of the regressors. The difference-in-Hansen test C statistic
tests the validity of the instruments, whereas the null hypothesis is that the instruments are exogenous. The
p values of the Arellano–Bond test for no serial correlation are displayed for the first- and second-order
lags of the instruments
c Given the limited degrees of freedom, the number of included lags of the potentially endogenous variables
is restricted to 7years
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of the chemicals sector are 0.037 and 0.090.24 Likewise, for the basic metals sector
the elasticity of net imports ranges between 0.046 and 0.075.

The evidence on the pollution haven effect is similar in columns (IV) and (VI) in
Table 6 representing the specification that simultaneously tests for the pollution haven
effect and the hypothesis. While the estimated general effect of the shadow prices
ZE on the net imports is again significantly negative, the interaction effect between
the shadow price and the average sectoral pollution intensity ZExDirty/y goes into
the opposite direction. This results overall in positive net import elasticities and, in
particular for the dirty sectors, like in the classic model in slightly larger elasticities
compared to the specification that tests the pollution haven effect only. Specifically, in
the case of column (VI) the net import elasticities range between 0.057 and 0.138 for
the chemicals sector and between 0.069 and 0.114 for the metals sector. Concerning
the pollution haven hypothesis the coefficients of both the general effect Z̄E · TO
and the interaction effect Z̄E · TO · xDirty/y, reflecting an additional adverse effect
for dirty sectors, are insignificant for both pollution intensities. Thus, an increase in
trade liberalization does neither have a stronger impact on the net imports of sectors
facing a comparatively stringent climate regulation nor on the subset of sectors that, in
addition, have a high pollution intensity. Again no support for the stronger pollution
haven hypothesis is revealed. This indicates that the costs associated with climate
policy are not sufficiently higher for dirty sectors compared to the ones of an average
manufacturing sector to bring about a distinct incentive for plant relocations of the
dirty goods production. Climate policy appears to be only one factor among others to
influence the sectoral trade balance.

After comparing the results of the classic model to the one of the augmented model
using manufacturing data only, the augmented models are analyzed using data on
primary, secondary, and tertiary sectors. The respective results are provided in Table 7.
As can be seen, the coefficient estimates of the same variables have similar magnitudes
in the same specification and are robust across the two different pollution intensities.

When testing the pollution haven effect only in columns (VII) and (IX), the coeffi-
cients of the direct impact of the shadow prices ZE increase compared to the results in
Table 6 and are estimated to be positive and significant. At the same time, the interac-
tion effect of the shadowprice and the pollution intensity ZExDirty/y is less pronounced
but still significant. This change can be attributed to the fact that sectors with a larger
range of pollution intensities, i.e., also non-manufacturing sectors with rather low pol-
lution intensities, are included in the analysis. It indicates that not only manufacturing
industries but also non-manufacturing sectors may be affected by changes in climate
policy stringency. Hence, the results provide evidence for a general pollution haven
effect that is also present for non-dirty sectors. A sector’s net imports per output tend
to rise regardless of its pollution intensity if the sector faces an increase in the shadow
price of emission relevant energy. In addition, the climate policy-induced pollution
haven effect is stronger for dirty sectors, namely sectors with a high carbon dioxide

24 In Table 10 in “Appendix 3” the elasticities of net imports are for comparison reasons reported for
specifications including emission relevant energy use xE only, i.e., for the classic model using the shadow
costs of emission relevant energy P and for the augmented models relying on the emission relevant energy
use intensity xE /y. Further estimates are available upon request.
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Table 7 Regression results of the pollution haven Eqs. (6) and (7) for all sectors

Net imports/output

Dirty sectors based on
average sector:

C02 emission intensity Emission relevant energy usage intensity

(VII)a (VIII)a (IX)a (X)a

ZE 33.82*** 42.86** 32.53*** 38.81**

(7.79) (16.86) (7.35) (15.97)

TO −0.54*** −0.42*** −0.53*** −0.45***

(0.03) (0.09) (0.03) (0.09)

Z̄E · TO −0.09 −0.06

(0.12) (0.12)

ZE · xDirty/y 0.02* 0.07*** 0.68** 1.39***

(0.01) (0.02) (0.26) (0.41)

Z̄E · TO · xDirty/y −0.00*** −0.00

(0.00) (0.00)

CapComp/y −290.11*** −227.19*** −300.04*** −264.80***

(62.26) (62.14) (64.33) (59.94)

HSLabor/y −194.57** −215.03** −185.41** −202.51**

(78.51) (87.51) (77.47) (85.25)

MSLabor/y −874.28*** −655.18*** −903.27*** −785.42***

(181.22) (185.61) (191.73) (177.56)

LSLabor/y −438.87*** −318.38** −310.05** −238.87

(158.59) (154.40) (156.21) (163.52)

Constant 282.33*** 208.23*** 274.48*** 232.81***

(44.78) (48.61) (46.79) (45.61)

Number of
observations

13,552 13,552 13,552 13,552

Wald testb [0.000] [0.000] [0.000] [0.000]

Difference-in-Hansen
testb C statistic

[0.132] [0.362] [0.264] [0.269]

Arellano–Bond test
for AR(1)b

[0.001] [0.001] [0.001] [0.001]

Arellano–Bond test
for AR(2)b

[0.217] [0.211] [0.215] [0.218]

* p < 0.10; ** p < 0.05; *** p < 0.01
a Heteroscedasticity-corrected standard errors are reported in brackets () below the respective coefficient
estimate. Numbers in brackets [] are p values
b The Wald test analyzes the joint significance of the regressors. The difference-in-Hansen test C statistic
tests the validity of the instruments, whereas the null hypothesis is that the instruments are exogenous. The
p values of the Arellano–Bond test for no serial correlation are displayed for the first- and second-order
lags of the instruments

intensity or emission relevant energy intensity. Despite the changes in the coefficient
estimates, the net import elasticities for the two exemplary dirty sectors are still in a
similar range when data on all sectors is used in the specification testing the pollution
haven effect only. Precisely, the lower and upper bounds of the net import elasticities
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in column (IX) amount to 0.039 and 0.095 for the chemicals sector and to 0.054 and
0.089 for the metals sector.

The evidence on the pollution haven effect remains the same in the specification that
jointly tests the pollution haven effect and the hypothesis. In columns (VIII) and (X)
in Table 7 only the magnitude increases of both the general effect of the shadow prices
ZE and the interaction effect ZExDirty/y, which is dependent on the sector’s pollution
intensity. Consequently, these estimates provide additional support for a general pol-
lution haven effect, which is independent of the sector’s pollution intensity, and for a
stronger pollution haven effect regarding dirty sectors. As both effects increase, the
elasticities of net imports also rise. While the net import elasticity of the chemicals
sector in column (X) ranges between 0.053 and 0.129, the respective lower and upper
boundaries of the metals sector are 0.073 and 0.120. Thus, the elasticities are larger
than the ones in column (IX) testing the pollution haven effect only, but very similar
to the ones of the corresponding specification in column (VI) in Table 6 that uses
manufacturing data only. Moreover, the results in columns (VIII) and (X) reveal no
support for the stronger pollution hypothesis. Whereas the estimated coefficients of
the general effect Z̄E · TO are negative but not significant, the ones of the interaction
effect Z̄E · TO · xDirty/y are negative and in the case of the carbon dioxide emission
intensity even highly significant. Hence, the estimates are party contrary to the stronger
hypothesis that trade liberalization causes a special shift of dirty sectors to countries
with a weak climate policy regulation.

6 Conclusion

Given the ambiguous empirical results of previous research on global pollutants, this
paper tests whether support for a climate policy-induced pollution haven effect and the
pollution haven hypothesis can be found. Thereby, the paper includes several method-
ological novelties. First, Ederington et al.’s (2004) classical approach is extended to
a multi-country setting and tested using international panel data on manufacturing
sectors. Then, by arguing that trade flows of dirty goods to less dirty sectors may
also be influenced by changes in policy stringency, an augmented model is estimated
using not only manufacturing data, but also trade information on primary, secondary,
and tertiary sectors. In order to clearly differentiate in the augmented model between
dirty sectors and sectors with high pollution abatement costs, separate measures for
pollution intensity and policy stringency are implemented. For the latter a consis-
tent, internationally comparable, sector-specific measure of climate policy stringency
is estimated based on a shadow price approach. Potential problems of endogeneity
between climate policy stringency, trade openness and the respective trade balance
are controlled for by employing a dynamic panel GMM estimator.

The results of the classic approach exhibit international empirical evidence for a
climate policy-induced pollution haven effect concerning sectors facing a rise in the
shadow costs of emission relevant energy per output. Similarly, the estimates of the
augmentedmodel give rise for a stronger pollution haven effect regarding carbon diox-
ide intensive and emission relevant energy intensive sectors. This confirms the findings
of the more recent studies on global pollutants, which use energy prices as the measure

123



1166 E. Hille

of policy stringency and analyze manufacturing or industry sectors only. The results
are also similar to the more general research on the pollution haven effect, which
addresses unobserved heterogeneity across sectors as well as potential endogeneity
issues. In addition, the augmented model provides new evidence for a pollution haven
effect that is also present for non-dirty sectors, i.e., a sector’s net imports tend to rise in
general if the sector faces a higher shadow price of emission relevant energy. However,
in bothmodels no support is revealed for the hypothesis that trade liberalization causes
a special shift of dirty sectors to countries with weak climate policy stringency. Rather
the estimates are party contrary to the stronger pollution hypothesis and in that respect
similar to earlier analyses. Yet, unlike the majority of previous research the results
are based on a broad international sector-specific dataset including former transition
economies from Eastern Europe and newly industrialized countries like Mexico and
Turkey for the time period from 1995 to 2009. Hence, among other things, impacts
of the implementation of the Kyoto protocol in a multi-country setting are taken into
account.

The estimated results have valuable policy implications for climate agreement
negotiations as well as for the implementation and readjustment of emission trading
schemes. Even though climate policy-induced pollution haven effects are estimated
for both dirty and non-dirty sectors, the effects are rather limited and, in addition, no
support for the stronger pollution haven hypothesis can be found. This suggests that
the costs associated with climate regulation have not been sufficiently high enough
to bring about a distinct incentive for plant relocations of the dirty goods production.
Climate policy seems to be only one factor among others to impact trade flows. Given
that trade flows are closely connected to foreign direct investments, the same may
hold true with regard to the factors influencing new plant investment decisions. Con-
sequently, the political concerns about pollution havens for global pollutants or carbon
leakage are party valid, but appear to be somewhat exaggerated. This includes that
governments are, on the basis of the assumed adverse effects on the competitiveness,
frequently pressured to relieve energy-intensive sectors that are exposed to interna-
tional trade from the costs of climate regulation. For instance, Europeanmanufacturing
sectors lobby for a continuation of the free allocation of allowances within the E.U.
Emission Trading Scheme, because of the additional burdens associated with carbon
pricing. Thus, future negotiators may take into account that a stringent climate policy
results in increased net imports, in particular for dirty sectors, but the magnitude of
the effects of climate policy is relatively small.

Future research may refine the analysis in mainly two ways. First, despite the com-
paratively large coverage of the dataset, the number of countries, that are not highly
developed, can be further increased. Unfortunately countries like China, India, and
Brazil could not be included in this paper’s pollution haven analysis, because of the
limited data availability on energy prices. Yet, following the argumentation of Edering-
ton et al. (2005) the inclusion of developing countries and non-OCED countries allows
analyzing the trade flows between more countries at different stages of development
and, hence, helps to verify the impact of climate policy regulation. Second, the focus
on sector-specific bilateral trade and intra-national trade can potentially provide more
precise estimates than the analysis of aggregated sectoral trade flows. With regard to
intermediate goods, dirty sectors as well as less dirty sectors use both dirty goods
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and other goods for the further processing. While aggregated trade flows reflect this
characteristic, the use of aggregated trade flows to only analyze the impact of climate
policy stringency on the trade flows of dirty goods may result in downward biased
estimates. Therefore, a sector-specific analysis of the origin and destination of dirty
goods is expected to further clarify the extent of pollution havens.
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Appendix 1: Overview of the final variables

See Table 8.

Table 8 Used variables and their units of measurementa

Abbreviation Final variable Unit of measurement

Pollution haven model

NI Net imports Millions of 2005 US dollars

IMP Gross imports Millions of 2005 US dollars

EXP Gross exports Millions of 2005 US dollars

y Gross output Billions of 2005 US dollars

P Total costs of emission relevant energy use
per gross output

2005 US dollars per 2005 US dollars

ZE Shadow price of emission relevant energy Thousands of 2005 US dollars per
ton of oil equivalent

TO Trade openness 2005 US dollars per thousands of
2005 US dollars

xDirty : xCO2 Carbon dioxide emissions Kilotons

xDirty : xE Emission relevant energy use Millions of tons of oil equivalent

CapComp Capital compensation Billions of 2005 US dollars

HSComp High-skilled labor compensation Billions of 2005 US dollars

MSComp Medium-skilled labor compensation Billions of 2005 US dollars

LSComp Low-skilled labor compensation Billions of 2005 US dollars

Shadow price estimation

y Gross output Billions of 2005 US dollars

ZE Shadow price of emission relevant energy Thousands of 2005 US dollars per
ton of oil equivalent

λE Wedge between shadow price of emission
relevant energy and market average

Thousands of 2005 US dollars per
ton of oil equivalent

pE Sector-specific average market energy price Thousands of 2005 US dollars per
ton of oil equivalent

pL Average wage Thousands of 2005 US dollars

xK Capital stock Billions of 2005 US dollars

xL Employment Millions of man years worked

xE Emission relevant energy use Millions of tons of oil equivalent

a Dummy variables are not included in the overview
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Appendix 2: Sector overview

See Table 9.

Table 9 Included sectors and
the respective division-level
ISIC Rev. 3.1

ISIC Rev. 3.1 Sector

AtB (01t05) Agriculture, hunting, forestry, and fishing

C (10t14) Mining and quarrying

15t16 Food, beverages, and tobacco

17t18 Textiles and textile products

19 Leather, leather and footwear

20 Wood and products of wood and cork

21t22 Pulp, paper, printing, and publishing

23 Coke, refined petroleum, and nuclear fuel

24 Chemicals and chemical products

25 Rubber and plastics

26 Other nonmetallic mineral

27t28 Basic metals and fabricated metal

29 Machinery, nec

30t33 Electrical and optical equipment

34t35 Transport equipment

36t37 Manufacturing, nec; recycling

E (40t41) Electricity, gas and water supply

F (45) Construction

50 Sale, maintenance, and repair of motor vehicles and
motorcycles; retail sale of fuel

51 Wholesale trade and commission trade, except for
motor vehicles and motorcycles

52 Retail trade, except for motor vehicles and
motorcycles; repair of household goods

H (55) Hotels and restaurants

60 Inland transport

61 Water transport

63 Other supporting and auxiliary transport
activities; activities of travel agencies

64 Post and telecommunications

J (65t67) Financial intermediation

70 Real estate activities

71t74 Renting of M&Eq and other business activities

L (75) Public admin and defence; compulsory social
security

M (80) Education

N (85) Health and social work

O (90t93) Other community, social, and personal services
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Appendix 3: Estimates of the elasticity of net imports for the chemicals
and metals sector

See Table 10.

Table 10 Estimates of the elasticity of net imports with respect to changes in climate policy stringency for
specifications including emission relevant energy use xE following Levinson and Taylor (2008)

(I)a (II)a (V)b (VI)b (IX)b (X)b

Chemicals and chemical products

Based on exports (ξ2) 0.059 0.130 0.037 0.057 0.039 0.053

Based on imports (ξ1) 0.144 0.314 0.090 0.138 0.095 0.129

Basic metals and fabricated metals

Based on exports (ξ2) 0.079 0.172 0.046 0.069 0.054 0.073

Based on imports (ξ1) 0.130 0.284 0.075 0.114 0.089 0.120

a For columns (I) and (II) the elasticities are calculated as follows: ξ1 = P̄ β̂1(
I M̄ P/ȳ

) and ξ2 = P̄ β̂1(
E X̄ P/ȳ

)

b For columns (V), (VI), (IX), and (X) the elasticities are obtained via: ξ1 = Z̄ E
β̂1+β̂4(x̄E /ȳ)(

I M̄ P/ȳ
) and ξ2 =

Z̄ E
β̂1+β̂4(x̄E /ȳ)(

E X̄ P/ȳ
)
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