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Abstract Older people (i.e., at least 50 years of age) are becoming one of the most
important demographic groups in the world. We explore the effect of food away from
home expenditures on obesity among the older population in Europe using instrumen-
tal variable methods. Several statistical tests were conducted to assess endogeneity
of selected variables, the exogeneity, relevance, and validity of instruments used. Our
results generally suggest that food-away-from-home expenditure has no statistically
significant effect on body mass index (BMI) of older males but is negatively related
to BMI of older females.
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1 Introduction

Aging is becoming one of the most salient social, economic, and demographic phe-
nomena in the world. This issue is particularly acute in Europe due to decreasing birth
rates and aging baby boom generation (i.e., the largest generation born in the 1950s
and 1960s). Consequently, Europe now has the highest proportion of population aged
65 or over in the world (Börsch-Supan 2005). Population estimates from Eurostat
indicate that in 2008 about 17.3% of the EU25 population are aged 65 or over and
that this will rise to 34.6% in 2050. If those between 60 and 65 years of age are also
included, the numbers rise to 22.6% for 2008 and 41.4% for 2050.

Besides the aging population concerns in Europe, obesity is also now considered
a hot issue that is getting a lot of attention. In fact, obesity is now in the forefront of
many individual, government, and societal concerns (Nayga 2008). Globally, obesity
is increasing in dramatic rates. The World Health Organization indicated that there
were 1.6 billion overweight adults and at least 400 million obese adults in the world in
2005 (WHO 2006). By 2015, these figures are expected to rise to 2.3 billion overweight
and 700 million obese adults. The effects of obesity on health are well supported by
the medical literature and includes osteoarthritis, sleep apnea, asthma, high blood
pressure, gallbladder disease, cholesterol, type II diabetes, cardiovascular disease,
stroke, renal, and genitourinary diseases (Whitmer et al. 2005; Ejerblad et al. 2006;
Esposito et al. 2004; van der Steeg et al. 2008; Grundy 2004; Bray 2004). Obesity
may also inflict severe emotional harm, such as social stigmatization, depression, and
poor body image.

Society is rightly alarmed at the rise in obesity among the young and middle-aged
since they generally threaten the health status of the working population. However,
obesity is also increasing rapidly among older people with higher health consequences.
Older obese patients have been found to have worse health profiles than both non-obese
older patients and obese younger patients (Palkhivala 2002). Hence, obesity combined
with the increased number of older people will place additional burdens on the health-
care system. In fact, according to a US study using longitudinal data from 1992 to
2001, older men (women) who are overweight or obese at age 65 have a 6–13% (11–
17%) more lifetime health care expenditures than those at the same age cohort with
normal weight (Yang and Hall 2008).

In the debate over obesity, a lot of attention has been paid lately on food away
from home (FAFH) (i.e., food consumed in restaurants and fast food establishments).
The lawsuits in the US against fast food companies regarding the alleged detrimental
health effects of their products have not helped the image of the FAFH industry (e.g.,
the Pelman vs. McDonalds’ lawsuit1) and have resulted in some cries for policy inter-
vention from interest groups and public health advocates. To examine whether these

1 In 2003, two obese New York City teens, Ashley Pelman and Jazlen Bradley, were plaintiffs in the first
obesity lawsuit against a fast food restaurant (McDonalds). The Pelman case featured three core claims,
sounding in negligence, products liability, and unfair business practices under New York law. The US
Federal court eventually dismissed the case reasoning that the teens’ own choices caused their obesity.
The interested reader might consult (Frank 2006) for various obesity litigation cases with emphasis on the
Pelman case.

123



Food away from home 1053

demands are based on solid grounds, one would need to assess the effect that FAFH
might have on body weight outcomes.

While a number of recent papers have explicitly focused on availability of fast food
restaurants as potential contributors to obesity (e.g., Rashad et al. 2006; Dunn 2007,
2010; Anderson and Matsa 2009; Currie et al. 2010; Chou et al. 2008), few studies have
examined the relationship between FAFH expenditures and obesity. You and Davis
(2010) assessed the influence of household food expenditures, parental time allocation,
and other parental factors on children’s obesity-related health outcomes. They devel-
oped a theoretical model and modeled the parents–child interaction as a two-stage
Stackelberg game. They then tested the model using a unique dataset drawn from 311
households in Houston, Texas. You and Davis (2010) found that only household food
at home (FAH) expenditures positively affects child’s BMI (FAFH expenditures did
not have a statistically significant effect). Kyureghian et al. (2007) used data from
National Eating Trends in the US and modeled the relationship between number of
foods consumed and obesity by service type and meal occasion. Their results suggest
that FAFH consumption is positively related to BMI and that foods consumed from
quick service restaurants affect BMI more than foods from full service restaurants.
They also found that lunch away from home has a sizeable positive influence on BMI.
Their study confirms the public held view that fast food can increase obesity levels.

In this study, we examine the effect of FAFH on body weight outcomes among a very
specific segment of people, namely older Europeans. We focus our analysis on older
Europeans due to the increasing importance of the older segment of the European pop-
ulation. We employ instrumental variable (IV) methods, using an instrument list that
has been thoroughly scrutinized for exogeneity, relevance, and validity. We address
the endogeneity issue using the IV method since it is possible that unobserved charac-
teristics (e.g., preference for good health) associated with obesity may also affect food
expenditures. Moreover, it is also possible that obesity could influence food expen-
ditures. For example, obese individuals could have higher food expenditures because
they have higher BMI than others.

The following sections present a short literature review, the data, empirical speci-
fication, estimation, results, and concluding remarks.

2 Literature review

Many researchers have provided economic and non-economic explanations on what
determines the caloric imbalance that causes obesity and several explanations have
been proposed. Some authors, for example, argue that technological innovations that
reduce the amount of effort required to accomplish various tasks and the taste-nutri-
tion trade-off have influenced food consumption and obesity (Wansink and Huckabee
2005).

Other studies suggest that obesity rates are related to agricultural innovation that
has lowered food prices and to technological changes in home and market produc-
tions (Lakdawalla and Philipson 2002). That is, technological change has contributed
to the rise in obesity either by lowering the cost of consuming calories and/or by
raising the cost of expending them (Philipson and Posner 2003). In addition, the
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prevalence of fast-food restaurants, higher prices of alcohol and cigarettes (Chou et al.
2004), lower time costs of food preparation resulting from technological changes
in mass food preparation (Cutler et al. 2003) and even the rise of sprawl patterns
in land development (Plantinga and Bernell 2007; Ewing et al. 2003) have been
linked to rising obesity. In a cross-country comparison among OECD countries,
Loureiro and Nayga (2005) showed that the percentage of female labor force partici-
pation positively affects obesity rates. Likewise, Anderson et al. (2004) found that the
intensity of a mother’s work over a child’s lifetime has a positive effect on a child’s
likelihood of being overweight.

Lakdawalla and Philipson (2006) discuss the theoretical approaches that economists
have taken to study obesity. They distinguish between neoclassical and behavioral the-
ories of weight gain and discuss how these interrelate. The neoclassical theories rest
upon the capital investment model of weight (e.g., Lakdawalla and Philipson 2002;
Philipson and Posner 2003) and the rational addiction model of weight (Cawley 1999).
The capital investment model stresses that agricultural technological advancements
have induced lower food prices while the cost of calorie expenditure has become
higher at the same time as home and market productions became more sedentary. The
rational addiction model complements the capital investment model by making food
addictive (i.e., increasing food consumption today makes it necessary to increase food
consumption in the future).

While the neoclassical theories of weight gain assume that individuals are rational
and forward looking with respect to their weight, Cutler et al. (2003) adopt a behavioral
economics view by arguing that individuals have self-control problems and therefore
discount the future quasi-hyperbolically instead of exponentially, as a rational-neo-
classical consumer would do. Lakdawalla and Philipson (2006) lean toward the neo-
classical view since they note that while behavioral theories add a useful explanatory
element, they do not adequately explain time trends and differences across countries.

Cawley (1999), on the other hand, uses the rational addiction model (Becker and
Murphy 1988) and considers obesity as the result of an addiction to calories. He
found support for the hypothesis that caloric consumption is addictive. Dockner and
Feichtinger (1993) also apply the rational addiction model to eating decisions. They
assume that food consumption is addictive and show that consumption decisions, and
the consequent weight path, can exhibit cycles with gradual increases followed by
gradual decreases.

Using a different model, Levy (2002) set out a dynamic model where eating is
neither addictive nor habit forming. He found that when physiological, psychological,
environmental, and socio-cultural reasons for divergence from a physiologically opti-
mal weight do not exist, the steady state for an expected lifetime-utility maximizer is
a state of overweightness. He also showed that the rationally optimal stationary level
of overweightness increases with an individual’s rate of time-preference but declines
with his/her rate of caloric expenditures. The positive association between the rate
of time preference and obesity has also been confirmed in other studies (Smith et al.
2005; Zhang and Rashad 2008).

Levy (2003) developed a similar dynamic model where he incorporated taste, price,
and risk differences between junk food and healthy food into an expected lifetime-
utility-maximizing framework under the assumptions that junk food is cheaper and
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tastier than healthy food. Goldfarb et al. (2006), on the other hand, develop a static
model that includes the benefits of food consumption (“satisfaction from food”) and
the negative effects that arise from weight above or below ideal weight. Their model,
similar to Levy (2002), generates “optimal overweightness.”

Suranovic and Goldfarb (2006) adopt a bounded rationality approach to an individ-
ual’s food consumption and dieting decisions. They assume that food consumption has
three possible effects on individual utility: a positive benefit from food consumption,
a negative utility effect resulting from weight gain, and a negative effect caused by
dieting. Their results show that an individual will occasionally choose to diet, but that
diet will reduce weight only temporarily. Hence, recurrence of weight gain provides
a rationale for cyclical dieting.

None of the studies discussed above assessed the effect of food expenditures on body
weight outcomes. Exceptions to this strand of the literature would be Huffman and
Rizov (2010) which depart from a theoretical framework and link food expenditures
to obesity but do not specifically consider FAFH consumption. You and Davis (2010)
consider separately FAH and FAFH expenditures but focus on child’s BMI outcomes
and parental role. Our aim is to fill this void in the literature, focusing on an increasingly
important segment of the population: older Europeans. The cross-sectional nature of
our data, which will be discussed next, allows us to examine the relationship between
two types of food expenditures, FAH and FAFH, and body weight outcomes. However,
we are not able to focus on the dynamic patterns of these inter-relationships due to
lack of access to longitudinal data.

3 Data description

We use a European micro-dataset, the Survey of Health, Ageing, and Retirement
in Europe (SHARE), which contains data on health, socio-economic status, and
social and family networks of individuals aged 50 or over. Eleven countries have
participated in the 2004 SHARE baseline study, representing the various regions in
Europe; namely Scandinavia (Denmark and Sweden), Central Europe (Austria, France,
Germany, Switzerland, Belgium, and the Netherlands), and Southern Europe (Spain,
Italy and Greece).

The SHARE data used in our analysis are drawn from Release 2.0.1 of the Survey
of Health, Ageing, and Retirement in Europe. SHARE was designed following the US
Health and Retirement Study (HRS) and the English Longitudinal Study of Ageing
(ELSA). SHARE is the first European dataset that includes information on physical
and mental health as well as income and assets information of the older Europeans.

The data consist of information from 28,517 individuals in the 11 countries men-
tioned above. Table 1 provides sample characteristics by country, gender, and age
groups. The age group of less than 50 years of age represents younger spouses or
partners of age eligible respondents. Table 1 also displays the household response
rates and the individual response rates. For methodological details see Börsch-Supan
(2005) and Börsch-Supan and Jürges (2005).
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Table 1 Sample characteristics: SHARE data

Country Total Gender Age Response ratesa

Male Female Under 50 50–64 65–74 Over 75 Household
response
rate (%)

Individual
response
rate (%)

Austria 1,893 782 1,111 44 949 544 356 55.60 87.50

Germany 3,008 1,380 1,628 65 1,569 887 487 39.20 90.50

Sweden 3,053 1,414 1,639 56 1,589 816 592 63.20 93.00

Netherlands 2,979 1,368 1,611 102 1,697 716 464 81.00 93.30

Spain 2,396 994 1,402 42 1,080 701 573 63.40 86.20

Italy 2,559 1,132 1,427 51 1,342 785 381 63.10 91.80

France 3,193 1,386 1,807 141 1,627 768 657 54.50 79.70

Denmark 1,707 771 936 92 916 369 330 61.60 87.80

Greece 2,898 1,244 1,654 218 1,450 714 516 53.00 73.70

Switzerland 1,004 462 542 42 505 252 205 46.90 84.60

Belgium 3,827 1,739 2,088 128 1,947 992 760 38.80 86.90

Total 28,517 12,672 15,845 981 14,671 7,544 5,321 61.60 85.30
a Weighted average for main sample (see Börsch-Supan and Jürges 2005, for methodological details)

The SHARE dataset contains a variety of physical and mental health measures
like Body Mass Index (BMI), chronic diseases, and hand grip strength.2 Several
other variables reflect individual’s lifestyle like smoking, exercise, and excessive
drinking of alcohol as well as demographic factors like age, gender, household size,
urbanization, and total income. In addition, the SHARE dataset includes informa-
tion about household expenditures on FAH and FAFH3 as well as purchasing power
parity coefficients in the various countries. Although FAH and FAFH are based on
recall questions, Browning et al. (2003) provide evidence that respondents can accu-
rately report such expenditures in recall questions. Recall questions on food expendi-
tures are also common in several surveys like the US Consumer Expenditure Survey
(CEX), the Canadian Out of Employment Panel (COEP) and Family Expenditure
Survey (FAMEX), the Italian Survey on Household Income and Wealth (SHIW) and
others.

Observations with incomplete information on the variables of interest were dropped
from the analysis thus leaving us with 25,075 valid cases. Figure 1a and b presents
mean food expenditures for at-home and away-from-home consumption, respectively,
of older Europeans by weight status and regions of Europe. Scandinavians spend on

2 Hand grip strength has been shown to be correlated with mental and physical health and is predictive of
the incidence of functional limitations, disability and even mortality in old age (Christensen et al. 2001;
Frederiksen et al. 2002; Rantanen et al. 1998, 1999). It is measured using a handheld dynamometer—
where respondents are asked to press a lever as hard as they can. The dynamometer shows grip strength in
kilograms.
3 Food away from home includes food eaten away from home as well as food prepared away from home.
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Fig. 1 Mean food expenditures by weight status and regions

average less for FAH and FAFH than Central and Southern Europeans. The Southern
Europeans spend more than other Europeans on FAH but less than Central Europeans
on FAFH. In terms of weight status, it appears that as weight increases, mean FAFH
expenditures decrease while FAH expenditures are kept constant.
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Fig. 2 Mean food expenditures by weight status and age

Figure 2a and b shows mean food expenditures by weight status and age categories.
Lower mean expenditures for at-home and away-from-home consumption for older
individuals may stem from declining energy needs that are related with aging. Heavier
individuals also spend less on FAFH consumption but there is no clear trend for the
FAH consumption.
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4 Empirical specification

We model the relation between obesity and FAFH expenditures using the equation
depicted below:

BMI = a0 + a1TF + a2PFAFH + a3X + a4Z + u (1)

where BMI is Body Mass Index, TF is total food expenditures, PFAFH is percentage
of food spent on food-away-from-home, X is a vector of demographic variables like
age, gender and household size, Z is a vector of health related determinants and u is
the error term. The Z vector includes variables such as number of cigarettes smoked
per day (NumCig), a dummy for physical inactivity (PHinactiv), the maximum grip
strength of the respondent (MaxGrip), number of chronic diseases the person suffers
from (Chronic), and a dummy that identifies excessive alcohol drinkers (Drinking). At
a more fundamental level the reader can refer to the theoretical model of Huffman and
Rizov (2010) that establishes the relation between food expenditures and BMI. Even
though FAH expenditures are not included explicitly in the model, we can obviously
draw inferences for FAH since FAH and FAFH comprise total food expenditures. We
use this formulation because it allows us to examine how expenditures are allocated
between FAH and FAFH when total food expenditures are kept constant.

As previously discussed, we have to take into account the endogeneity issue since
some unobservable characteristics that could affect obesity could also influence food
expenditures. For example, individuals who prefer or care about good health may
engage in activities that may limit weight gain and consumption of FAFH. Also, it is
possible that heavier individuals may have higher food expenditures because they are
bigger and are in need of more food than others. To address the possible endogene-
ity of the expenditure variables (TF and PFAFH), we use an instrumental variables
approach where the endogenous variables are instrumented using a set of country-level
socio-economic determinants that can influence food expenditures. The instrument list
includes variables that are presumed to capture differences in expenditures between
countries due to socio-economic conditions: the purchasing parity coefficient (PPP),
GDP per capita (GDPpc, in thousands C= ), inflation rate (Inflat), unemployment rate
(Unempl) and a socio-economic index (Socioecon).4 PPP serves as a proxy for prices
that are unavailable in the SHARE dataset. It equalizes the purchasing power of differ-
ent currencies in home countries for a given basket of goods. PPP takes into account
the relative cost of living and the inflation rate of the different countries which then
gives a good proxy for between-countries comparison of prices. In the next sections,
we thoroughly scrutinize this external set of instruments for exogeneity, relevance, and
validity and find that this specific set of external instruments is weak. An alternative
to external instruments is Lewbel’s (2010) method which exploits heteroskedasticity
in the first stage regression to achieve identification (instead of identification through

4 GDP per capita was extracted from Penn tables (http://pwt.econ.upenn.edu/php_site/pwt62/pwt62_form.
php), inflation and unemployment rate were extracted from EconStats (http://www.econstats.com/index_gl.
htm), and the socio-economic index was taken from the International Country Risk Guide (http://www.
prsgroup.com/ICRG.aspx).
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standard exclusion restrictions). Instruments are then constructed from variables within
the given set of covariates (X and Z vector in our case). This method is not of course
without caveats. As Lewbel (2010) notes, “the resulting identification is based on
higher moments, and so is likely to provide less reliable estimates than identification
based on standard exclusion restrictions.” However it “...may be useful in applications
where traditional instruments are not available, or could be used along with traditional
instruments to increase efficiency.” Therefore, we first present the analysis using the
external set of instruments and then complement this analysis with the use of additional
instruments (i.e., internally constructed instruments) using Lewbel’s method.

The analysis we undertake is conducted separately for males and females, as is
common in studies that involve weight adjusted outcomes like BMI. This way we
relax the constraint that any given variable has the same effect on BMI for both males
and females. In the next section, we undertake a series of tests to assess the validity
of our selected instruments. Table 2 exhibits the variables used in the analysis, their
description, and some basic descriptive statistics. The table also reports population
means derived using weights and information on the complex design of the survey.

5 Estimation

Two of the widely used single-equation estimation methods are the Instrumental Vari-
ables estimator (two-stage least squares/2SLS) and the general method of moments
estimator (GMM). However, the conventional IV estimator is inefficient in the pres-
ence of heteroskedasticity and the usual approach when facing heteroskedasticity of
an unknown form is to use the GMM estimator. If heteroskedasticity is indeed present,
the GMM estimator is more efficient than the simple IV estimator, whereas if heter-
oskedasticity is not present the GMM estimator is no worse asymptotically than the IV
estimator (Baum et al. 2003). However, the GMM estimator may have poor small sam-
ple properties and if in fact the errors are homoskedastic, IV would be preferable. We
conducted tests for the presence of heteroskedasticity, as proposed by Pagan and Hall
(1983)5 (Schaffer 2002; Baum et al. 2003). The null of homoskedastic disturbances
is rejected for both sub-samples (see Table A1 in the appendix).

We therefore estimate all our equations with the two-step feasible general method
of moments (2S-GMM).6 Probability weights are used in all our estimations and the
estimated standard errors are robust to deviations from i.i.d. disturbances, i.e., arbi-
trary heteroskedasticity and arbitrary intragroup correlation (the latter is due to the fact
that multiple observations may come from the same survey stratum). Before present-
ing the estimated results, we conduct endogeneity tests for the assumed endogenous
regressors, tests on the relevance of the instruments (under- and weak-identification),

5 We used the ivhettest command in Stata 10.
6 Equations were estimated with the ivreg2 user-written module in Stata 10 (Baum et al. 2007). However,
in a latter section since we find evidence of weak instruments we also use Limited Information Maximum
Likelihood estimation (LIML) and Fuller’s LIML which are partially robust to weak instruments.
In addition, since the survey commands (svy) are not available for ivreg2, the Huber/White sandwich esti-
mator of variance is used with an adjustment for clustering within the SHARE survey strata (similar action
was taken by Long 2008).
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tests for over-identifying restrictions, and tests for the exogeneity of the instruments
(Murray 2006).

5.1 Endogeneity tests

The first step we undertake in this series of tests is to test whether the assumed endog-
enous regressors are actually endogenous. The null hypothesis is that the specified
endogenous variables can be treated as exogenous. The test statistic is distributed
as χ2 with degrees of freedom equal to the number of variables tested. Under i.i.d.
assumptions, this endogeneity test statistic is numerically equal to a Hausman test sta-
tistic (Baum et al. 2003). The reported test statistic in Table A2 is robust to violations
of homoskedasticity. The null is rejected at the 10% significance level in both cases.

5.2 Testing the relevance of the instruments

To test if our instruments are relevant, i.e., sufficiently correlated with the included
endogenous variables, we use several statistics. The partial R2 of Bound et al. (1995)
is a statistic commonly used for this purpose.7 However, when multiple endogenous
regressors are used other statistics may also be required. The Shea’s partial R2 (Shea
1997) takes into account the inter-correlations among the instruments.8

Table A3 shows that the F test always rejects the null that the coefficients of the
instruments from the first stage regressions are zero. Hence, the instruments pass the
joint significance test. However, the partial R2 values are small, making further infer-
ences problematic. Other tests are then required. Table A4 reports the LM test of the
Kleibergen and Paap (2006) rk statistic9 as well as the Angrist–Pischke (Angrist and
Pischke 2009) first stage χ2 statistics.10 The null that the equation is under-identified
is rejected based on the LM test (only at the 10% level in the case of the female
sub-sample), i.e., all equations are identified. The Angrist–Pischke test of whether a
particular endogenous regressor alone is unidentified is rejected in all cases.

In Table A5, we report the Wald F statistic of the Kleibergen and Paap (2006)
rk statistic which is an identification test of whether the excluded instruments are
weakly correlated with the endogenous regressors. The statistic can be compared to the

7 The partial R2 is the R2 of the first stage regression with the included instruments “partialled out,” which
is equivalent to an F test of the joint significance of the excluded instruments (see Baum et al. 2003 for
more details).
8 The Shea’s partial R2 and the standard partial R2 are equivalent when the model contains only one
endogenous regressor.
9 The statistic is distributed as χ2 with (L1−k1+1) degrees of freedom where L1 is the number of excluded
instruments and k1 the number of endogenous regressors. The LM test is a test of under-identification, i.e.,
the excluded instruments are correlated with the endogenous variables.
10 The Angrist–Pischke χ2 statistic is distributed as χ2 with (L1−k1+1) degrees of freedom under the null
that the particular endogenous regressor in question is unidentified. In our case, where we have two endoge-
nous regressors, the Angrist–Pischke test fails to reject if a particular endogenous regressor is unidentified,
while the Kleibergen–Paap test fails to reject if any of the endogenous regressors is unidentified.

123



Food away from home 1065

Stock and Yogo (2005) compilation of IV critical values.11,12 The null hypothesis of
Stock and Yogo (2005) is that the given group of instruments is weak against the alter-
native that it is strong. The test rejects if the Wald F statistic exceeds the critical value.
The null is not rejected in our case. The analogous F statistic for testing particular
endogenous regressors is the Angrist–Pischke F statistic (reported in Table A5). This
test does not reject the null hypothesis for the case of the PFAFH variable.

Although the critical values of Stock and Yogo (2005) are only for the i.i.d. there
is some indication that the group of instruments we used is weak, particularly for the
case of the PFAFH variable. To cope with weak instruments, we complement our esti-
mations with the Limited Information Maximum Likelihood (LIML) and the Fuller’s
modified LIML (FULL) estimators.13 In addition, as an alternative to the external
instrument list for achieving identification, we exploit the heteroskedasticity in the
first stage regressions14 and follow Lewbel’s (2010) method in developing additional
instruments for the estimation. Specifically, we construct instruments in the form of
(w − w̄)êi , where w is any continuous variable of the X or Z vector in Eq. 1 (w̄ being
the sample mean) and êi are the residuals from the first stage regression for i = TF or
PFAFH. Instruments are constructed separately for the two sub-samples. We use this
instrument list along with the external instrument list to complement our estimations.

Given that the external set of instruments is at the country level, clustering by coun-
try (along with the stratum) is necessary. Unfortunately, since the number of clusters
(11 countries/clusters) is less than the number of exogenous regressors plus the num-
ber of excluded instruments, the covariance matrix of orthogonality conditions S is
not of full rank and GMM is infeasible since the optimal weighting matrix W = S−1

cannot be calculated. Even if we dropped most of the demographic variables (to get
less exogenous regressors plus excluded instruments than clusters), we would still
have bias from the few clusters. And in this case, the use of double clustered standard
errors can do more harm than good (Thompson 2011). A possible but not pragmatic
solution to this problem would be to increase the number of clusters by collecting data
for more countries (Angrist and Pischke 2009). Given that the number of countries is
fixed in the SHARE dataset, we attempt to demonstrate that the bias of robust standard
errors is not severe in our case by dismissing the country level instruments in Lewbel’s
method. The results, exhibited along with the rest of the estimations, generally show
that our inferences are robust.

11 The Stock–Yogo weak instruments tests come in two variants: maximal relative bias and maximal size.
The first variant is based on the ratio of the bias of the estimator to the bias of OLS and the second variant
is based on the performance of the Wald test statistic (rejection rate of the test). See Baum and Schaffer
(2007) for more details.
12 Baum and Schaffer (2007) suggest this comparison even though they acknowledged that the critical
values of Stock and Yogo (2005) are for the i.i.d. case. They suggest this as a sensible choice since no
studies on testing for weak instruments in the presence of non-i.i.d. errors exists.
13 The advantage of LIML estimation is that it is median unbiased: the median of its sampling distribution
is generally close to the population parameter under the assumption of normal distribution of the error term
(see Bascle 2008).
14 Pagan and Hall (1983) heteroskedasticity tests for both first stage regressions (TF, PFAFH) and both
subsamples reject the null with a P value of 0 in all cases.
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5.3 Testing over-identifying restrictions

We validate our exclusion restrictions by employing over-identification tests using
Hansen’s J statistic (Hansen 1982; Baum and Schaffer 2007). The joint null hypothe-
sis is that the instruments are valid instruments, i.e., uncorrelated with the error term.15

Hansen’s J statistic for the external instrument vector is reported in Table A6. The null
hypothesis is rejected in the case of the female sub-sample, which casts doubts on
the exogeneity of one or more instruments, but is not rejected in the case of the male
sub-sample. Therefore, for the male subsample, the decision on which instruments to
keep is easy, i.e., we keep the whole external instrument vector.

On the other hand, the instruments for the female sub-sample require further scru-
tiny. We can test for the exogeneity of one or more instruments using the C statistic.
The C statistic is defined as the difference of the Hansen’s J statistic of the equation
with the smaller set of instruments and the equation with the full set of instruments,
i.e., including the instruments whose validity is suspect.16

We start by testing separately each of the instruments of the instrument vector.
Table 3a reports the Hansen’s J statistic for the female sub-sample (where the suspect
instrument is excluded) and the C statistic (where under the null hypothesis, both the
smaller set of instruments and the additional suspect instruments are valid). Rejection
of the null of the C statistic requires that the full set of instruments is not valid. Basi-
cally, we are looking for cases where when the suspect instrument is excluded from
the set of full instruments, we fail to reject the null of the Hansen’s J statistic but reject
the null of the C statistic.17

For the female sub-sample, we keep the instrument in bold (i.e., GDPpc) for which
the C statistic does not reject (i.e., P value is much lower than conventional signifi-
cance levels) and the Hansen’s J statistic rejects. For the rest of the instruments, we
find that they are indeed suspect instruments (C statistic) and that when we exclude
them from the set of full instruments there is no big improvement in Hansen’s J sta-
tistic (the rest of the instruments are not uncorrelated with the error term).18 This calls
for further scrutiny of the instrument list.

In a second step, we do the same tests by excluding each time all possible pairs of the
instruments (see Table 3b). We find that among all pairs tested, highest improvement in
Hansen’s J statistic (lowest values) is produced by the two pairs in bold. Therefore, we
dismiss the instrument pair Inflat–Socioecon since excluding this produces the lowest

15 Failing to reject the null hypothesis provides some confidence in the identification assumption. Under
the null, the test statistic is distributed as χ2 in the number of (L − K ) over-identifying restrictions where
L is the number of instruments (excluded and included) and K is the number of regressors of the equation
(endogenous and exogenous).
16 This is equivalent to dropping excluded instruments from the instrument list.
17 This would in essence mean that the suspect instrument is indeed suspect (C statistic) and that by exclud-
ing it from the set of full instruments the rest of the instruments are valid (Hansen’s J statistic), or that we
fail to reject the null that the smaller set of instruments is valid.
18 Although, the Socioecon and Unempl instruments seem to pass the test in terms of Hansen’s J statis-
tic, P-values are very close to conventional rejection levels. In fact, dismissing both instruments from the
instrument list leads to a rejection of the null hypothesis of the instruments being uncorrelated with the
error term.
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Table 3 Test of subsets of regressors (Hansen’s J statistics and C statistic)

Females Instrument tested

PPP GDPpc Inflat Socioecon Unempl

(a)

Hansen’s J statistica 6.967 11.464 8.127 3.720 3.922

(P-value) (0.031) (0.003) (0.017) (0.156) (0.141)

C statistic 4.529 0.032 3.369 7.776 7.574

(P-value) (0.033) (0.857) (0.066) (0.005) (0.006)

Females Instrument tested

PPP, Inflat PPP, Socioecon PPP, Unempl Inflat,
Socioecon

Inflat,
Unempl

Socioecon,
Unempl

(b)

Hansen’s J statistica 6.919 2.999 3.871 0.949 1.463 3.604

(P-value) (0.009) (0.083) (0.049) (0.330) (0.226) (0.058)

C statistic 4.577 8.497 7.625 10.547 10.033 7.892

(P-value) (0.101) (0.014) (0.022) (0.005) (0.007) (0.019)
a Excluding suspect instrument

Table 4 Instruments used by
subsample

Instrumented Instruments
variables used

TF, PFAFH

Males PPP, GDPpc, Inflat, Socioecon, Unempl

Females PPP, GDPpc, Unempl

TF, PFAFH

Males
Females

PPP, GDPpc, Inflat, Socioecon, Unempl+
constructed instruments

value in Hansen’s J statistic. Table 4 summarizes the instruments used by sub-sample.
We note that our strategy to use separate instruments for the two sub-samples is based
purely on statistical grounds.

5.4 Tests after correct specification of instrument list

After coming up with the correct specification of the external instrument list, we re-run
all tests reported in Tables A1, A2, A3, A4, A5, and A6 for the female sub-sample
and report them all in Table 5. Table 5 also summarizes all tests when using the
constructed instruments using the Lewbel method along with the external instrument
list. The “males” column summarizes Tables A1, A2, A3, A4, A5, and A6 and is exhib-
ited for comparative purposes. Three points are worth noting: (a) the null hypothesis
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1068 A. C. Drichoutis et al.

of homoskedastic disturbances is highly rejected, (b) overidentification tests show that
instruments are uncorrelated with the error terms,19 and (c) the weak identification
tests show that the two instrument sets for the male and female sub-samples respec-
tively, are weak (Kleibergen and Paap rk Wald F statistic) but only as instruments
of the PFAFH variable (Angrist–Pischke F statistic). However, when adding the con-
structed instruments, tests for the full instrument list show that the instruments are
particularly strong. To cope with weak instruments in the case where we only use
the external instruments, we report the FULL and LIML estimators as well. Moreira’s
conditional likelihood ratio (CLR) approach (Moreira 2003) cannot be employed since
we have two endogenous variables.

6 Results

Table 6a and b shows the results for the two subsamples where 2S-GMM, LIML and
FULL methods are reported. OLS is reported as well for comparison purposes. There
are some notable differences between the two sub-samples. For example, the coeffi-
cient of the endogenous variable PFAFH has a positive sign for the male sub-sample
when using the external instrument list and gets very close to zero when using the
external instrument list along with the constructed Lewbel instruments. However, the
coefficients in most cases are not significant given the dispersions. On the other hand,
the coefficient of PFAFH is negative and statistically significant for the female sub-
sample. The coefficient of the TF variable is negative and statistically significant in
both sub-samples. But what is the interpretation of these variables given the ceteris
paribus context? The simple case is the interpretation of an increase of the percent-
age of FAFH (PFAFH): given that total food expenditures (TF) are held constant, an
increase of PFAFH indicates an increase in the amount of FAFH spent and a decrease
in the amount of FAH spent.20 On the other hand, an increase of total food expenditures
(TF) can be interpreted as follows: given that PFAFH is held constant an increase in
TF by a factor of k will result in an increase in FAFH and FAH by k as well.21

Obviously, expenditures and quantities mean two different things since the former
also includes the concept of quality. Therefore, increases in food expenditures do
not necessarily imply increases in consumed quantity. It could also imply that the
household is spending more on more expensive healthier foods. Two results come out

19 Note that we did not have to scrutinize the instrument list when adding the constructed Lewbel instru-
ments to the external instrument list since Hansen’s J statistics are such that we fail to reject the null of no
correlation with the error term.
20 This can be illustrated as follows: assume that the percentage of expenditures on FAFH is increased from
PFAFH to PFAFH′. Since TF is held constant then TF′ = TF so that we can write: PFAFH′ = FAFH′/TF.
It follows that if PFAFH′ > PFAFH then FAFH′ > FAFH.
Note, however that the following equality must hold: FAFH′ + FAH′ = TF′ = TF or that FAFH′ =
TF−FAH′. Since we showed that FAFH′ > FAFH we can rewrite this inequality as TF−FAH′ > TF−FAH,
which is equivalent to FAH′ < FAH.
21 The relationships can be illustrated as follows: Assume that TF is increased by a factor of k so that
TF′ = kTF. Given that PFAFH is held constant then we can write PFAFH′ = PFAFH or that FAFH′/TF′ =
FAFH/TF. This last equality can be written as: FAFH′/kTF = FAFH/TF or FAFH′ = kFAFH.
From the equality FAFH′ + FAH′ = TF′ we get kFAFH + FAH′ = kTF or that FAH′ = kFAH.
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of these coefficients: (a) proportional increases in the FAH and FAFH expenditures
are related to lower BMI’s (interpretation of the sign of the TF coefficient), (b) male
individuals with higher FAFH expenditures do not have statistically significant dif-
ferences in BMI while female individuals with higher FAFH expenditures have lower
BMI (this interpretation comes from the PFAFH coefficient).

The reasons for the different results between males and females are not entirely
clear. However, given that we know nothing about the quantity of foods consumed
and that the demand for most foods is inelastic, it is possible that this is the result
of women buying healthier FAFH. This is also not surprising given that a number of
studies have found that women are more interested in nutrition and health issues than
men (e.g., Kim et al. 2001; McLean-Meyinsse 2001). These findings may imply that
cries for policy intervention that would mandate labeling or some form of warning
signs in the FAFH market similar to the situation in the smoking industry may not
be entirely appropriate. Initiatives should perhaps target promotion of the nutritional
quality of restaurant foods rather than just requiring some form of labeling that would
inform consumers about the nutritional content of the foods. Promotion may then be
more appropriately targeted at men based on our findings.

We also find differences in results based on geographic location. Specifically, our
results suggest that older Northern and Central European males have lower BMIs
(Scandinavian, Central) than Southern European males and that older Northern Euro-
pean females have lower BMI’s than Southern females. For an average height male,
Scandinavians and Central Europeans weigh 5.7 and 2.1 kg less than Southern Euro-
peans, respectively (based on 2S-GMM results with external instruments only). For an
average height female, Scandinavian women weigh roughly 7.7 kg less than Southern
European women.

Household size and income both positively affect BMI while age negatively affects
BMI level. The effect on age is, however, small since males (females) with an age dif-
ference of about 10 years differ only by about 0.1–0.5 (0.6–0.9) BMI units. Number of
cigarettes smoked per day is negatively related to BMI; while physical inactivity, grip
strength, and chronic diseases positively affect BMI level. Drinking behavior positively
affects BMI levels of males. Note that there is a negative effect of drinking behavior
for females based on the 2S-GMM results (with the constructed instruments). Retired
males and females have higher BMI; although, the effect for females is statistically
significant in only one of the models.

7 Discussion and conclusions

The primary contribution of this article is the exploration of the relationship between
body weight outcomes and FAFH expenditures. To the best of our knowledge, this
is the first time this issue is being explored among an increasingly very important
segment of the population, the older Europeans who are expected to account for more
than 40% of Europe’s population by 2050.

To account for the endogeneity of food expenditures when using BMI as the outcome
of interest, we estimate a single-equation model using a two-step efficient Generalized
Method of Moments. We undertake a series of tests to validate the use of the instrument
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list and also use LIML and Fuller’s modified LIML to cope with weak instruments. We
further complement our analysis by exploiting the heteroskedasticity in the first stage
regressions to achieve identification and construct instruments following the Lewbel
(2010) method. Our results suggest that FAFH expenditures negatively affect BMI for
females but has no effect for males. The reasons for these gender differences in the
results are not clear. Data on the quantity and quality of food consumed in the FAFH
market are needed to assess whether it is the quantity or the quality of the food or both
that is making the difference in body weight outcomes of men and women. This food
composition issue is important to consider in the future especially since Huffman and
Rizov (2010) found a significant effect of composition of expenditures on weight as
well as significant gender differences across food groups. For example, they reported
that higher expenditures on dairy/eggs and sugars contribute more to females’ weight
than males, while higher expenditures on meat/fish significantly contribute to weight
gain for men but not for women.

Our findings have significant implications given the increasing scrutiny that the
food away from home sector is getting from governments and consumer interest groups
with regards to the obesity issue. So is this scrutiny justified and thus warrant policy
intervention? As previously mentioned, the behavioral economics argument is that
individuals have self-control problems and do not make decisions that serve their own
interests. This view, however, is complex normatively since it requires that we use
something other than the Pareto approach to evaluating welfare. Given our findings,
the implication seems to be that a policy intervention related to the FAFH and obesity
issue is not warranted, at least in relation to older Europeans.

A limitation of our study is that we are not able to determine if it is the quantity
or quality of FAFH that is making the difference between the body weight outcomes
of men and women. We currently do not know of any comprehensive dataset that
would provide us these data for the entire FAFH sector. Also, given the restrictive
time dimension of our dataset, we are unable to explore the dynamics of the relation-
ship between FAFH expenditures and weight. Given data availability, future research
should consider these issues, in addition to finding additional instruments to overcome
the endogeneity issues.
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Table A1 Pagan and Hall
(1983) heteroskedasticity tests

Males Females

Pagan Hall statistic (P-value) 105.890 (0.00) 170.431 (0.00)

Table A2 Endogeneity tests
Endogenous variables χ2 (P-value)

TF

Males 5.22 (0.07)

PFAFH

Females 5.65 (0.06)

Table A3 Standard partial R2,
Shea’s partial R2 and F test of
the joint significance of the
excluded instruments

Endogenous Shea’s Standard F test
variables partial R2 partial R2 (P-value)

TF

Males 0.0219 0.0246 42.41 (0.00)

Females 0.0010 0.0200 58.59 (0.00)

PFAFH

Males 0.0022 0.0030 4.56 (0.00)

Females 0.0014 0.0029 6.24 (0.00)

Table A4 Under-identification tests Kleibergen and Paap (2006) rk LM statistic

Kleibergen and Paap rk LM statistic (P-value) Angrist–Pischke χ2 (P-value)

TF PFAFH

Males 10.428 (0.03) 210.297 (0.00) 22.884 (0.00)

Females 8.466 (0.07) 58.843 (0.00) 17.084 (0.00)

Table A5 Weak identification tests

Kleibergen and Paap rk Wald F statistica Angrist–Pischke F statisticb

TF PFAFH

Males 3.373 51.38 5.59

Females 2.716 14.38 4.18

Stock and Yogo (2005) weak identification test critical values:
a 5% maximal IV relative bias 13.97; 10% maximal IV relative bias 8.78; 20% maximal IV relative bias
5.91; 30% maximal IV relative bias 4.79; 10% maximal IV size 19.45; 15% maximal IV size 11.22; 20%
maximal IV size 8.38; 25% maximal IV size 6.89
b 5% maximal IV relative bias 18.37; 10% maximal IV relative bias 10.27; 20% maximal IV relative bias
6.71; 30% maximal IV relative bias 5.34; 10% maximal IV size 24.58; 15% maximal IV size 13.96; 20%
maximal IV size 10.26; 25% maximal IV size 8.31
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Table A6 Hansen’s J statistic
of overidentifying restrictions

Males Females

Hansen’s J statistic 5.819 11.496

(P-value) (0.12) (0.01)
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