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Abstract
Financial distress prediction models are much challenged in identifying a distressed
company two ormore years prior to the occurrence of its actual distress, on the grounds
that the distress signal is too weak to be captured at an early stage. The paper innova-
tively proposes to predict the distressed companies by a factorial discriminant model
based on interval data. The main idea is that we use a new data representation, i.e.,
interval data, to summarize four-quarter financial data, and then build a interval-data-
based discriminant model, namely i-score model. Interval data makes both average
and volatility information comprehensively included in the proposed predictionmodel,
which is expected to improve prediction performance on the distressed companies. A
comparison based on a real data case from China’s stock market is conducted. The
i-score model is compared with five commonly used models that are based on numer-
ical data. The empirical study shows that i-score model is more accurate and more
reliable in identification of companies in high risk of financial distress in advance of
2years.
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1 Introduction

An accurate identification of impending-to-distress companies is particularly impor-
tant for investors, since such companies will be very likely to suffer from great losses
or even declare bankruptcy in the coming years. Due to its importance, the last four
decades have witnessed growing research efforts in this topic (Altman 1968; Merton
1974; Zavgren 1985; Tsai and Wu 2008; Xu et al. 2011). A common defect of these
models exists in that the predictive power for distressed companies is relatively lower
than that for healthy companies. For instance, Altman’s z-score model well identi-
fied 94% healthy companies but only recognized 72% distressed companies in a lead
time of 2year. In other words, such models focus on picking up companies to con-
struct a potential list for investment portfolio. Unlike this, however, this paper pays
more attention to establishing a prediction model that recognize distressed compa-
nies 2years prior to their distress as accurately as possible. Our prediction model is
expected to provide a negative list for investment, which includes companies in high
risk of distress in the coming 2years, and thus plays an important role in risk avoidance
for investors.

The lack of competence on distinguishing the distressed companies is probably
arisen from the fact that the indications for impending distress is less than obvious,
especially on condition of longer prediction lead time. To better capture the distress
signals of companies, some recent literatures recommend to add financial volatility
information into the modeling process. As well accepted to all, a higher degree of
volatility in stock price or equity is likely to raise the cost of capital and thus to
increase the likelihood of financial distress (Campbell and Taksler 2003). A num-
ber of research works, such as Dichev and Tang (2009) and Minton et al. (2002),
provided evidence that a prediction model with volatility included as an explanatory
variable has greater accuracy and lower bias than that without volatility information.
When concerned with financial distress prediction, variability and unexpected devi-
ation (Meyer and Pifer 1970), as well as the volatility of asset price (Merton 1974)
have been demonstrated to play a significant role in measuring company default risk.
More recently, Campbell et al. (2008) pointed out that distressed stocks experience
higher standard deviation of stock returns than stocks with a low risk of failure. Chen
et al. (2010) investigated the link between the idiosyncratic volatility and distress by
sequential sorting. The results offered support to the conjecture that the idiosyncratic
volatility exists conditional on distress risk. Although good efforts have been spent on
demonstrating the merits of applying volatility in financial distress prediction, these
research have not circumvented the following two limitations. First, only volatility
of stock price, return or equity was taken into account. We conjecture that fluctua-
tion in other financial ratios also contributes to forecasting distress. Second, volatility
information is included as an explanatory variable, which will eventually increase the
number of parameters to be estimated.

To overcome these limitations, we suggest a novel data representation of volatility
information, i.e., interval data. To be more specific, we firstly provide a list of financial
ratio indicators, and then use an interval data to summarize four-quarter records for
each financial ratio. As a result, both the average level and the fluctuation range of the
concerning quarterly records are bundled together into an interval (Bock and Diday
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2000; Billard and Diday 2003; Diday and Noirhomme-Fraiture 2008). In such an
innovative way, the supplement of volatility information does not take the price of
increasing the difficulty of parameters estimation. Notably, we are not the first to
measure volatility or variability by interval data [see for instance Wang et al. (2012),
He and Hu (2007)]. But to the best of our knowledge, this paper is the first to propose
a prediction model with volatility information of financial ratios included in interval
data representation. It will be proved in later sections that the proposed model has a
strengthened predictive power of distressed companies.

In this paper,we provide a detailed introduction to the key relatedmethodology of an
interval-data-based prediction model using quarterly financial ratios, namely i-score
model. Importantly, its merits in recognizing distressed companies are demonstrated
by a comparative study with five commonly seen models that are based on numeri-
cal data, including Fisher’s Discriminant Analysis, Logit Regression, Support Vector
Machine, Classification Tree, and Random Forests. In an empirical case from China’s
stockmarket, the i-score model shows a remarkable superiority in pre-identification of
financially distressed companies. Specifically, the inspiring results have corroborated
the contributions of our work in the following two aspects. (1) In a single experiment
based on pair-wise matching distressed and healthy companies, 83.67% of distressed
companies in a testing dataset are correctly predicted by i-score model. Within the
numerical-data-based models, only Classification Tree achieves the same high level
of accuracy, but mistakenly identifies more healthy companies as distressed compa-
nies than i-score model does. Similar results are also seen in repeated experiments.
(2) When dealing with an imbalanced dataset, with distressed and healthy companies
mixed in 1:3 ratio, i-scoremodels still performsbetter in termsof accurately identifying
distressed companies than the five numerical-data-basedmodels. This again reveals the
strong competence of i-score model on capturing less-than-obvious distress signals.

1.1 Overview

The remaining of this paper is organized as follows. A brief introduction to interval
data as well as the method to transform quarterly financial records into an interval
data is presented in Sect. 2. In Sect. 3, we propose the i-score model and describe its
main steps for financial distress prediction. Afterwards, an empirical case concerning
China’s listing companies is introduced in Sect. 4. We provide a detailed description
on how to apply i-score model as well as a mechanism interpretation of the model,
carry out a cost-benefit analysis, and make a comparative study between i-score model
and five commonly used models that are based on numerical data. The paper ends up
with some conclusions in Sect. 5.

2 Interval data, quarterly financial ratio and volatility

In this section, we firstly introduce some basic concepts and notations of interval data,
and then present a novel representation that summarizes quarterly financial ratios in
the form of interval data.
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In mathematics, an interval data, say x = [x, x], refers to a set of real numbers that
lie between the lower boundary x and the upper boundary x , where a constraint that x ≤
x must be satisfied. Generally speaking, interval data are often used to record data with
measuring errors (Moore 1966; Sunaga 2009), or to represent data with uncertainty
information (Lee and Huang 2009; Li 2013). According to Symbolic Data Analysis
(Billard and Diday 2003; Diday and Noirhomme-Fraiture 2008), interval data can
also be used to summarize large-scaled samples of a certain category. In this way, the
information content of both central tendency and variability of the concerning sample
data can be preserved, which will then benefit the subsequent statistical modeling.
Enlightened by this, we adopt interval data to represent multi-phase financial data in
this paper. For the sake of discussion, we hereinafter called a number in the real space
as a numerical data.

Given a company that we concern, suppose that one of its financial ratios, say
Return on Total Assets (RoTA), has been observed quarterly. Denote the four-quarter
numerical data as x(1), x(2), x(3) and x(4), respectively. We propose to transform
these four numbers into an interval data x = [x, x], where the lower boundary x =
min{x(1), x(2), x(3), x(4)} and the upper boundary x = max{x(1), x(2), x(3), x(4)}.
To facilitate understanding of the transformation, some examples are listed in Table 1.

By using interval data, statistical modeling will benefit in the following two aspects.
On one hand, the information content of volatility of financial ratios can be taken into
account. According to our definition, the length of an interval reflects the fluctuation
range of four quarterly records. For better interpretation, both quarterly data and inter-
val data in Table 1 are visualized in Fig. 1. As can be seen in Fig. 1a, each company is
drawn as a curve, which fluctuates over four quarters.When described by interval data,
each company is presented as a vertical line segment, whose bottom/top represents the
lower/upper bound of the interval (see Fig. 1b). Obviously, a larger fluctuation in quar-
terly data corresponds to a longer line segment. In other words, interval data is indeed
a good representation for the information of fluctuation. It is not difficult to understand
that the fluctuation range conveys information of volatility. Therefore, the information
content of volatility of financial ratios can be taken into account, when interval data
is adopted as data representation. More importantly, there is no need to add an extra
variable for volatility information in the model. It is due to the fact that an interval
data can comprehensively summarize the overall information, including both average
and volatility, of the concerning financial ratios. The average level is represented as

Table 1 Quarterly data of RoTA of five companies and their transformed interval data

Company Quarterly data Interval data

Q1 Q2 Q3 Q4

A − 0.12 1.67 − 1.96 − 5.44 [−5.44, 1.67]

B 1.08 1.97 0.85 − 0.72 [−0.72, 1.97]

C 1.4 6.2 5.38 0.66 [0.66, 6.2]

D 1.76 − 4.71 − 4.03 − 8.75 [−8.75, 1.76]

E − 2.24 − 2.47 − 2.41 − 3.09 [−3.09, −2.24]
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Fig. 1 Quarterly data and interval data of five company examples

the location of the midpoint in each line segment (see Fig. 1b). In consideration of the
above-mentioned points, prediction performance based on interval data is expected to
be better than that based on numerical data, which will be examined in later sections.
REMARK. In fact, transforming the quarterly financial data into an interval would
ignore the fact that the records are ordered. Therefore, another idea is to incorpo-
rate time factor into intervals, which might be useful for the classification of the
healthy/distressed companies. Since this is out of the scope of this article, we leave
this as a future topic here.

3 Method

Given a sample of companies along with their quarterly financial ratios of the current
period, our model aims to distinguish as accurately as possible whether or not each
company will be trapped into financial distress 2years later, according to the volatility
information of financial ratios. A common way to realize this goal is to accomplish
a discriminant analysis, which provides a combination of a few financial ratios that
best separates two groups of observations (Altman 1968; Altman et al. 1977). In this
paper, we will set up an interval-data-based discriminant analysis model to classify
companies into a healthy group or a distressed group. The last two decades have
witnessed a number of research work on the methodology of discriminant analysis
model of interval data, a majority of which are about Factorial Discriminant Analysis
of interval data (iFDA). In an early study from Lauro et al. (2000), a generalization of
factorial discriminant analysis on interval data is proposed. The method heavily relies
on a recoding process that transforms interval data into numerical data. Afterwards,
Silva and Brito (2006) established a distributional approach for iFDA, hereinafter
called as D-iFDA, which extends the framework of factorial discriminant analysis
by assuming a distribution in each observed interval. It is demonstrated that D-iFDA
shows a superiority over the method proposed by Lauro et al. (2000) in terms of
classification accuracy.More recently, some parametricmethods,mainly evolved from
D-iFDA, have been discussed and assessed (Silva and Brito 2015). In consideration
of its advantages, we choose D-iFDA to accomplish financial distress prediction,
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details of which will be introduced in what follows. In order to improve prediction
performance, a minor modification to its classification rule will be provided.

For sake of convenience, some notations should be firstly presented. For any given
company, we assume that it comes from a population of distressed companies (denoted
as π1) or a population of healthy companies (denoted as π2). Suppose that we have a
sample ofn companyobservations,withnh companies coming from theh-th (h = 1, 2)
population. Concerned with the issue of financial distress prediction, each company
is known as either distressed or healthy in year T . To predict the health status in a
lead time of L(L > 0) years, we collect four-quarter data of p financial ratios in year
T − L . After all quarterly data are transformed into interval data by the transformation
method described in Sect. 2, we obtain an n× pmatrixXI , whose superscript I stands
for Intervals. Each unit of XI is an interval data, i.e., xi j = [xi j , xi j ], 1 ≤ i ≤ n,
1 ≤ j ≤ p. The i-th companyobservation is denoted asx′

i , and the j-thfinancial ratio is
denoted as X j . The index set of observations from the h-th population is denoted asCh .

According to the well-known theory of FDA, a multivariate observation x′
i is trans-

formed into a univariate observation, denoted as zi , such that zi is derived from popu-
lations π1 and π2 that were separated as much as possible. Noticing that x′

i is described
by interval data in our case, zi is also an interval-valued observation defined by

zi = a′ ⊗ xi , (1)

where a = (
a1, a2, . . . , ap

)′ ∈ R
p is called as combination coefficient vector, and

zi = [zi , zi ], namely a projection of the i-th observation on a, such that

zi =
∑

a j>0

a j xi j +
∑

a j≤0

a j xi j , (2)

zi =
∑

a j≤0

a j xi j +
∑

a j>0

a j xi j . (3)

According to Silva and Brito (2006), a can be solved by the first eigenvector of matrix
W−1B, whereW = [w j j ′ ]p×p andB = [b j j ′ ]p×p respectively denote thewithin-class
inertia matrix and the between-class inertia matrix, such that

w j j = 1

3n

n∑

i=1

(x2i j + xi j x + x2i j ) −
2∑

h=1

nh
(
m(h)

j

)2
, (4)

w j j ′ = 1

4n

n∑

i=1

(xi j + xi j )(xi j ′ + xi j ′) −
2∑

h=1

nhm
(h)
j m(h)

j ′ , j �= j ′, (5)

b j j ′ =
2∑

h=1

nh
n
m(h)

j m(h)

j ′ − m jm j ′, (6)

wherem j = 1
2n

∑
(xi j + xi j ) andm

(h)
j = 1

2nh

∑
i∈Ch

(xi j + xi j ), for j = 1, 2, . . . , p.
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After the combination coefficient vector is obtained, we should determine a
classification rule next. As proposed in Silva and Brito (2006), a p-dimensional
interval-valued observation, say x0, is classified to πh∗ such that

h∗ = arg min
h=1,2

⎡

⎣ 1

nh

∑

i∈Ch

√
λD (z0, zi )

⎤

⎦ , (7)

where D (·, ·) is a distance function for any two interval data. Here, we adopt Wasser-
stein distance of interval data (Irpino and Verde 2008), i.e.,

D(z0, zi ) =
√

(c0 − ci )2 + 1

3
(r0 − ri )2, (8)

where c0 = 1
2 (z0 + z0), ci = 1

2 (zi + zi ), r0 = 1
2 (z0 − z0), and ri = 1

2 (zi − zi ).
Apparently, this classification rule ofD-iFDA requiresmassive calculations by travers-
ing the computation of distance between the to-be-classified observation z0 and each
of the nh observations in Ch . Besides, the classification result may be badly biased if
there exist some outliers in C1 or C2.

To avoid these pitfalls, we modify Eq. (7) as

h∗ = arg min
h=1,2

DW (z0, z
pro
h ), (9)

where z proh = [z proh , z proh ] represents the prototype of observations from the h-th
population, such that

z proh = 1

nh

∑

i∈Ch

zi , z proh = 1

nh

∑

i∈Ch

zi . (10)

Notably, the revised rule in Eq. (9) has sharply cut down the amount of computations,
compared with the previous rule in Eq. (7). On account of this minor modification, we
call it as i-score model. The main steps of i-score model, including a modeling part
and a predicting part, are listed as below.

(1) Modeling part:

(a) For a sample of companies, collect their four-quarter financial data of p finan-
cial ratios in year T − L , as well as their health status in year T , i.e., healthy
or distressed. Transform their quarterly data into interval data and thus obtain
an interval-valued matrix XI .

(b) Estimate the combination coefficient vector a by an eigen-decomposition of
W−1B, whereW andB, as defined in Eqs. (4)–(6), are respectively the within-
variance matrix and the between-variance matrix for XI .
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(2) Predicting part:

(a) For any company to be predicted, summarize its quarterly financial ratios
into an interval data and construct an observation vector x′

0 of interval data.
Transform x′

0 into z0 = [z0, z0] by z0 = a′ ⊗ x0, where z0 and z0 can be
obtained according to Eqs. (2) and (3).

(b) Predict the health status of this company by allocating it to the h∗-th group
according to Eq. (9)

So far, we have described themethodology of i-scoremodel in details. The next step
is to assess its prediction performance. Two evaluation indexes will be used. The first
index is accuracy of total (AOT ), defined as the ratio of the correctly-predicted obser-
vation number to the total observation number. The second index, called as accuracy
of distress (AOD), is defined as the ratio of the correctly-predicted distressed obser-
vation number to the total distressed observation number. Clearly, the index of AOT
provides an assessment of overall predictive accuracy, and AOD shows the predictive
power for distressed companies. Since our primary goal is to create a negative list for
investment, the index of AOD is worth of our special attention.

4 Data and results

Does i-score model provide an accurate detection of distress status of companies in
advance, according to their current performance on certain financial ratios? Further-
more, is i-score model more capable of identifying companies in high risk of distress,
due to its novel representation of volatility information that is contained in four-quarter
records of financial ratios? To address these issues, an empirical study onChina’s stock
market is presented in this section.

To start with, we introduce a set of financial ratios used for distress prediction.
Then, we describe the method of sample selection as well as our data source. In
order to guarantee overall performance, exploratory data analysis are first conducted.
Afterwards, we show how to apply our i-score model, and display a summary of
the predicting outcomes. Meanwhile, a cost-benefit analysis is provided to justify the
focus on identifying the distressed companies. To examine the superiority of i-model,
five numeircal-data-based models commonly used in previous research are included
for comparison. Ultimately, the superiority of the i-score model is supported by the
comparative analysis.

4.1 Variables

Generally speaking, at least five aspects of financial performance, including liquidity,
profitability, solvency, leverage, and activity, should be taken into account when con-
cerned with distress prediction. We carefully choose several financial ratios in each
aspect, as listed below.

• Liquidity:Working Capital/Total Asset (WC/TA),Current Ratio (CR),Quick Ratio
(QR).
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• Profitability: Return on Total Assets (RoTA), Retained Earnings/Total Asset
(RE/TA), Return on Equity (RoE),Operating Margin (OM), Total Profits/ Operat-
ing Revenue (TP/OR), Net Profit Margin (NPM).

• Solvency: Debt-to-Equity Ratio (DtER).
• Leverage: Debt Ratio (DR).
• Activity: Operating Cash Flow/Operating Revenue (OCF/OR), Operating Rev-
enue Growth (ORG).

4.2 Sample selection

The definition of finance-distressed companies shall be given before predictive mod-
eling. According to the special treatment scheme of China’s securities market, a listed
company is labeled with ST (short for “Special Treatment”) before its stock name,
if it has reported negative net profit in its Annual Financial Report during the past
two consecutive years. Generally speaking, such companies, hereinafter called as ST
companies, are highly likely to experience a sharp decrease in their stock price, or
even face high risk of delisting. Therefore, ST companies are deemed as financially
distressed companies in this paper, like previous studies (Sun and Li 2008; Xu et al.
2011). In the period from 1 January 2004 to 31 December 2011, a total number of
165 listed companies have been subject to ST in China’s stock market. To construct a
paired sample, we carefully select one healthy company for each chosen ST company.
We recognize that the distressed company group are not homogenous with respect to
asset size and industry. Therefore, the healthy company group are chosen on a strat-
ified random basis. The selection criterion is intuitive and simple: pick up a healthy
company with the most similar asset size to its matched ST company, on the premise
that both companies come from the same industry sector.

Next, financial records of the sample companies are extracted from their financial
disclosure statements. Our data source is Wind Financial Terminal (www.wind.com.
cn/en/wft.html), a financial database disclosing information of listed companies in
China’s stock market. For each company pair, we use financial data L annual periods
prior to the year when the distressed company is subject to ST. For instance, if the
distressed company is labeled with ST in the year 2004, financial data in the year
of 2004 − L for both companies in this pair will be gathered. In this paper, we set
the prediction lead time L = 2. The reasons for this are two-fold. On one hand, as
mentioned above, a listed companywill become anST company after it suffers negative
profits for two consecutive years. Therefore, we attempt to capture the forthcoming
investment risk from the beginning of becoming ST. On the other hand, setting a 2-year
prediction lead time is commonly seen in previous studies concerning China’s stock
market.

Through preliminary checks, we find out that there are 12 ST companies with
incomplete financial records and 6 ST companies with extremely high or low records.
To guarantee overall performance, we simply delete the corresponding 18 company
pairs. So far, we have constructed a sample with two groups, i.e., both healthy and
distressed, in a total amount of 147 company pairs. Table 2 presents a summary of
the asset size for company pairs in different industries. For reader’s convenience, we
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provide the stock ID information of the selected company pairs, which are left in the
Appendix for the clarity of the context.

4.3 Exploratory data analysis

To ensure the prediction accuracy, financial ratioswith too-weak predictive power shall
be excluded. Besides, multicollinearity, mainly shown as high correlations between
financial ratios, may have some disturbance on the overall performance of i-score
model. In consideration of these two points, we carry out exploratory data analysis
prior to predictive modeling.

First, we estimate the correlation coefficients for 13 financial ratios (see Table 3).
According to Billard and Diday (2003), i.e.,the correlation coefficient of any two
interval-valued variables, say XI

j and XI
j ′ ( j, j ′ = 1, 2, . . . , p), is defined by

corr(XI
j ,X

I
j ′) =

⎧
⎨

⎩

COV (XI
j ,X

I
j ′ )√

D(XI
j )·

√
D(XI

j ′ )
, j �= j ′

1, j = j ′
(11)

where

COV (XI
j ,X

I
j ′) = 1

4n

n∑

i=1

(xi j + xi j )(xi j ′ + xi j ′)

− 1

4n2

[
n∑

i=1

(xi j + xi j )

] [
n∑

i=1

(xi j ′ + xi j ′)

]

, j �= j ′

D(XI
j ) = 1

3n

n∑

i=1

(x2i j + xi j xi j + x2i j ) − 1

4n2

[
n∑

i=1

(xi j + xi j )

]2

.

Generally speaking, a correlation with its absolute value greater than 0.8 is interpreted
as very strong, and 0.6 up to 0.8 as strong. Remarkably, four variable groups in Table 3
appear strong or very strong association, including (1)WC/TA, RE/TA andDR, (2)CR,
QR and DtER, (3) OM and TP/OR, (4) NPM and OCF/OR. In order to avoid severe
multicollinearity problem, only one financial variable shall be chosen from each of
these groups.

Then, for each financial ratio, we apply i-score method, and calculate the index
of AOT (see the lower part of Table 3). We select from each group only one finan-
cial ratio with the highest value of AOT. Ultimately, 7 ratios are preserved for the
subsequent modeling, includingWorking Capital/Total Asset (WC/TA), Current Ratio
(CR), Return on Total Assets (RoTA), Return on Equity (RoE), Total Profits/ Oper-
ating Revenue (TP/OR), Net Profit Margin (N PM), and Operating Revenue Growth
(ORG).

Next, descriptive analysis is performed. Figure 2 shows both distressed companies
(light brown crosses in left subfigure and light brown rectangles in right subfigure)
and healthy companies (black circles in left subfigure and black rectangles in right
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Fig. 2 Visualizations of distressed and healthy companies by two financial ratios ofWC/TA and RoT A. The
left-hand-side subfigure is based on numerical data, and the right-hand-side subfigure is based on interval
data (color figure online)

subfigure) in terms of Working Capital/Total Asset (WC/TA) and Return on Equity
(RoE). Some distinguishable patterns exist in these two subfigures. The left subfig-
ure is a scatterplot based on numerical data, i.e., the mean value of the four-quarter.
Apparently, a large part of distressed companies (light brown crosses) appear mixed
with healthy companies (black circles). In other words, the two groups do not clearly
distinguish from each other. Notably, this observation is a good evidence to support the
conclusion raised by Altman (1968), which suggests that the indications for impend-
ing distress may become less clear when the prediction lead time exceeds 1year. In
the right subfigure, each rectangle represents a company, which is a common way to
visualize samples described by two interval-valued variables [see Wang et al. (2012)].
The centers of the rectangles correspond to the midpoints of the intervals, and the
width and height respectively represent the lengths of the intervals in the horizontal
axis (i.e., WC/TA) and the vertical axis (i.e., RoE). By this easily understood visual-
ization, we know that a bigger rectangles correspond to longer interval(s) in one/two
dimension(s), and thus embody greater volatility in financial ratio(s). Remarkably, the
two rectangle groups mainly differ from each other in terms of size. More specifically,
black rectangles (healthy companies) tend to appear in smaller size, whereas most of
light brown rectangles (distressed companies) cover larger areas. That is, the com-
pany groups are more distinct to each other in size, rather than in location. Similar
findings can also be seen within other variables (see Figs. 4, 5 in the “Appendix”).
Accordingly, prediction accuracy is expected to improve when interval data is used to
describe volatility information of financial ratios of companies.

4.4 Predicting outcomes

In what follows, we present how to apply i-score model in this example. We randomly
divide the whole sample into two subsets, i.e., two thirds as a training dataset (with
98 company pairs) and the remaining one third as a testing dataset (with 49 company

123



504 R. Guan et al.

pairs).We first use the training dataset to train the model, as stated in the modeling part
of the i-score model. In this example, the combination coefficient vector is estimated
as (0.9989, 0.0092, 0.0371, −0.0003, 0.0284, 0.0018, 0.0010). And the prototype of
the distressed group and that of the healthy group, defined by Eq. (10), are z pro1 =
[−0.8495, 0.1088] and z pro2 = [0.3373, 0.6923], respectively. In the testing step, the
health status of each company observation in the testing dataset is predicted according
to the predicting part of the i-score model.

To demonstrate the merits of i-score model in financial distress prediction, we
carry out a comparison between i-score model and five commonly used models,
including Factorial Discriminant Analysis (FDA), Logit Regression (LR), Support
VectorMachine (SVM),ClassificationTree (CT), andRandomForests (RF).While the
i-score model is applied on the interval-valued dataset, the five models participating
comparison use numerical data, i.e., means of intervals. All experiments are based on
Matlab. We use the ready-made functions for the five numerical-data-based models,
with the parameters being set by default.

Table 4 reports a summary of predicting outcomes in the testing dataset. There
exist some remarkable observations in this table. (1) Concerning the index of AOT,
there is no evident difference between i-score model and the five models. Our i-
score model correctly predicts 83 out of 98 companies in total (AOT = 81.63%).
Within the five models using numerical data, SVM reaches the highest values of AOT
(84.69%), whereas the model of Classification Tree only achieves 77.55%. (2) When
the evaluation index ofAOD is concerned, however, i-scoremodel shows an advantage
over the other five models. Remarkably, i-score model has attained a fairly high level
of AOD, i.e., 83.67%, as high as the Classification Tree model, followed by Random
Forests (81.63%) and SVM (79.59%). It is consistent with our expectation that i-

Table 4 A comparison within factorial discriminant analysis (FDA), logit regression (LR), support vector
machine (SVM), classification tree (CT), random forests (RF), and i-score model in terms of accuracy of
all (AOT) and accuracy of distress (AOD) in the testing dataset

Models Original groups Predicted groups AOT(%) AOD(%)

Distressed Healthy

FDA Distressed 38 11 82.65 77.55

Healthy 6 43

LR Distressed 36 13 81.63 73.47

Healthy 5 44

SVM Distressed 39 10 84.69 79.59

Healthy 5 44

CT Distressed 41 8 77.55 83.67

Healthy 14 35

RF Distressed 40 9 80.61 81.63

Healthy 10 39

i-score Distressed 41 8 81.63 83.67

Healthy 10 39
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Fig. 3 Univariate projection zk in the testing dataset

score model pays more attention to recognizing distressed companies. (3) Taking a
further comparison between i-score model and Classification Tree, we find out that
ClassificationTreemistakenly identifies 14healthy companies as distressed companies
in the concerning sample, whereas this number is only 10 for i-scoremodel. Therefore,
both models achieve the goal of investment risk avoidance by correctly identifying
distressed companies, but ClassificationTreemaymiss out of some investment returns.

Why does the i-score model have a strong predictive power for distressed compa-
nies? Does the i-score model identify some patterns that could distinguish between the
distressed companies and the healthy companies based on the selected seven financial
ratios? The visualization provided in Fig. 3 is helpful to answer these questions, which
further enables us to better understand the i-score model. In the figure, each vertical
line represents an interval-valued projection zk in the testing dataset. Its bottom and
top are respectively the lower and the upper bound of the interval data. According to
the original labels, distressed and healthy companies are respectively drawn as light
brown and black lines. Those mistakenly predicted observations are represented by
dashed lines. In addition, we draw an auxiliary line to facilitate understanding (see the
horizontal line whose value is taken as 0).

Apparently, most distressed companies appear as longer lines, whereas most lines
of healthy companies generally look shorter. Besides, it is obvious that the midpoints
of most light brown lines lie below the auxiliary line, while a majority of black lines
are located above the line. In other words, after projected on the combination coef-
ficient vector by the i-score model, the two company groups distinguish each other
in terms of their midpoint values and interval ranges. Taking a closer look at those
mistakenly predicted observations, represented by dashed lines in this figure, we find
out some interesting patterns. That is, light brown lines standing above the auxiliary
line and black lines lying below the auxiliary line are more likely to be mistakenly
predicted. Accordingly, we know that a company in label of distress will be probably
mis-predicted as a healthy company, if it is converted into a short interval, or with
a high value of midpoint. On the contrast, a healthy company will also be mistaken
for a company in high risk of distress, if it experience bad performance and/or large
fluctuations in financial ratios. According to the modeling outputs, the prototype of
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the distressed group is z pro1 = [−0.8495, 0.1088], whereas that of the healthy group is
z pro2 = [0.3373, 0.6923]. As defined by the i-scoremodel, each univariate observation
is predicted according to its similaritywith the prototypes of the two groups. Therefore,
it is not difficult to understand that univariate observations with longer intervals as well
as lower values of midpoints are more likely to be predicted as distressed, considering
that it has a closer distance to the prototype of the distressed group than to that of the
healthy group. From this, we know that themechanism of the i-scoremodel, i.e., to rec-
ognize distressed company is to construct an interval-valued prototype by summarizing
the distress signals of some known observations according to their financial perfor-
mance, especially their financial volatility. Furthermore, according to Eqs. (1)–(3), all
of which describe how to project a p-dimensional interval-valued observation x′

i into a
univariate observation zi , we know that the combination coefficient vector a′=(0.9989,
0.0092, 0.0371, −0.0003, 0.0284, 0.0018, 0.0010) is useful to identify patterns that
could distinguish between the distressed companies and the healthy companies based
on the selected 7 financial variables. To be specific, three variables, includingWC/TA,
RoT A, and TP/OR, have relatively more important influence on the prediction, since
the absolute values of their coefficients are relatively higher than those of other four
variables. Companies have lower values or larger volatility on quarterly data of these
three variables are more likely to be predicted as distressed.

4.5 Cost-benefit analysis

To justify the focus on correctly identifying distressed companies, we provide a cost-
benefit analysis below. Let us consider two scenarios of mistaken prediction. When a
distressed company is wrongly predicted as healthy, investors will buy the stock of the
company and will then be very likely to suffer great losses, which is hereinafter called
as a True-Negative (TN) cost. On the contrary, when a healthy company is misjudged
as a distressed company, investors will decide not to buy the stock of the company
and will then be prone to miss out on some benefits. Such benefits are actually an
opportunity cost, which is called as a False-Positive (FP) cost in what follows. If the
TN cost is greater than the FP cost, it demonstrates that we should focus on correctly
identifying distressed companies.

For each model, we can calculate its TN cost and FP cost based on the predicting
outcomes. To be specific, we use its predicting outcomes on the testing dataset to
construct two investment portfolios, i.e., an TN portfolio and an FP portfolio. For
simplicity, all stocks in each portfolio are equally weighted. To obtain the yield for
each portfolio, we need to determine when to buy and when to sell each stock in the
portfolio. For an actually distressed company, we calculate its 3-month return from
March 31st to June 30th in the year when it was labeled with ST. As for its matched
healthy company, the calculation period is the same. Started from March 31st is due
to the fact that listed companies are required to announce their annual statements
before that date and their actual labels are known by then. After obtaining returns for
all stocks, we then calculate the average return for each portfolio. Results based on
different models are shown in Table 5.
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Apparently, according to God’s view, buying distressed companies does suffer from
greater losses than buying healthy companies, whether in the testing sample (−14.69%
vs. −3.34%) or the whole sample (−16.00% vs. −3.56%). However, people can only
make investment decisions according to the prediction of a certain model. In Table 5,
the upper right corner shows the TN costs by different models, whereas the lower
left corner presents the FP costs. We do not compare the TN cost (or the FP cost)
within these six models, since the different investment times of portfolios makes the
comparison less meaningful. Instead, attention should be focused on the comparison
between the TN cost and the FP cost of the same model. Remarkably, regardless of
models, the TN cost is much higher than the FP cost, except for the LR model. So
far, we have demonstrated that it is more important to correctly identify distressed
companies than to correctly recognize healthy companies.

4.6 Robust analysis

Now, we move on to some robust analysis. The results will enable us to further assess
the effectiveness of the i-score model in predicting financial distress. To be specific,
we aim to seek for answers to the following questions: (1)We use a balanced sample in
Table 4, but in the actual market there are much fewer distressed companies and much
morehealthy companies.Will the predictionoutcomesbe affectedby theproportions of
distressed companies and healthy companies? What if we use an imbalanced sample?
(2) The current results presented in Table 4 are predicated on a specific selection of
variables. Will the prediction outcomes be affected by variable selection? What if we
use all variables or other selections of variables?

For the answers to these questions, we carry out some experiments. First, we com-
pare the predicting outcomes between using a balanced dataset and an imbalanced
dataset. As mentioned in previous sections, the balanced dataset is a pair-wise sample.
In the imbalanced dataset, distressed companies and healthy companies are mixed
in 1:3 ratio. We randomly choose one third of companies from the distressed group
in the balanced dataset, and keep all companies from the healthy group. Second, to
explore the effect of variable selection for the i-score model, we add two more experi-
ments, i.e., (a) i-score model with all of the 13 variables, and (b) i-score model with 7
randomly-selected variables. To obtain a random selection of 7 variables, we simply
choose variables at random from each of the variable clusters asmentioned in Sect. 4.3.
Besides, since Random Forests would not as much suffer from multi-collinearity, an
extra experiment that utilizes all of the 13 variables to make a prediction is provided.
In order to avoid any occasional conclusions resulted from any single-sampling-based
analysis, all experiments are based on random sampling. To be specific, each exper-
iment will be run for 100 times. In each run, we randomly select two-thirds of the
companies from the distressed group and the healthy group, respectively, to construct
a training dataset, and use the remaining companies as a testing dataset.

Table 6 displays the mean values and the corresponding standard deviations (in
the parentheses) of the evaluation index of AOD for different models under different
settings. There are some remarkable findings. (1) The sample proportion does have
an effect on the prediction performance. Regardless of models, the mean value of
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Table 6 Comparative results based on repeated experiments

Models Selection of variables Balanced dataset Imbalanced dataset

FDA 7 specifically selected variables 0.739 (0.052) 0.456 (0.111)

LR 7 specifically selected variables 0.778 (0.052) 0.566 (0.107)

SVM 7 specifically selected variables 0.795 (0.047) 0.670 (0.114)

CT 7 specifically selected variables 0.771 (0.054) 0.644 (0.130)

RF 7 specifically selected variables 0.773 (0.052) 0.609 (0.105)

13 variables without selection 0.810 (0.049) 0.599 (0.113)

i-score 7 specifically selected variables 0.816 (0.045) 0.758 (0.098)

7 randomly selected variables 0.834 (0.043) 0.781 (0.112)

13 variables without selection 0.827 (0.041) 0.774 (0.107)

Numbers in parentheses are the standard deviations

AOD in the imbalanced dataset is lower than that in the balanced dataset. We also
notice that the standard deviation in the imbalanced dataset is about double of that
in the balanced dataset. Therefore, both the accuracy and the stability of predicting
distressed companies are affected by the sample proportion. Fortunately, i-scoremodel,
regardless of variable selection, is superior to other models whether in balanced or
imbalanced datasets. (2) By comparing results in the last three rows, we find out that
the selection of variables has an effect on the predictive power of i-score model. First,
when using a random selection of variables, we obtain an improvement in the accuracy.
In other words, there is probably a selection of variables more powerful for prediction,
which remains to be proved. Second, by adding five more variables, the mean value of
AOD increases from 81.6 to 82.7% in the balanced dataset and from 75.8% to 77.4%
in the imbalanced dataset. Therefore, it is hopeful to improve the predicting accuracy
of i-score model by adding more variables. As for Random Forests, a slight difference
can be observed. In the balanced dataset, the increase of variables brings a positive
change on the mean value of AOD. But the change is not evident in the imbalanced
dataset.

5 Conclusions

This paper has launched a new endeavor in the research topic of financial distress pre-
diction. Unlike previous research, we attempt to achieve an improvement in predicting
companies in high risk of financial distress. In light of this, we propose an i-score
model, which packages four-quarter financial records into an interval and thereby
allows volatility information involved in prediction modeling. In such an innovative
way, the i-score model is expected to better capture the not-too-clear distress signals
in a prediction lead time of 2years.

We provide a detailed introduction to the key methodology of the i-score model.
To demonstrate the merits of i-score model, some comparative studies have been
carried out between i-scoremodel and five commonly usedmodels based on numerical
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data. Encouragingly, the results show that i-score model is superior to other models
in predicting financially distressed companies. We consider it extremely valuable,
since investors will be beneficial to prevent great losses from investing the stocks of
distressed companies. Robust analysis also verify the reliability of i-score model. As a
consequence, it is highly recommended to adopt i-score model to build up a negative
list for investment. More importantly, it makes a rolling prediction possible when
quarterly financial ratios are adopted, which can be considered as another benefit from
i-score model.
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Appendix

A Data and Figures

For reader’s convenience, we provide the stock ID information of the 147 selected
company pairs in Table 7. Besides, descriptive figures of the samples of the interval-
valued data and numerical data are respectively shown in Figs. 4 and 5. Each of the
21 subfigures corresponds to two of the seven financial ratios. In Fig. 5, distressed
companies are shown as light brown crosses, whereas healthy companies are drawn
as black circles. In Fig. 4, rectangles in light brown and black correspond to distressed
and healthy companies, respectively.

Table 7 Stock ID of the selected companies and the year when the distressed company in the pair was
labeled with ST

Distressed Healthy Year Distressed Healthy Year Distressed Healthy Year

000691 600366 2004 000035 000938 2005 600429 600238 2007

000040 000573 2004 600335 600580 2005 000780 000752 2007

600159 000848 2004 600681 600069 2005 600076 600677 2007

600695 600127 2004 600053 600966 2005 600657 600658 2007

600737 600186 2004 600615 600141 2005 600609 000550 2007

600139 600687 2004 000950 600731 2005 000880 000617 2007

600503 600756 2004 000719 600636 2005 600213 000868 2007

000805 600845 2004 000587 600337 2005 600516 600255 2007

400054 600718 2004 400052 600896 2005 000928 000926 2007

000736 600480 2004 600891 600830 2005 600173 600558 2007
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Table 7 continued

Distressed Healthy Year Distressed Healthy Year Distressed Healthy Year

000980 600686 2004 600515 600327 2005 000408 600992 2007

400037 600208 2004 000863 600785 2005 600419 002103 2007

000766 600867 2004 600313 600540 2006 000650 600803 2007

000505 600393 2004 600844 000998 2006 000979 600746 2007

000005 000511 2004 600199 600809 2006 600645 002007 2007

600781 600233 2004 000596 600702 2006 600671 002019 2007

000529 000158 2004 000892 600797 2006 600614 600422 2007

600864 600292 2004 000862 000070 2006 600890 600696 2007

600766 600128 2004 000887 000404 2006 600136 600463 2007

600738 600824 2004 000791 600470 2006 000779 600241 2007

600234 600822 2004 600767 600325 2006 000681 002029 2007

600203 000881 2005 600369 600317 2006 000018 000045 2007

600735 600305 2005 600209 600621 2007 600003 600020 2007

600248 600975 2008 600421 600222 2008 000576 002143 2010

600084 600051 2008 000605 002038 2008 600130 600804 2010

600080 600724 2008 600568 000661 2008 600728 002148 2010

000716 000810 2008 600757 000726 2008 600372 600501 2010

600207 600602 2008 600381 600987 2008 600340 600379 2010

600198 000636 2008 000692 002039 2008 002113 002108 2010

000058 600747 2008 600817 600723 2008 000955 002015 2010

600608 000909 2008 600225 600965 2009 000720 000875 2010

600706 600588 2008 600800 600643 2009 000415 600770 2011

600988 600405 2008 600149 002050 2009 600355 002214 2011

600984 600592 2008 600854 600336 2009 000981 002095 2011

000922 600243 2008 600604 600806 2009 600860 600843 2011

600716 600586 2008 600678 600459 2009 000908 002284 2011

600217 600720 2008 000935 000055 2009 000676 600499 2011

002075 600390 2008 600187 002103 2009 600539 600318 2011

000578 000762 2008 600259 600458 2009 600769 002061 2011

600714 600971 2008 002145 002064 2009 600179 000637 2011

600462 600103 2008 000818 000755 2009 000953 000615 2011

600722 000830 2008 000633 601126 2009 600727 002109 2011

600579 600260 2008 600275 000043 2009 600538 600796 2011

600223 000792 2008 000971 600107 2009 600299 600309 2011

600656 600589 2008 600115 600029 2009 600885 600146 2011

600699 600227 2008 600868 000767 2009 600301 000510 2011

002002 000565 2008 600506 600265 2010 600077 000667 2011

600771 600789 2008 000068 600584 2010 002072 600493 2011

600466 600666 2008 000995 002124 2010 000958 600310 2011
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Fig. 4 Pair-wise visualizations of interval data of the selected 7 financial ratios
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Fig. 5 Pair-wise visualizations of numerical data of the selected 7 financial ratios
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