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Abstract
We propose a weld quality measurement system specifically designed for T-joints using a surface-structured light stereo 
scanner. The T-joint, which consists of a rib plate and a base plate, undergoes assessment based on the welding angle, height, 
and width. The system begins by employing a scanner to capture point cloud data of the rib plate and base plate. To sim-
plify this data, pass-through filtering and voxel meshing methods are incorporated. Following this, the T-joint point cloud 
is segmented using a region-growing algorithm, and the normal vectors of the rib plate and base plate are calculated using 
the random sample consensus (RANSAC) algorithm. To extract the weld lines from the T-joint point cloud, the fast point 
feature histogram (FPFH) algorithm is utilized. The welding angle is subsequently determined from the normal vectors of 
the two plates, while the weld height and width are extracted using the weld line point cloud. To evaluate the effectiveness 
of the system, it is applied to a T-joint in a Ti-6Al-4 V alloy–stiffened plate. The results demonstrate that the system can 
accurately detect the welding angle, height, and width, thus providing valuable technical support for the timely monitoring 
of weld quality in T-joints throughout the welding process.

Keywords Weld quality · T-joints · Point cloud · Stiffened plate

1 Introduction

Welding is a critical technology for the processing and man-
ufacturing of stiffened plates [1]. T-joints are the primary 
welding form used in stiffened plate applications, with dual-
beam laser welding being the preferred technique due to its 
favorable welding results and reduced inherent defects [2–4]. 
The evaluation of weld quality primarily involves assess-
ing parameters such as welding angle, height, and width. 
However, there are currently some challenges in measuring 
weld quality, including low efficiency, low precision, and 
high cost.

Machine visual inspection has emerged as a promising 
solution for automatic seam tracking and accurate meas-
urement due to its advantages of high efficiency, stability, 
accuracy, and noncontact operation [5–7]. Li et al. [8] pro-
posed a vision-based weld appearance inspection algorithm, 
including the measurement of weld forming dimensions and 

the detection of weld appearance defects. A sub-pixel stripe 
centerline extraction algorithm based on the combination of 
the Hessian matrix method and the center of gravity method 
is proposed, which improves the efficiency and accuracy of 
weld appearance inspection and meets the needs of automa-
tion and intelligence of the whole welding process. Zhang 
et al. [9] propose a method based on a deep-learning algo-
rithm and traditional computer vision (TCV) algorithm to 
achieve laser weld joints in the battery production process 
quality inspection. A TCV heuristic algorithm was also pro-
posed to implement three types of error detection, i.e., weld 
pad slant placement, electrode tab height placement, and 
weld joint solder-through. Li et al. [10] proposed a fine-
grained flexible graph convolutional network (FFGCN) for 
visual detection of resistance-spot welds combining natural 
language processing with computer vision. The features in 
the point-by-point space are combined with visual features 
through dot products to achieve the classification of weld 
appearance. Cheng et al. [11] proposed a ray detection (RT) 
weld image enhancement method based on phase symmetry 
for RT images with low gray values and low contrast. This 
method was also compared with commonly used methods, 
and the results showed that the proposed method achieved 
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improvements over state-of-the-art methods. Soares et al. 
[12] used a passive monocular camera as part of a vision 
system to quantify and analyze the weld bead texture using 
a principal component analysis-based algorithm to identify 
the presence of weld discontinuities. A machine learning 
approach was used to classify new weld beads as healthy or 
defective, and the accuracy of the proposed texture identifi-
cation method reached 96.4%.

Several studies have utilized laser vision sensors and 
structured light vision inspection systems to measure the 
geometric parameters and dimensions of welds, enabling 
automatic measurement, assembly, and quality inspection of 
welded components [13–16]. Ye et al. [17] proposed a weld 
evaluation method that integrates the use of line-structured 
light and weak magnetic detection techniques. The method 
detects internal weld defects by the weak magnetic detection 
technique and reconstructs the three-dimensional morphol-
ogy of the weld pool surface using a line-structured light 
system to obtain a high-precision weld profile and detect 
surface defects. Through comprehensive analysis of the 
inspection results, surface and internal defects can be effec-
tively classified, and the equivalent size of defects can be 
estimated, enabling a multidimensional evaluation of weld 
formation quality. Li et al. [18] proposed a 3D reconstruc-
tion technique for highly reflective weld surfaces based on 
binocular structured light stereo vision. The point cloud of 
the welded surface is generated using the edge projection 
parameter, the mapping and alignment of the 2D image to 
the 3D point cloud is established, the refined point cloud 
is manipulated using a bidirectional slicing method, the 
discrete points formed by the projection are fitted using a 
smooth spline model, and the blank areas are filled using 
an iterative algorithm. It was experimentally confirmed that 
the method can accurately reconstruct various weld surfaces 
with improved accuracy. Cai et al. [19] proposed a vision 
service system based on structured light vision sensors for 
the inspection of multi-layer and multi-rail welds. The 3D 
model of the weld seam is obtained by calibration methods 
such as camera calibration, structured light plane calibra-
tion, and hand-eye calibration. Finally, a virtual model of 
the weld seam is reconstructed using the least square method 
and greedy triangulation, which in turn evaluates the weld-
ing process based on the width and height characteristics of 
the welding leg.

In current aircraft manufacturing processes, automated 
assembly and laser welding using assembly robots and 
welding robots are commonly used. However, the use of 
thin-walled components made of titanium alloys often leads 
to distortion and significant assembly errors, resulting in 
insufficient weld accuracy. This, in turn, can lead to substan-
tial welding angle distortion and inconsistent weld quality. 
To address this problem, we propose a T-joint weld qual-
ity measurement system using a surface structured light 3D 

scanner, which combines multiple point cloud processing 
techniques to achieve accurate measurement of the welding 
angle, height, and width of T-joints. The high accuracy of 
the system is confirmed by comparing the system measure-
ment results with manual measurements. This T-joint weld 
quality measurement system offers a promising solution 
to the challenges faced in the aircraft manufacturing pro-
cess. By ensuring accurate and reliable measurements, it 
helps maintain welding standards and improve overall weld 
quality.

2  Design of weld quality measurement 
system

The T-joint welding quality measurement system consists of 
a welding robot, a scanner, and a fixture, as shown in Fig. 1, 
where the welding robot is a KUKA KR360R2830 six-axis 
robot. Because Ti-6Al-4 V alloy–stiffened plates are widely 
used in the aerospace industry, it was chosen as the welding 
material with a size of 300 × 100 × 2 mm and the welding 
method is dual-beam laser welding.

In addition, the fixture shown in Fig. 2 is mounted on the 
end of the welding robot to securely hold the welding torch, 
wire, and scanner. The scanner is internally composed of two 
CCD cameras, a DLP projector, and an image acquisition 
card, as shown in Fig. 3. It uses the principle of binocular 
vision to acquire point clouds from the rib plate and the 
base plate, and the parameters of the scanner are shown in 
Table 1.

3  Point cloud processing

After dual-beam laser welding of the Ti-6Al-4 V alloy 
stiffened plate is shown in Fig. 4. The point cloud data of 
the T-joint was subsequently acquired with a scanner. The 

Fig. 1  Schematic diagram of the point cloud measurement system
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scanner’s image acquisition card used the parallax princi-
ple and triangulation to calculate the depth information of 
the rib plate and base plate, and a total of 2,613,942 points 
were obtained, but these data included irrelevant field points 
and redundant information. Therefore, multiple point cloud 
processing algorithms are needed to streamline and classify 
the point clouds.

3.1  Simplification of T‑joints point cloud

In order to enhance the efficiency and accuracy of weld qual-
ity inspection, it is necessary to eliminate irrelevant point 
cloud data. To achieve this, we utilize the pass-through fil-
tering technique provided by the Point Cloud Library (PCL), 
an open-source tool specifically designed for processing 
3D images and point cloud data. The pass-through filter-
ing process involves defining coordinate thresholds based 
on the size of the T-joint. In this case, the ranges along the 
X, Y, and Z axes are set as follows: ± 90 mm, − 5 to 15 mm, 
and − 5 to 33 mm, respectively. By applying this filtering 
method, a total of 230,138 points were obtained in the pro-
cessed point cloud, as illustrated in Fig. 5. This filtering 
process effectively removes irrelevant data, ensuring that 
only the essential information related to the weld quality 
assessment is preserved for further analysis.

To further reduce the point cloud density, the voxel mesh 
method in PCL is used to process the filtered point cloud. 
First, a three-dimensional voxel grid is created based on the 
filtered point cloud. Second, the edge lengths of the mesh are 
specified, and each point within the mesh is approximately 
replaced by the center point of the mesh. Finally, to achieve 
the best simplification of the point cloud, the edge length 
of the voxel mesh is set to 1 mm, resulting in a simplified 
point cloud consisting of 10,562 points, the result of which 
is shown in Fig. 6.

3.2  Segmentation of T‑joints point cloud

After simplifying the point cloud of the T-joint, the region-
growing algorithm in PCL is utilized to segment the point 
cloud into the rib-plate and base-plate regions. The method 
is as follows:

Firstly, seed points are determined based on the point 
with the smallest curvature in the point cloud. Secondly, an 
empty seed point sequence Cseed, cluster array Darray, and 
four parameters are set: the number of neighbor points of a 
seed point Nneighbor, the smoothing threshold Hsmooth, the cur-
vature threshold Zcurvature, and the minimum number of point 
cloud clusters Snumber. Finally, the angle between Nneighbor and 

Fig. 2  Fixture at the end of welding robot

Fig. 3  The scanner composition

Table 1  Performance parameters of surface structure scanner

Item Parameter

Type TriScan 500
Pixel 5 ×  106 dpi
Measuring range 400 × 300 mm
Measurement accuracy 0.02 mm
Mean point distance 0.15 mm
Single scan time  ≤ 1 s
Scanning Mode Non-contact 

surface scan-
ning
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the normal vector of the seed point is denoted as Vangle. The 
curvature of each neighboring point is denoted as Ci. The 
number of segmented point clouds is denoted as Nsegment. 
The algorithm flowchart is illustrated in Fig. 7.

During the segmentation process, only the points that 
satisfy all judgments are classified into the current cluster 
array. Points that do not meet the judgments are excluded 
from the current cluster array. After comparing the results 
of point cloud segmentation with different parameters, the 
optimized values for Nneighbor, Hsmooth, Zcurvature, and Snumber 
are determined to be 30, 3.0, 1.0, and 50, respectively. The 
segmented point cloud for the rib plate and base plate is 
illustrated in Fig. 8. It is evident that the segmentation 
process has successfully separated the rib-plate and base-
plate regions.

To calculate the height and width of the welding leg, 
the welding line point cloud needs to be extracted from 
the T-joint point cloud. However, because the welding line 
point cloud often has a narrow distribution, it cannot be 

directly simplified. Therefore, the FPFH algorithm in PCL 
is employed to extract the welding line point cloud. The 
following is the step for extracting the welding line point 
cloud using FPFH:

(1) The FPFH method divides the feature space into 33 
intervals, referred to as bins. Each bin represents a one-
dimensional attribute of the target point.

(2) For each point, the neighborhood is considered, and the 
percentage of points falling into each bin in relation to 
the total number of points in the neighborhood is cal-
culated. This percentage serves as the attribute value 
for each dimension.

(3) By comparing the attribute values of the welding line 
point cloud and the non-welding line point cloud, it is 
determined that bin [16] is the most significant.

(4) Each point in the point cloud, after pass-through fil-
tering, is iterated to determine whether the FPFH bin 
[16] value of each point is below a threshold β. If bin 

Fig. 4  The T-joint of Ti-
6Al-4 V alloy stiffened plate

Fig. 5  The point cloud after 
pass-through filtering (invalid 
data has been filtered and the 
data points in the white area are 
saved as valid data)

Fig. 6  Simplified point cloud 
data by voxel grid method (after 
the effective data is processed 
by this method, the data volume 
is significantly reduced)
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[16] < β, then the point is classified as belonging to the 
welding line point cloud.

By following this process, the FPFH method effectively 
extracts the welding line point cloud, enabling the subse-
quent calculation of the height and width of the welding leg.

Significantly, the FPFH requires setting two parameters, 
the number of normal neighboring points N1 and the normal 
search radius r, where the value of r affects the accuracy of 
the final extraction of the welded line point cloud. There-
fore, it is necessary to choose an appropriate value, which is 
determined by calculating the average distance density d1. 
In a point cloud with n points, dis(e, f) is used to represent 
the distance between point e and any other point f, and de 
is used to represent the minimum distance between point e 
and other points; the calculation formula of de is as follows:

The average distance density d1 of the point cloud is:

The normal search radius r is:

In this study, the values of N1 and r are set to 100 and 
1.70, respectively. The resulting feature histogram of the 
point cloud is depicted in Fig. 9, where “Weld” represents 
the welding line point cloud and “Non-weld” represents the 
non-welding line point cloud in the feature histogram.

By analyzing these histograms, it was determined that set-
ting the threshold β to 50 allows for the effective extraction 
of the weld line point cloud from the T-joint point cloud, as 
illustrated in Fig. 10. This analysis demonstrates the effec-
tiveness of the proposed method in accurately identifying 
and extracting the weld line from the surrounding point 
cloud data. By setting the appropriate threshold value, the 

(1)de = min(dis(e, f )), f = 1, 2, ..., n, f ≠ e

(2)d1 =
1

n

n∑

e=1

de

(3)r = 10 × d1

Input simplified point cloud

Get seed point

Calculate Vangle

Vangle<Hsmooth

Calculate Ci

Ci<Zcurvature

Add to Cseed

Delete the current seed point

Is Cseed empty

Nsegment<Snumber

Add to Darray

End

No

No

No

No

Yes

Yes

Yes

Yes

Fig. 7  Flow chart of region growing algorithm

Fig. 8  T-joint segmented by 
region-growing algorithm (the 
yellow area is the rib-plate point 
cloud area, and the orange area 
is the base-plate point cloud 
area)
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weld line point cloud can be precisely isolated, facilitating 
further analysis and evaluation of weld quality.

Up to this point, the point clouds of T-joints have been sim-
plified by pass-through filtering and the voxel grid method. 
Additionally, the point cloud of the rib plate and the base plate 
has been segmented separately using the region-growth algo-
rithm. Furthermore, the point cloud specifically at the welding 
line of the T-joint has been extracted using the FPFH algorithm.

4  Measurement method of T‑joints

The system aims to measure the welding angle, height, 
and width of T-joints. After segmenting the point cloud 
of the T-joint, further processing is necessary to obtain 
the required parameters for measuring the welding angle, 
height, and width.

4.1  Measurement method of welding angle

In order to accurately measure the welding angle, the 
RANSAC algorithm is used to fit the rib plate and base 

plate so that their respective normal vectors can be 
derived, and these normal vectors are then used to calcu-
late the welding angle. Taking the fitting process for the 
rib-plate as an example, the detailed steps of the RANSAC 
algorithm are as follows:

(1) Select 3 points randomly from the rib-plate point cloud 
and form a plane by these 3 points to calculate the plane 
model parameters.

(2) Set the distance threshold Tdis from the point to the 
plane and then calculate the distance from the unse-
lected point to the plane in (1). If the distance is less 
than Tdis, mark it as a point in the plane; the total num-
ber of points in the plane is counted finally.

(3) Repeat steps (1) and (2), count and sort the total points of 
each plane, and select the plane with the most total points.

(4) Repeat steps (1) ~ (3), and set the maximum iteration 
times as miter. When the number of iterations is greater 
than miter, the plane parameter with the largest total 
number of points is the normal vector of the rib plate.

Through repeated experiments and comparing the fit-
ting results, it is concluded that Tdis is 0.01 and miter is 

Fig. 9  Feature histogram of 
point cloud
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10,000; the effect of the fitting point cloud of rib-plate and 
base-plate is the best.

The cross-sectional view of the T-joint is shown in 
Fig. 11. Since the angle of the normal vectors of the two 
plates is equal to the welding angle, the welding angle can 
be obtained according to Eq. 4:

where (A1, B1, C1) and (A2, B2, C2) are the normal vectors of 
the rib plate and base plate, respectively.

4.2  Measurement method of the height h and width 
b of welding leg

To calculate the height and width of the welding leg, it is 
essential to convert the three-dimensional information of 

(4)� = arccos(
A1A2 + B1B2 + C1C2

√
A2

1
+ B2

1
+ C2

1
⋅

√
A2

2
+ B2

2
+ C2

2

)

the welding line point cloud into two-dimensional contour 
information. To achieve this, the extracted welding line 
point cloud needs to be sliced. By determining an appro-
priate thickness for the point cloud slice and selecting the 
direction of the cutting plane, accurate contour informa-
tion of the welding line point cloud can be obtained. This 
contour information is crucial for subsequent calculations.

The slice thickness of the point cloud is:

The specific method to determine the direction of the 
cutting plane is as follows:

The plane equation of the rib plate is:

The plane equation of the base plate is:

(5)� = 0.1 × d1

(6)A1x + B1y + C1z + D1 = 0

(7)A2x + B2y + C2z + D2 = 0

Fig. 11  Cross-sectional view of 
the T-joints

Fig. 12  The extracted contour 
points (the green area is the 
weld point cloud, which is 
sliced to obtain the two-dimen-
sional contour point cloud of 
the weld)
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Therefore, the direction vector u of the intersection line 
lT of the two plates is:

The coordinate of any point m on the intersection line 
lT is:

The intersection line lT can be determined by the point 
m on the line and the direction vector u of the line. Making 

(8)u = (B1C2 − C1B2,C1A2 − A1C2,A1B2 − B1A2)

(9)(0,
B2C1D1 − B1C1D2

B1B2C1 − B2

1
C2

−
D1

B1

,
B1D2 − B2D1

B2C1 − B1C2

)

the cutting plane perpendicular to the line lT, the extracted 
contour points are shown in Fig. 12.

In order to extract the cross-sectional contour points 
of the welding line point cloud, the intersection line 
lT between the rib plate and base plate is obtained. By 
extracting two endpoints of the cross-sectional profile 
points and calculating the distances between these end-
points and the intersection line lT, the height h and width 
b of the welding leg can be determined. The extraction 
method for the two endpoints is as follows:

Firstly, an initial point is randomly selected within the 
cross-sectional profile points. Then, all contour points are 
traversed to find the point that is farthest from the initial 
point based on the Euclidean distance. This farthest point 
is defined as the endpoint pd. Finally, from the endpoint pd, 
the point that is farthest is found as the second endpoint qd, 
as illustrated in Fig. 13. These two endpoints are crucial 
for calculating the height and width of the welding leg.

The height h and width b of the welding leg are calcu-
lated as in Eqs. 10 and 11, respectively.

Fig. 13  Extraction results of two endpoints

Fig. 14  Position calibration of measuring system

Fig. 15  The result of the position calibration of the measuring system

Fig. 16  Workpieces sprayed with developer
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where (x1, y1, z1) and (x2, y2, z2) are the coordinates of pd and qd, and 
(x0, y0, z0) is the coordinate of point m on the intersection line lT.

5  Experimental verification

It is necessary to calibrate the 3D scanner before using it for 
the first time. The marble dot calibrating plate is used for 
calibrating the scanner. The calibration steps are as follows:

(10)

h =
��(x0 − x1, y0 − y1, z0 − z1)

��
√
(B1C2 − C1B2)

2 + (C1A2 − A1C2)
2 + (A1B2 − B1A2)

2

(11)

b =
��(x0 − x2, y0 − y2, z0 − z2)

��
√
(B1C2 − C1B2)

2 + (C1A2 − A1C2)
2 + (A1B2 − B1A2)

2

(1) The surface-structured light 3D scanner was 
installed on the end effector of the KUKA robot through 
the fixture, and the calibration board was placed on the 
work table, as shown in Fig. 14.

(2) The distance between the scanner and the calibra-
tion board is adjusted by controlling the movement of the 
robot. The calibration plate is then rotated 90° counter-
clockwise, capturing one image per rotation, for a total of 
four images.

(3) Instruct the scanner on the robot to move up 100 mm 
along the Z-axis of the global coordinate system. Capture 
four images using the same method as in step (2); the scan-
ner on the robot is then instructed to move 100 mm down 
the Z-axis and take four more images.

(4) Next, control the scanner to rotate 30° around the 
global coordinate system X-axis, while rotating the calibra-
tion plate 180° counterclockwise. Each rotation captures one 
image, for a total of two images. The scanner is then con-
trolled to rotate − 30° along the X-axis of the global coordi-
nate system to obtain two more images. Finally, the scanner 
is rotated around the Y-axis and four images are captured 
using the same program. A total of 20 images were obtained 
during the correction process. The result of the calibration 
after processing is shown in Fig. 15.

The workpiece being tested is coated with developing 
powder and placed in a specially designed lighting environ-
ment to assess the uniformity of the spray coating, as shown 

Fig. 17  Weld measurement test 
bench

Table 2  Measurement results of welding angle of T-joints

Number �
c
/(°) �

m
/(°) Error value/(°)

1 86.3486 86.3000 0.0486
2 91.0361 91.1667  − 0.1306
3 87.5698 87.4778 0.0920
4 89.9831 90.0222  − 0.0391
5 83.2291 83.3667  − 0.1376
6 88.0634 88.2333  − 0.1699
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in Fig. 16. Subsequently, the workpiece to be measured is 
positioned on the work table to evaluate the quality of the 
weld, as illustrated in Fig. 17.

To validate the accuracy of this measurement system, 
multiple measurements of the welding angle, height, and 
width of T-joints are conducted using both the measure-
ment system and manual methods, utilizing a universal angle 
ruler and vernier caliper. The following verification steps 
are performed.

5.1  Verification of welding angle

The welding angle of the T-joints was measured using a weld 
quality measurement system and a universal angle gauge, 
respectively. Both methods were measured several times for 
six different T-joints, and the average value was used as the final 
result. The results obtained by the measurement system and 
the manual method are expressed as �c and �m , respectively, as 
shown in Table 2. For the convenience of comparison, Fig. 18 is 
drawn. It can be concluded that the error result is within ± 0.3°, 
which satisfies the specified requirements, indicating that the 
system is capable of accurately measuring the welding angle 

of T-joints, thus proving its ability to replace the manual angle 
gauge measurement method. The average time of measuring 
the weld forming angle of these 6 workpieces by this system is 
2.4 ms, which meets the industrial requirements.

5.2  Verification of the height and width of welding 
leg

Similar to the method used to measure the welding angle, 
the height and width of the welding leg are calculated at 
multiple locations on the weld line of six different T-joints. 
The average value obtained from the measurement system 
was used as the final measurement result. And the same test 
was performed using a vernier caliper with an accuracy of 
0.02 mm, the results of which were used as a control.

The height and width of the welding leg measured by the 
measurement system are denoted as hc and bc, respectively, 
while those measured by the vernier caliper are denoted as hm 
and as bm, respectively. The errors in welding leg height and 
width are represented as Δh and Δb , respectively, as shown in 
Table 3. For the convenience of comparison, Fig. 19 is drawn. 
It can be concluded that the error results are within ± 0.2 mm, 

Fig. 18  Weld angle and error 
measured by two methods

1 2 3 4 5 6
80

82

84

86

88

90

92

94

96

98

100

W
el
d
in
g
an
g
le
(°
)

Number

Calculated value

Measured value

-0.30

-0.25

-0.20

-0.15

-0.10

-0.05

0.00

0.05

0.10

0.15

0.20

0.25

0.30

Error value

E
rr
o
r
v
al
u
e

Table 3  Measurement results of 
the height and width of welding 
leg

Number Welding leg height Welding leg width Error value

h
c
/(mm) h

m
/(mm) b

c
/(mm) b

m
/(mm) Δh/(mm) Δb/(mm)

1 1.62 1.70 1.48 1.52  − 0.08  − 0.04
2 1.60 1.56 1.56 1.50 0.04 0.06
3 1.35 1.40 1.27 1.36  − 0.05  − 0.09
4 1.89 1.96 1.67 1.80  − 0.07  − 0.13
5 1.57 1.66 1.51 1.62  − 0.09  − 0.11
6 1.67 1.60 1.58 1.50 0.07 0.08
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indicating that the system accurately measures the height and 
width of the solder foot within the specified error range, thus 
demonstrating its ability to replace manual measurement meth-
ods. The average time of measuring the height and width of 
the weld seams of these 6 workpieces by this system is 9.3 ms, 
which also meets the industrial requirements.

The sources of error primarily include multi-view point 
cloud stitching, image noise, calibration error, and calcula-
tion method error. Analyzing these sources of error and miti-
gating controllable errors will help enhance the measure-
ment accuracy of the system. This aspect will be the focus 
of our future research endeavors.

6  Conclusions

This paper presents a welding quality measurement system 
for T-joints using a surface-structured light 3D scanner. 
The system uses a combination of algorithms to achieve 

the processing of point clouds. First, pass-through filtering 
and voxel grid method are used to simplify the scanned 
point cloud. Second, the segmentation of the point cloud 
and the extraction of the weld point cloud are realized 
by the region-growing algorithm and FPFH, respectively. 
Finally, the weld angle and the height and width of the 
welding leg of the T-joint were measured by the RANSAC 
algorithm.

By comparing the accuracy of the system with tradi-
tional measurement methods, the system’s efficiency in 
weld quality measurement was confirmed. The functions 
of the system provide important technical support for 
timely monitoring of the weld quality of T-joints during 
the welding process.
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(b) Weld width measurement results and errors
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Fig. 19  The weld height and width measured by two methods and the 
corresponding errors
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