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Abstract
Seam tracking technology is an important part of the intelligent welding field. In this paper, a laser vision-based real-time 
seam tracking system was built. The system consists of a self-developed laser vision sensor, a six-axis robot, a gas metal arc 
welding system, and an industrial computer. After building the system, the system calibration was performed. During the 
seam tracking, the arc light, spatter, and other welding noise have a negative impact on the image processing algorithm to 
extract the weld feature points, and even lead to system drift and algorithm failure. To this end, a two-stage extraction and 
restoration model (ERM) was proposed for processing real-time welding images to improve the robustness and accuracy of 
the seam tracking system. In the ERM, the region of interest was first detected and extracted by the YOLOv5s model, then 
the extracted images were restored by the conditional generation adversarial network. After using the ERM model, a series 
of image processing was performed to obtain the coordinates of the weld feature points. The total time consumed by the 
algorithm is 37 ms per frame on average, which meets the real-time requirement. Moreover, the experimental results show 
that the seam tracking system based on the ERM can achieve real-time tracking for different types of planar V-bevel welds, 
and the average error is 0.21 mm, which meets the requirements for actual welding.

Keywords  Seam tracking · Image processing · Laser vision sensor · Deep learning

1  Introduction

Welding is one of the most important material joining tech-
niques, which has been widely used in aerospace, marine, 
automotive, nuclear, and other industrial fields [1]. With 
the development of welding robots, welding technology has 
been largely automated [2]. At present, automated weld-
ing mainly relies on the traditional “teach and playback” to 
achieve [3, 4]. This model has the disadvantages of being 
time-consuming to teach and requiring reteaching for differ-
ent types of workpieces or after adjusting the position of the 
workpiece, resulting in low welding efficiency and a large 
degree of influence by the level or experience of the opera-
tor. With the gradual development of the welding industry 
from automation to intelligence, seam tracking technology 
has been proposed and has received widespread attention 

from industry personnel [5]. The hardware core of weld 
seam tracking technology is various types of sensors, which 
control the welding robot to identify the trajectory of the 
weld to be applied and automatically track the weld accord-
ing to the information collected by the sensors. Accord-
ing to different sensor types, weld tracking systems can be 
divided into contact [6] and non-contact types. Contact-type 
seam tracking systems mainly rely on mechanical probes to 
achieve high accuracy and sensitivity tracking, but there are 
shortcomings such as easy wear and bending of probes. The 
sensors used in the non-contact type of weld tracking system 
are ultrasonic sensors [7], arc sensors [8], vision sensors, 
etc. Ultrasonic sensors make use of the time difference of 
ultrasonic reflection to achieve the detection of the position 
of the weld seam, but due to the presence of a large num-
ber of spatter, noise, and other complicating factors in the 
welding process, many times it does not work properly. Arc 
sensors are also divided into rotary and oscillating types, 
which make use of the changes in the distance between the 
welding torch and the weld seam during the welding pro-
cess to cause changes in the arc parameters to achieve the 
correction of the welding path. The seam tracking system 
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based on an arc sensor has the advantages of good real-time 
performance and strong anti-interference capability but has 
the disadvantage of only being suitable for medium and thick 
plates or grooves with large bevel angles.

With the rapid development of computer vision technol-
ogy, vision sensors have become the most popular sensors in 
the field of weld seam tracking due to their advantages such 
as contactless and adaptability to different environments. 
Vision sensors are divided into active vision and passive 
vision, where active vision sensors project structured light 
onto the object, whereas passive vision relies directly on 
charge coupled device (CCD) cameras or complementary 
metal oxide semiconductor (CMOS) cameras for image 
acquisition from the target. Xu [9] et al. proposed a seam 
tracking system that uses an improved Canny edge detec-
tion algorithm to process the melt pool images captured by 
the passive vision to achieve a certain accuracy. H.N.M. 
Shah [10] et al. proposed a seam tracking system that uses a 
local threshold segmentation algorithm to identify different 
shapes of butt welds. Compared with passive vision, active 
vision has the advantages of concentrated information, lower 
image processing difficulty, and higher accuracy, and has 
become a mainstream research direction. The hardware core 
of the active vision system is the laser vision sensor, which 
can also be divided into many kinds according to the type of 
laser lines, such as dot [11], single line [12, 13], triple line 
[14, 15], cross [16], and circle [17].

The accuracy of the image processing algorithm for weld 
feature point recognition directly affects the accuracy and 
robustness of seam tracking. The research concern of image 
processing algorithms for active vision systems is how to 
accurately extract feature points from laser streaks under the 
interference of noise such as arc light, spatter, and fume dur-
ing welding. Zhang [18] et al. scanned the weld seam with 
a laser sensor and used a second-order derivative algorithm 
followed by fitting to locate the feature points to achieve 
tracking of straight and curved weld seams. Xiao [19] et al. 
improved the Snake model as a stripe feature point extractor 
and proposed a feature extraction algorithm based on the 
improved Snake model. Fan [20] et al. used Hough trans-
form and least-squares fitting to extract weld feature points 
accurately.

In recent years, as machine learning and deep learning are 
more and more widely used in the field of computer vision, 
various excellent deep learning algorithms have emerged, 
and these methods are gradually applied to the field of seam 
tracking. For example, Chen [21] et al. used a high dynamic 
range CMOS camera to acquire images and identified the 
keyhole entrance using the Mask-RCNN model in their study 
of Keyhole TIG seam tracking which extracted the coordi-
nates of the melt pool centroid and obtained the weld devia-
tion. Zou [22] et al. combined convolutional filters and deep 
reinforcement learning to locate weld feature points for seam 

tracking. Lin [23] et al. used the YOLOv5 model to achieve 
automatic detection of the keyhole entrance and used the 
center of the bounding box as the position of the torch in the 
image. Liu [24] et al. built a CGAN-based restoration extrac-
tion network for extracting weld feature points to achieve 
multi-layer multi-pass seam tracking.

Among them, YOLO and CGAN are representative and 
promising models. You Only Look Once (YOLO) [25] is a 
deep learning object detection model with excellent perfor-
mance, which is characterized by being fast and accurate 
after training with small samples, enabling real-time object 
detection. The YOLO series of models are different from 
the traditional R-CNN series of models in that it only needs 
to scan the image once, so it is called the one-stage model, 
while the latter is called the two-stage model. So the YOLO 
model has a significant advantage in speed compared with 
other object detection algorithms. There are many versions 
of the YOLO model, among which YOLOv5 [26] is the most 
developed and improved version for the current application. 
Generative adversarial network (GAN) [27] is designed 
based on the idea of game theory. It is one of the important 
deep learning algorithms and has been widely used in image 
generation, but it cannot control the patterns of the images 
being generated. Therefore, conditional generative adver-
sarial networks (CGAN) [28] are proposed. The generator 
and discriminator of CGAN are confronted with additional 
information y, which can be various other forms of data such 
as labels, so CGAN is widely applied in image restoration. 
The objective function of CGAN is shown in Eq. (1).

where V(D, G) is the objective function, 𝔼 is the expectation, 
pdata(x) is the training data set, pz(z) is the random noise 
distribution, D(x) is the probability that the sample is from 
the training dataset, and D(G(z)) is the probability that the 
sample is generated by the generator. y is the additional 
information as condition.

Overall, YOLO has the advantage of fast extraction 
of regions of interest (ROI) in applications, but it cannot 
improve the accuracy of extracted feature points. While 
CGAN can effectively improve the accuracy of extracted 
feature points through image restoration, it is very time-
consuming itself.

1.1 � In order to extract the feature points 
from the real‑time seam tracking images more 
quickly and accurately

In this paper, in order to ensure sufficient tracking accu-
racy while meeting real-time requirements (i.e., algorithmic 

(1)
min
G

max
D

V(D,G) = �x∼pdata(x)

[
logD(x|y)

]

+ �z∼pz(z)

[
log (1 − D(G(z|y)))

]
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speed), (1) an extraction and restoration model (ERM) is 
proposed in this paper, which adopts the two-stage method. 
Firstly, the YOLOv5s model is used to extract the ROI and 
crop from the images. Then, the CGAN model is used to 
perform image restoration on the cropped images. Finally, 
the welding images are cropped and restored, making extrac-
tion of the feature points more quickly and accurately. (2) 
According to the proposed ERM, a laser vision-based seam 
tracking system is built. And real-time seam tracking of 
different weld types with V-bevels in robotic gas metal arc 
welding (GMAW) is realized.

This paper is organized as follows: Section 2 introduces 
the establishment and calibration of the experiment system. 
Section 3 proposes a two-stage extraction and restoration 
model to extract ROI and restore images. Section 4 presents 
the subsequent image processing process and results after 
ERM. Section 5 introduces the experiments and analyses 
to verify the established system’s feasibility, accuracy, 
and robustness. The conclusion of this paper is shown in 
Section 6.

2 � Seam tracking system

2.1 � Robotic GMAW seam tracking system

The schematic diagram of the robotic seam tracking system 
built in this paper is shown in Fig. 1. The system consists of 

a six-axis industrial robot, a gas metal arc welding (GMAW) 
system, an independently developed laser vision sensor 
(LVS), and an industrial personal computer (IPC). Among 
them, the LVS is the most critical and core hardware com-
ponent of the whole system. As shown in Fig. 2, the LVS is 
mounted on the welding torch at the end of the robot arm 
using a fixture. The LVS mainly consists of a single-line 
laser, a CCD camera, and an optical filter, with the laser 
and the CCD camera placed in an oblique-direct manner. 
In the actual process of welding, the CCD camera is about 
150 mm high from the workpiece, and the laser streak is 40 
mm away from the welding wire. The detailed parameters 
of the laser are shown in Table 1. The CCD camera captures 
the weld image at a maximum frame rate of 60 frames per 
second (fps) with a maximum resolution of 2592×2048 to 
meet the requirements of real-time seam tracking. According 
to the spectral characteristics of the arc light of the GMAW, 
a narrow band filter with a central wavelength of 635 nm is 
selected and placed at the CCD camera lens for filtering to 
reduce the interference of arc and natural light.

The flow chart of the seam tracking system built is shown 
in Fig. 3. Before weld seam tracking begins, the parameters 
obtained from the system calibration need to be set in the 
parameter settings. Afterward, the initial welding position is 
arrived at according to the preset robot teaching trajectory. 
Then, arc on, and the laser vision sensor sends the laser stripe 
images collected in real-time to the IPC during the welding 
process. The IPC extracts the weld seam feature points through 

Fig. 1   Schematic diagram of the 
robotic GMAW seam tracking 
system
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the image processing algorithms and transforms the feature 
points into robot coordinates for transmission back to the robot 
control cabinet. The robot is controlled to move according to 
the coordinate. And, the process is repeated for the next frame. 
The robot realizes smooth movements by interpolating and 
fitting between the coordinates. Eventually, the final weld-
ing position is arrived, arc off, and the weld seam tracking is 
finished.

2.2 � System calibration

The whole system needs to be calibrated after establishment. 
The system calibration mainly includes camera calibration, 
light plane calibration, and hand-eye calibration. The purpose 
of the system calibration is to convert the pixel coordinates 
on the image to the spatial 3D coordinates in the robot base 
coordinate system. The transformation is achieved by mod-
eling multiple sets of coordinate transformation relationships 
and solving for the camera internal parameters, the light plane 
equations, and the hand-eye matrix.

Firstly, to simplify the model, camera lens distortion is 
not considered. The transformation relationship between 
the pixel coordinates (u, v) of the image and the camera 
coordinates (XC, YC, ZC) can be obtained based on the rec-
tilinear projection model, as shown in Eq. (2).

where f is the camera focal length. dx and dy are the actual 
distances represented by one pixel in the x-axis and y-axis 
directions, respectively, and (u0, v0) are the pixel coordinates 
of the camera’s optical center in the imaging plane. K is 
the internal parameter matrix of the camera. The K can be 
obtained by the calibration method proposed in [29].

Because Eq. (2) lacks a constraint, the light plane equa-
tion is introduced to obtain the exact mapping relationship, 
as shown in Eq. (3).

where A, B, and C can be calculated from [30].
The simultaneous equations (Eq. 4) are obtained by 

considering the above equations.

Finally, the transformation relationship between the 
world coordinates (XW, YW, ZW) and the camera coordinates 
(XC, YC, ZC) is obtained after the hand-eye calibration, as 
shown in Eq. (5).

where PW, P are composed of rotation matrix and translation 
vector, PW are obtained from the demonstrator reading, and 
the hand-eye matrix P can be calculated from [31].

After the system calibration is completed, the trans-
formation relationship between 2D pixel coordinates and 
3D spatial coordinates has been established, so the actual 
coordinates of the weld feature points can be obtained 
from the real-time welding images. The system calibra-
tion results are shown in Table 2.
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Fig. 2   Laser vision sensor

Table 1   Laser parameters Size Laser type Wavelength Linewidth Lens type Lens angle

Φ16 mm×90 mm Uniform and straight 638 nm 0.08 mm Powell lens 30°
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3 � The two‑stage extraction and restoration 
model

Due to the extraction of weld feature points from real-time 
welding images by image processing algorithms would be 
greatly affected by noises such as arc light, spatter, reflec-
tion, and fume, (as shown in Fig. 4). A two-stage extrac-
tion restoration model (ERM) is proposed for processing 
real-time welding images before image processing. The 
model is divided into two stages. Firstly, the first stage 
extracts the ROI from the original images acquired by 
LVS to minimize the influence of noise such as arc light, 

fume, and splash. Then the second stage carries out image 
restoration on the images with ROI has been extracted to 
eliminate the remaining noises such as splash and fume. 
Finally, the new image was obtained. The schematic dia-
gram of ERM is shown in Fig. 5.

3.1 � Region of interest extraction

The YOLOv5s model was used in the first stage to com-
plete the ROI extraction. Depending on the width and depth 
multiples of the model, YOLOv5 can be classified into 
five versions from small to large: YOLOv5n, YOLOv5s, 
YOLOv5m, YOLOv5l, and YOLOv5x. The performance 

Fig. 3   Flow chart of the seam 
tracking system

Table 2   System calibration 
results

Parameter matrix Calibration result

Camera internal param-
eters matrix K =

⎡
⎢
⎢⎣

6.1341 × 10
3

0 1.3075 × 10
3

0 6.1329 × 10
3
1.0333 × 10

3

0 0 1

⎤
⎥
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Hand-eye matrix

P =

⎡
⎢
⎢
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−1
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80.250241

9.9823469 × 10
−1

5.6576309 × 10
−2 −1.807301 × 10

−2 −0.7982302

1.643701 × 10
−2

2.9249772 × 10
−2
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−1 −150.04151

0 0 0 1.0

⎤
⎥
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⎥⎦

Laser plane equation Zc = 0.044715Xc + 2.166656Yc + 209.899414
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of each version is not the same, so we tested based on a 
small number of datasets. The smaller the width and depth 
multiples, the faster the detection speed, but the lower the 
detection accuracy. Except for YOLOv5n, which has insuf-
ficient accuracy, the detection accuracy of all other versions 
meets our requirements. Therefore, the fastest detection 
speed YOLOv5s is chosen to reduce the processing time 
of the whole model and to satisfy the real-time capability.

YOLOv5s consists of four sections, namely input, back-
bone, neck, and head. The input section preprocesses the 
images with pixel and channel transformations and uses 
Mosaic data enhancement to extract four images randomly 
scaled, cropped, and lined up for stitching. In this way, not 
only the diversity of the dataset can be enriched but also 
the training burden can be reduced. Later, the image enters 
the backbone section, which consists of the focus structure, 
CBL module, Cross Stage Partial Network (CSPNet) [32], 
and spatial pyramid pooling (SPP) [33]. The focus structure 
is to slice the images, sample the pixels at intervals, get four 
images with similar and complementary features, and con-
cat them before performing the CBL operation, obtaining 
a feature map with no information loss. Where the CBL 
module is the integration of convolution (Conv), batch nor-
malization (BN), and activation function Leaky rectified 
linear unit (LeakyReLU). CSPNet splits the feature map for 
processing and then concat with the unprocessed part, which 

can improve the model operation speed without affecting 
the result. There are two CSPNet structures in YOLOv5: 
CSP1×n and CSP2×n, which are used in backbone and neck, 
respectively. The neck section that follows mainly consisted 
of Feature Pyramid Network (FPNet) and Path Aggregation 
Network (PANet) [34]. FPNet is top-down to transmit the 
feature information of the upper layer by upsampling for 
fusion, and PANet is bottom-up to transmit the localization 
information of the lower layer by downsampling for fusion, 
cooperating with each other to realize the feature map fusion 
of different layers. The body of the head section is mainly 
detect, which uses anchors to detect objectives on feature 
maps of different scales. The structure of YOLOv5s used in 
our work is shown in Fig. 6.

In order to train the YOLOv5s model, a large number 
of real-time welding images are required as a dataset. The 
dataset of real-time welding images is obtained by record-
ing through LVS and then splitting the frames. We used 
Labellmg to label 2000 images, of which 1500 images were 
used for training and 500 images for validation. The image 
size is 2592×2048. The hardware settings of the computer 
used for training are Intel Core i5-12400F CPU, NVIDIA 
GeForce RTX 3070 Ti 8G GPU, and 16GB RAM. The 
model training results are shown in Table 3. Precision, 
Recall, F1 Score, and mAP are the common metrics used 
to evaluate object detection models. Precision means the 
proportion of all predictions that are correctly predicted. 
Recall means the proportion of all true values that are cor-
rectly predicted. F1 score is the combination of precision 
and recall into one metric, numerically defined as their har-
monic mean. mAP@0.5 is the mean of Average Precision 
values when the intersection of union (IoU) is greater than or 
equal to 0.5. After the model has been trained, ROI detection 
is performed on the new real-time welding images which are 
2592×2048 in size. The average detection speed is 7 ms per 
frame, and the maximum detection frame rate is up to 142 
fps. ROI detection and extraction results are shown in Fig. 7.

3.2 � Images restoration

CGAN model was used in the second stage to complete the 
image restoration. Based on the basic principles of GAN 
and CGAN, in order to restore the real-time welding image 
after the extraction of ROI, the input of random noise z is 
canceled and fed into the generator G as the model condition 

Fig. 4   Real-time welding images

Fig. 5   Schematic diagram of the 
extraction and restoration model



3811The International Journal of Advanced Manufacturing Technology (2024) 130:3805–3818	

y, as shown in Fig. 8. The laser streak images without noise 
such as arc light and splash are input to the discriminator D 
as x along with G(y) generated by G.

The structure of the CGAN model used in this paper con-
sists of a generator D and a discriminator D. The trained 
generator enables the restoration of real-time welding 
images and eliminates the effect of noise on subsequent 
weld feature point extraction. Due to the more layers of the 
model, the slower the model training and convergence speed 
will be, and even the restoration speed will be affected. And 
the fewer layers will lead to poor final restoration results. 
Therefore, the generator is constructed using six convolu-
tional layers and six deconvolutional layers, as shown in 

Fig. 6   The structure of YOLOv5s used in the ERM

Table 3   Training results of the YOLOv5s model

Object Precision Recall F1 score mAP@0.5 Average detection 
speed

ROI 0.979 0.94 0.959 0.977 7 ms/frame

Fig. 7   ROI detection (a, b) and 
extraction results
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Fig. 8(a). Each convolutional layer is after convolution, and 
then BN and LeakyReLU activation are performed. Whereas 
the deconvolution layers are different: the first five layers 
are deconvolved followed by BN and ReLU activation. And 
the last deconvolution layer, no more BN is performed after 
deconvolution and Tanh activation is used. The discrimina-
tor uses five convolutional layers, as shown in Fig. 8(b). The 
structure of the first four layers is the same as the convolu-
tion layer of the generator, but the last layer is no longer 
BN after convolution and sigmoid activation is used. In the 
entire CGAN model for each convolution and deconvolution 
layer, the size of the kernel used for the convolution process 
is 3 × 3 and the stride is 1.

In order to train the generator and discriminator of the 
GCAN model, a large number of real-time welding images 
and laser streak images in the noise-free case need to be 
acquired as two types of datasets for the model condition 
y and discriminator data x, respectively. The two types of 
images were obtained by robot teaching and playback, using 
LVS for video recording without and with arc start welding, 
and then splitting the frames. We respectively selected 1000 
images as the required datasets for training and performed 
ROI extraction based on the trained YOLOv5s from 3.1 for 
the two datasets. ROI extraction is performed on the datasets 
in order to do the following:

1. keep the trained generator from changing the shape 
and position information of the laser stripes in the original 
image;

2. cropping the images can reduce the training burden and 
increase the restoration speed in order to meet the real-time 
performance; and

3. make the trained generator which can directly restore 
the ROI extracted by YOLOv5s to realize the coupling 
of ROI extraction-image restoration in order to build the 
extracted and restoration model.

The hardware settings of the computers used for train-
ing are shown in Section 3.1. After the model has been 
trained, the real-time welding images after ROI detection are 
restored which are about 950×500 in size. The average resto-
ration speed was of 25 ms per frame and the maximum res-
toration frame rate of 40 fps. The image restoration results 
of the generator after being trained are shown in Fig. 8, and 
the discriminator is only involved in the training process.

4 � Image processing after ERM

The transformation of the real-time welding images captured 
by the LVS into spatial coordinates for controlling the robot 
motion is the essential step in the seam tracking technology. 
This step is achieved by extracting the pixel coordinates of 
the weld feature points in the image through image process-
ing techniques, then transforming them into spatial coordi-
nates according to the transformation relations obtained in 
Section 2.2. The image processing process is the most criti-
cal step in this process, and the accuracy of the processing 

Fig. 8   The structure of the generator G (a) and the discriminator D (b) used in the ERM
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result directly affects the tracking accuracy and the robust-
ness of the tracking system.

As shown in Fig. 9, the image processing process of the 
seam tracking system after ERM is divided into two parts: 
pre-processing and post-processing. The original images 
(Fig. 4) acquired by the LVS in real-time are first entered 
into the proposed ERM in this paper for ROI extraction and 
image restoration, and the results are shown in Fig. 10(a). 
After this, a series of processing is performed to remove 
interference information. The images need to be grayscale 
transformation, smooth filtering, threshold segmentation, 
and morphological processing. The CCD camera within the 

LVS used in this paper is a grayscale camera, so the gray-
scale transformation is not required. The smooth filtering 
process used a median filter with a filter kernel size of 3 × 
3, as shown in Fig. 10(b). The threshold segmentation used 
the OTSU method to determine the threshold value, and the 
segmentation results are shown in Fig. 10(c). Morphological 
processing was performed using an opening operation with a 
kernel size of 3 × 3 and region connecting. Among them, the 
opening operation eliminates reflections, etc. that cannot be 
filtered out by the filtering, as shown in Fig. 10(d); the region 
connecting reconnects the disconnected parts caused by the 
corrosion in the opening operation, as shown in Fig. 10(e). 

Fig. 9   Flow chart of image 
processing

Fig. 10   Image processing 
results of a ERM, b smooth 
filtering, c threshold segmenta-
tion, d opening, e connecting, 
f centerline extraction, g line 
detection, and h feature points 
extraction
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After the pre-processing, all the noise has been removed 
except for the backbone part of the laser stripe. The average 
running speed is 2 ms per frame for image pre-processing.

The image post-processing section implements the extrac-
tion of weld feature points for the image after pre-processing 
(Fig. 10(e)). We performed three steps of centerline extrac-
tion, line detection, and feature points extraction for the laser 
stripes. The centerline extraction used the grayscale gravity 
method, which converts the laser stripes into single-pixel 
lines according to the grayscale distribution without losing 
the feature information, as shown in Fig. 10(f). After get-
ting the single-pixel lines, the Hough straight-line detection 
method was used to detect it in the straight-line, and the 
detection threshold was adjusted to obtain three straight lines 
as in Fig. 10(g). After that, the feature points are extracted 
by the method of intersection of three lines two by two, and 
the three feature points shown in Fig. 10(h) are obtained, 
which are the bevel feature points on the left, right, and bot-
tom. The average running speed of image post-processing 
is 3 ms per frame.

Eventually, the image processing results are shown in 
Fig. 10. The whole image processing process transforms the 
real-time welding image into feature point coordinates with 
an average transformation speed of 37 ms per frame in total 
and a maximum frame rate of about 27 fps, which basically 
meets the real-time requirements. And the frame rate of the 
image processing algorithm can also be improved by turning 
down the camera resolution in the LVS to reduce the number 
of pixels in the original image.

5 � Experiments and analysis

5.1 � Model comparison experiments

The model parameters are fixed in the actual seam tracking 
after the ERM training is finished. We compared the ERM 
proposed in this paper, YOLOv5s, CGAN, and no model 
in some comparative experiments under the same welding 
image dataset. The images of the dataset are 2592×2048 
in size. The process of the comparison experiments is as 
follows: firstly, the welding images are processed using dif-
ferent types of models, and subsequently, the images pro-
cessing in Section 4 (Called IP in Table 4 and Fig. 11) was 
performed to extract the weld feature points.

The time-consuming of the different methods are shown 
in Table 4. Since ERM and YOLOv5s extracted the ROI and 
the image size was significantly reduced, the time-consum-
ing was much less compared to CGAN and none model to 
extract the weld feature points. And the results of the differ-
ent methods to extract the weld feature points are shown in 
Fig. 11. The accuracy of ERM and CGAN to extract weld 
feature points was higher compared to YOLO and none 

model. Because they restored the images so that the effects 
of noise such as arc light and splash were reduced to a low 
level. From Fig. 11(b), (d), it can be seen that YOLOv5s and 
none model extract feature points can even be said to fail. To 
summarize, the ERM has a significant advantage in terms of 
accuracy and robustness in extracting weld feature points, 
even though the average time is slightly longer than that of 
the YOLOv5s and none model.

5.2 � Seam tracking experiments

The experimental platform is the robotic seam tracking sys-
tem built in this paper, as shown in Fig. 12. The six-axis 
industrial robot used is a floor-mounted Yaskawa robot, 
MOTOMAN-GP12/AR1440, with ±0.08 mm repeatable 
positioning accuracy, equipped with a robot controller 
YRC1000. The welding machine used in the GMAW sys-
tem is RD350S, and the shielding gas is 80% Ar+20% CO2.

Real-time seam tracking experiments were performed on 
the proposed system using V-bevel workpieces with three 
different types of welds. The workpiece includes three types 
of straight welds, curved welds, and folded welds, as shown 
in Fig. 13. The specific welding parameters of GMAW 
are shown in Table 5. The image acquisition frame rate of 
the camera was adjusted to 20 Hz in order to reduce the 
pressure on the algorithm while ensuring real-time perfor-
mance. Since the tracking experiments for all three welds 
were performed on a near-horizontal welding platform with 
essentially no variation in the Z-axis direction, only the vari-
ation of the trajectory point coordinates in the horizontal 
X-O-Y plane was studied. The tracking trajectories of the 
three types of welds are shown in Fig. 14(a1), (b1), and (c1), 
which are basically consistent with the weld geometry. The 
tracking error in Y-direction is shown in Fig. 14(a2), (b2), 
and (c2). The error of all three kinds of welds is concentrated 
within ±0.4 mm, and the average error is 0.21 mm, which 
meets the seam tracking accuracy requirement. The results 
of the seam tracking are shown in Fig. 15, which proves 
that the seam tracking system established in this paper has 
a good tracking result for different shapes of planar V-bevel 
workpieces, and the welding results are also ideal and meet 
the actual welding requirements.

Table 4   Time-consuming of the different methods

Items Methods Image size Average 
time/
ms

1 ERM+IP ~950×500 37
2 YOLOv5s+IP ~950×500 13
3 CGAN+IP 2592×2048 182
4 None+IP 2592×2048 32
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6 � Conclusion

In this paper, the research on laser vision-based seam 
tracking technology started from three modules: hard-
ware system construction, system calibration, and image 

processing. A deep learning-based seam tracking system 
was proposed and experimentally verified. The conclu-
sions of this paper are as follows:

1. This paper built a laser vision-based seam tracking sys-
tem for robotic GMAW, independently designed and devel-
oped a laser vision sensor, and calibrated the whole tracking 

Fig. 11   The results of the a 
ERM+IP, b YOLOv5s+IP, c 
CGAN+IP, and d none+IP to 
extract the weld feature points

Fig. 12   Experimental platform
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system to realize the transformation from two-dimensional 
pixel coordinates to three-dimensional spatial coordinates.

2. In order to solve the problem of the influence of various 
noises on real-time welding images on the extraction of weld 
feature points, a deep learning-based extraction and restora-
tion model was proposed, which uses the two-stage method 

Fig. 13   Experimental workpieces of a straight, b curved, and c folded types

Table 5   Welding parameters of GMAW

Welding 
method

Current Voltage Welding 
speed

Wire feed-
ing speed

Gas flow 
rate

GMAW 80 A 16.7 V 30 cm/min 1.9 m/min 15 L/min

Fig. 14   Seam tracking trajectories and errors

Fig. 15   Seam tracking results
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of YOLOv5s-CGAN to realize ROI extraction and image 
restoration of real-time welding images. The model reduces 
the influence of noise such as arc light, splash, and smoke 
on subsequent algorithms and ensures the tracking accuracy 
and robustness of the seam tracking system.

3. The image processing algorithms after ERM are 
divided into two parts: pre-processing and post-processing. 
The pre-processing used smooth processing, threshold seg-
mentation, and morphological processing. A series of pro-
cessing was performed on the images after ERM to remove 
interference information. The post-processing used center-
line extraction, straight-line detection, and intersection to 
extract the weld feature points. For the whole image pro-
cessing process, the average processing frame rate is about 
27 fps, and the algorithms meet the real-time requirements 
of tracking.

4. After experimental verification, the built seam track-
ing system can achieve real-time tracking of different types 
of planar V-bevel welds, and the average error is 0.21 mm, 
which meets the actual welding requirements.
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