The International Journal of Advanced Manufacturing Technology (2024) 130:4151-4167
https://doi.org/10.1007/s00170-023-12914-9

ORIGINAL ARTICLE l‘)

Check for
updates

Groove depth measurement based on laser extraction
and vision system

Nurul Fatiha Johan' - Hairol Nizam Mohd Shah' - Marizan Sulaiman’ -
Osamah Abdullah Ahmed Mohammed Naji' - Mohd Ali Arshad?

Received: 17 March 2023 / Accepted: 26 December 2023 / Published online: 13 January 2024
© The Author(s), under exclusive licence to Springer-Verlag London Ltd., part of Springer Nature 2024

Abstract

Laser is a very useful technology in the field of welding to obtain the deepest point of the metal being joined by providing a
light source at the weld seam. However, laser imaging may be challenging because there are various laser reflection profiles
on the workpiece that make it difficult to extract the desired laser image. In this paper, an extension study on feature point
extraction was proposed to determine the depth of the V-groove. By taking use of laser image which has intensity noise around
the edges, a noise rejection technique is applied to improve the quality of laser image. A data fitting method for the purpose of
extracting feature points based on the reference row has been proposed because it is suitable for use after the laser centerline
search. Then, the feature points are obtained by assigning the orientation position based on the “V” shape. Afterward, the
extension study from feature point extraction looks on how to determine the V-groove depth by using the intersection and
distance measurement method. To validate the accuracy of the proposed method, several samples of straight line and half-
moon line types were tested. The performance of the system was evaluated against the actual value. It was observed that
the proposed method is acceptable when subjected to laser reflection and lighting variations. The proposed method matches
accurately when the respective line types showed an error percentage within 2 to 6%. This study is an extension step from
feature point extraction, which can provide further analysis for weld seam tracking applications

Keywords Weld seam tracking - Laser detection - Groove depth - Feature points - Distance measurement

1 Introduction

Many manufacturing industries have been using welding
robots to realize the welding process over the past decade.
The development of welding robots that replace the ‘teach-
and-play’ mode should not be disputed in terms of welding
processing speed, high production, and reduced operating
costs [1-4]. There are many techniques for performing weld-
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ing processes such as acoustic, magnetic, electrical, and
mechanical [1, 5] but up to now, vision sensor technology
can provide a better platform for the advancement of the
image processing field toward improving the production of
welding. Subsequently, the image processing algorithm plays
an important role in determining the robustness of the weld
seam accuracy [6—8]. Welding seam tracking and weld pool
monitoring are the applications that used vision sensors as a
guide for the robot to perform welding accuracy [1, 2, 9, 10].

The vision sensors cooperate with a laser to achieve the
desired feature points of the weld seam. The special fea-
ture of the laser is that the light reflected on the surface of
the workpiece can provide a source of light on the weld
seam groove and in turn, can determine the position and
height of the groove joint. In image processing, it has spe-
cific characteristics when there is high contrast between the
laser line and the background, hence definitely can segment
well the laser line from the background. The main chal-
lenge when working with a camera, as well as a laser, is
in terms of lighting. Besides that, strong noise in the image
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will affect the performance of weld seam tracking. These
strong noises may come from the arc light and welding
spatter from the actual welding [9, 11-13]. Though many
methods are presented to remove noises that come from the
lighting, uneven material surface of a workpiece, and mate-
rial reflection, little discussion about the laser reflection on
the workpiece has been reported except for [2]. The laser
width somehow is much wider than the joint gap, therefore
more studies should be done for narrow-gap joints [2]. The
width of the laser line in the image varies from one laser to
another. The wider the laser line that may be emitted from a
low-quality laser, the more difficult it is to extract the laser
centerline.

Image pre-processing becomes the first and main step
towards the success of feature extraction and it depends on
the laser line orientation [10]. The accuracy of the weld seam
tracking and weld pool monitoring relies on the laser center-
line extraction, hence reducing the effect of the inaccuracies
of feature points. Line fitting in a welding seam tracking is
a common process to modify the broken centerline and then
obtain a continuous line thus having accurate feature points.
Hough transform and the least square method are very spe-
cial effects on the line fitting. However, they cannot detect
a proper line if the centerline consists of many distributed
random lines. Qin et al. [14] used the double local search
method and modified the least square method to extract and
fit the centerline, however, the use of the double local search
method is sometimes unreliable in some cases. They are not
suitable to fit the line using the modified least square method
if having more than 200 points of centreline. Wang et al. [15]
and Fan et al. [16] proposed only one single-time of local
search method and extract the centreline using sub-pixel pre-
cision and using the proposed operator respectively. Liangyu
et al. [11] applied stalk transformation to extract the center-
line but there was too much calculation. Fang et al. [17] and
Park et al. [18] applied skeleton thinning to extract the cen-
treline but there are unconnected lines that exist along the
centreline. However, Wu et al. [19] and Li et al. [20] used
a Hough transform to extract the centreline from the binary
image. Hough transform method can detect the line by using
conversion space between lines in the image into a point in
Hough space. This kind of method is quick in terms of pro-
cessing but is only available for low laser reflection whose
pixel edges remain connected. Multiple laser lines used to
improve the weld seam accuracy have been proposed by [21,
22]. The main purpose of having multiple laser lines on a
workpiece is to obtain accurate multi-range data hence can
reduce processing time.

To reduce the weld seam position error, feature point track-
ing is controlled by the centerline extraction result. Xiuping
et al. [23] and Kiddee et al. [24] utilized an iterative search
method and distance thresholding from the current point to
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the centerline to obtain the feature points. This method needs
anew centerline for every line fitting. Kiddee et al. [24] used
the template matching method by using three sample tem-
plates of left, bottom, and right in the specified ROI to match
between those templates and the weld seam centerline. How-
ever, the template matching would provide a false location
if the search window is out of the matching. While, instead
of using templates in ROI, the element based on a line seg-
ment and junction properties has been proposed by [25] to
indicate the character strings. These character strings are then
matched with the template model to obtain the feature points.
Sun et al. [26] applied a second-order different method of the
column index where the rapid changes in column value will
give the feature point. Du et al. [12] used slope analysis and
intercept parameters to find feature points. Then, applied the
intersection method to determine the groove point. The tested
value is compared with the manual measurement to test the
validity. Wang et al. [27] constructed the improvement of
template matching error to detect the center of the groove,
but the paper only measures the groove center without iden-
tifying the groove depth. Therefore, groove depth in image
processing can be obtained by using the coordinate position
of the feature points. Lii et al. [28] adopted a pixel subtrac-
tion method between the feature points of the top line and the
bottom line on y-column. In addition to the V shape, Y and
I shape welds are chosen to test the accuracy of the method,
however, there is no further analysis for the various samples
of V-shape.

In conclusion, the use of laser in an active vision sen-
sor gives the advantage to obtain the groove depth. The laser
emits its light on the workpiece surface and points to the deep-
est location of the groove. One of the most significant current
discussions in welding seam tracking based on image pro-
cessing is feature point extraction. Therefore, feature point
tracking has been a major focus for most researchers [10, 12,
19, 29, 30]. However, the method for determining the groove
depth that can be achieved by the extraction of feature points
still receives insufficient attention except for [28]. In fact,
there has also been little discussion of strong laser reflec-
tions by poor-quality lasers and edge noise levels by most
researchers except for [10, 31]. For this reason, an exten-
sion study on feature point extraction is proposed by using
a low-quality laser and its reflection. The main objective is
to determine the groove depth based on feature points and
then find out the system’s performance between the mea-
sured value against the actual value. To overcome the lighting
issues for weld seam tracking, this paper proposes the appli-
cation of CMOS camera sensor with laser light. Since this
work does not perform an actual welding process, arc spark,
and welding spark can be neglected where the major subject
of this study is on the laser reflection in the absence of any
external light.
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Fig.1 The basic principle of
laser-based vision sensor

CMOS
camera

2 Methodology
2.1 Experimental set-up

Laser-based vision sensor (LBVS) consists of a structured
light laser and a camera which is developed to digitize and
interpret the images. The principle is that the laser light is
projected onto the workpiece and resulting in a laser line
that follows the profile on its surface. The laser and cam-
era are mounted on a fixed stand. Figure 1 depicts the basic
principle of LBVS system. An angle between the camera
and laser is less than 90° to facilitate image acquisition. The
size dimension of the captured image is 1920 x 1080 pix-

S

els. The pixel size of the camera is 2.2 um. The distance
between the camera stand and the laser stand is approxi-
mately 433 mm. At 533 mm in height, the CMOS camera is
perpendicular to the worktable. The size of the workpiece
is 10cm x 10cm. To preserve precision, the workpiece is
placed under the camera, and all images are captured from
the same height and distance. There is no additional calibra-
tion between the camera, laser, and the object being tracked
due to the vision system is mounted on a fixed stand and it is
parallel with the worktable. As mentioned in [28], the feature
points can be not in an exact location due to the workpiece’s
surface defects during the cutting process. The possibility of
unlevel laser line and laser reflection along the weld seam
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Fig.3 Mild steel image a
workpiece and b captured input
image

()

can produce different results in the extraction. Therefore, the
analysis will be done in order to evaluate the image system’s
effectiveness.

2.2 Image processing of the proposed system

A CMOS camera captures the laser and weld seam image,
which is subsequently processed by a computer. The three
main steps in image processing discussed in this study
are image acquisition, image pre-processing, and image
post-processing. In image preprocessing, there are three com-
mon segmentation steps: ROI (region of interest) extraction,
image segmentation, and edge boundary noise rejection.
This system proposed four steps for image post-processing
laser centerline extraction, line detection and fitting, fea-
ture points extraction, groove point extraction, and groove
depth measurement. In some literature, the feature extraction
is considered by looking at the parameter of weld groove
[32], In this work, the feature point extraction represents
the V-groove butt weld joint parameter into x-y coordinates.
All the procedures are described in detail in the following
sections. The flowchart for the proposed image processing
is shown in Fig.2. One thing that needs to be highlighted
is the laser reflection on the workpiece. As displayed in

original image

laser line

weld seam line

(b)

Fig.3, the captured image of the laser stands out due to
the higher brightness feature and therefore can simply be
extracted from the background image. However, the laser
reflection on the workpiece seems strong where the reflec-
tion is quite scattered around the laser edge boundary. The
low-quality laser could be the source of the reflection [10].
This reflected laser produces some kinds of light pollution
around the laser reflection. This light pollution is called
noise in image processing. However, it is important to keep
in mind that the laser focus must be carefully adjusted to
obtain the required laser width. This is because the wider
the laser thickness, the more difficult to extract the laser
centerline.

2.3 Image pre-processing

Asshownin Fig. 2, there are three pre-processing steps before
undergoing post-processing: ROI extraction, image segmen-
tation, and edge boundary noise rejection. The main reason to
do image pre-processing is to clear the image from unwanted
information by removing any irrelevant pixels that eventually
affect the results and to make sure all the required features
are acquired.

Fig.4 ROI image a the
extraction and b the position of
the weld seam and groove joint
on the workpiece

original image

groove joint line

(b)
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Fig.5 Binary image

2.3.1 ROl extraction

The laser line fills only a small area on the surface of the work-
piece, therefore, a minimization technique known as ROI
(region of interest) is used by allocating only the required
area for processing. In this paper, the coordinate position
of ROI varies from one image to the other due to the laser
position on a workpiece varying for different image frames.
Figure4a demonstrates how the ROI is extracted from the
original image, and Fig. 4b shows that the ROI only includes
the weld seam line and the groove joint line within the laser
area. Equation (1) shows the coordinate position for search-
ing the ROI from the original image.

ROI = [Xmin, Ymin, w — 1, h — 1] (1)

where xmin and ymin denote the coordinate value of the starting
ROI on the two axes respectively, w and & are the width and
height of the ROI dimensions respectively.

2.3.2 Image segmentation

The next step is to segment the laser image from the back-
ground. Binary conversion is a simple segmentation method
that depends on the comparison level between the intensity
of gray image or rgb image as an input value f(X,y) and the
thresholding (7') setting. A T consists of a range value from
0 to 1. According to Eq. (2), each input pixel value g(i,j)

Fig.6 Binary image with edge
noise

binary image

is compared to 7. Then, a decision is applied to define the
output value from the corresponding input value. The output
value u(i,j) only consists of either pixel O or 1 that represents
the binary value. As demonstrated in Fig. 5, the laser image
serves as the pixel 1 and creates a white color, whereas pixel
0 has a dark background image. The thresholding operation
is very sensitive to noise in the image. Therefore, a noise
rejection technique is compulsory to apply in order to han-
dle and remove the noise for laser centerline extraction and
subsequent line detection.
. I, ifgl,j)=T

u(u])={0, l.fg(l.’j)<T} 2

where T is a threshold, g(i,j) is the color input value at coor-
dinate (i,j) and u(i,j) is the binary output pixel value.

2.3.3 Edge boundary noise rejection

A noise rejection algorithm is required in preprocessing to
handle some data noise, thus improving the quality of the
image. As shown in Fig. 6, the noises most frequently occur
around the edge boundary when the laser reflections, which
produce light pollution, are particularly intense. These noises
provide difficult detection of centerline extraction in the next
step. Hence, gives the challenge to extract the feature points
if the centerline is not in an exact position. A morphological
opening operation (MOO) is applied due to its characteris-
tic, by eliminating the undesirable object while keeping the

edge noise
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Fig.7 Result after MOO
process

shape [33]. There are two basic functions in MOO, which are
dilation and erosion. The idea behind MOO is to preserve
the shape of an image that is already in binary by altering
the thickness of the laser image. Instead of using the closing
operation, which fills gaps and holes, an opening operation
is more suitable to be used because there are no holes to be
filled in the reference image but most likely to smooth the
contour of a white image by removing false touching and
thin branches. Figure 7 shows the image of the approach pro-
cess where an opening operation starts with an erosion disk
structuring element with a radius of 8 and is followed by a
dilation disk structuring element with a radius of 20. It turns
out that with the MOO operation, the laser image has become
more homogeneous, and less disconnected and the relevant
edge noise can be eliminated. However, the radius is change-
able and can be different for another image, depending on
the shape of the image.

Fig.8 Laser centerline using
skeleton technique a without
MOO and b with MOO

2.4 Laser centerline extraction

In image post-processing, there are two important processes,
which are extracting the feature points and then determining
the groove depth based on the pixel location in a 2D coor-
dinate. This is a new approach to the groove depth of the
weld seam tracking application because there has been little
discussion about it except for [28]. It is difficult to decide
the location of feature points from a 2-D binary image as
shown in Fig.7. Therefore, a skeleton technique is used to
extract the centerline from the 2-D binary image. This center-
line is one pixel wide (1-D) which will construct a line along
the V shape and these lines are referred to as skeleton lines.
Skeleton images are one of the morphological applications.
It erodes pixels away from the boundary binary image while
preserving the endpoints of line segments until no more thin-
ning is possible, at which point what is left approximates the
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Fig.9 Broken lines resulting
from centerline extraction

skeleton. The results of the skeleton technique without MOO
and with MOO are shown in Fig.8. Consequently, MOO
improved the quality image by eliminating the branches that
connected to the endpoints of line segments. After extract-
ing the centerline from the 2D binary image, the next step
is to recover the broken lines using the line fitting method
in order to obtain the feature points. For the image shown
in Fig.9, the centerline is made up of short and long lines
that are not properly connected due to the uneven width of
the laser boundary during the morphological process. These
unconnected lines are called broken lines. As a result of this
situation, extracting of feature points becomes more chal-
lenging because the corner points are not in an appropriate
and proper position.

2.5 A new approach of line detection
and fitting method

Line fitting is used to decrease error for feature point extrac-
tion. Currently, the Hough transform is dominant for line
detection but somehow unable to detect a proper line that is
randomly distributed due to the laser reflection sensitivity.
Therefore, this study proposes a novel method for detecting
and fitting disconnected lines. For groove depth measure-
ments, this study only considers the weld seam feature lines
and groove feature lines in the horizontal direction as shown
as regions outlined in red which is illustrated in Fig. 10.
Based on the V-shaped image, the algorithm starts from the
left side in a straight line motion and then moves down, from
there, it moves into a straight line then continues to move up,
and finally ends up in a straight line on the right. The corner
point is the point where the change in direction of movement

Fig. 10 Types of feature lines
on V-groove skeleton image in a
horizontal direction

occurs. For example, in the case of this V shape, the change
point from straight motion in 90° and moving down to 45° is
named as the left corner point. While the change point from
the bottom groove at an angle of 135° moves to 90° in a
straight line is known as the right corner point. Hence there
are two corner points: left and right on the weld seam feature
line. Another point is the groove point at the bottom line as
shown in Fig. 11. These three points are important for feature
point extraction and groove depth measurement. Figure 12
shows the flowchart for feature point extraction. This method
starts by finding the row index that has the greatest number of
pixels “1” (white pixels). This maximum number is regarded
as the maximum row (reference row) and has three functions:
line detection, line fitting, and corner point extraction.

2.5.1 Weld seam feature line detection

For weld seam feature line detection, there are two aspects
that need to be highlighted which are (1) the number of white
pixels for each row and (2) the highest number of white pixels.

Step 1: The algorithm searches for the white pixel in each
column from the first row until the last row of the image.

Step 2: If the algorithm finds a white pixel in the col-
umn, it saves the row index that belongs to the white pixel as
expressed in Eq. (3).

3)

col index — {row index, ifu(i,j)=T }

0, ifu,j)#T

Here, u(i,j) is the pixel coordinate location in a specified
column and row axis. Column index is the column where the
algorithm searches for the white pixel as it scans the pixel
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Fig. 11 Degree orientation
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Fig. 13 The process of counting
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throughout the column. Row index is saved if the algorithm
detects a white pixel on that column, otherwise no row index
is saved and represents as 0.

Step 3: From the first until the end of the column for that
row, the algorithm finds white pixels and starts to count. For
the respective column, the count will increase by one (+1) if
there is a white pixel next to it. If there is no white pixel, the
count will remain until it encounters the next white pixel and
starts to count again as illustrated in Fig. 13. The method is
named as incho (increment and hold) process. Equation (4)
shows how the white pixel is counted based on Fig. 13.

!

where u(i,j)+1 is incremented by 1 if there is a white pixel
next to it, otherwise no count and remains the count at that
point. While columnc..«(j) is the white pixels counted for each
column.

Step 4: When the calculation is complete as shown in Eq.
(5), then find the highest value of white pixels on each row
and save the value of that row as a reference row to be used
later as shown in Eq. (6).

u(@,j) +1,
constant,

if 1

if 0 @

columncouns (j) = {

m—1

H(i) = Z columncount (j),

i=0

i=0,1,2,.on—1 (5

Refrow = max[H ()], i=0,1,2,....m—1 (6)

Fig. 14 Line fitting result of
weld seam line

increment and hold

here, H(i) is the number of counted of white pixels across the
column, Y is the sum of white pixels throughout the column.
max[H(i)] is the searching for the maximum count of white
pixels and Ref.. is the highest number of white pixels on that
row.

2.5.2 Weld seam feature line fitting

This step is to recover the broken lines into a continuous line
by using a reference row index. For more accurate corner
points, a one-way direction algorithm is proposed. The crite-
ria are listed below to detect the line in the upper row (weld
seam feature line):

1) Distance between a white pixel at a column less than a
threshold with respect to the reference row—if there is
no white pixel or the distance between the white pixel
and the reference row is more than a threshold, no line is
detected.

2) The line is rapidly changed in a one-way direction

Figure 14 shows the result of weld seam feature line detec-
tion represented as a red line after line fitting is applied. It
can be seen clearly that the red line stops at the corner on the
left and right sides. By using step 2), the pixel coordinate on
those corners can be obtained.

To find the bottom row that is the groove feature line, [24]
used the farthest point algorithm by calculating the distance
of the outliner (bottom) point to the reference line. Therefore,
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Fig. 15 Line detection result of groove feature line

in this paper, using the farthest point method and assuming
that the last row has N points, there are two criteria to be
fulfilled:

(1) Number of points that lie on the same row and
(2) Distance between the reference row value and the white
pixel of the current row.

All the values for criteria (1) and (2) must exceed the set
threshold. Now, the row index for the groove feature line,
Groovern. has been known. This Groove.. will be used in
Sect.2.6 in order to determine the pixel coordinate of the
groove line. Figure 15 shows the red line on the groove feature
line. Interestingly, there is no line fitting because the line is
already straight.

2.6 Feature point extraction

As previously stated, the V shape should have three dis-
tinguishing points: the left corner point, the right corner
point, and the groove point as described in Sect.2.5. These
three points are very important to determine the depth of the
groove. This section discusses on how to allocate the pixel
coordinate in (x,y) for each corner point. However, from the
skeleton image as shown in Fig. 15, the groove feature line
has shown two more corner points at the left end and right
end of the line, making it a total of four corner points of
the V-groove. [25] used line segment and junction proper-
ties to determine the feature points. Because the algorithm
begins on the left side of the V-shaped line and progresses
to the right end of the line, three orientations in degrees, 90,

Fig. 16 Orientation label of
V-shape image

@ Springer

45, and 135, have been introduced in this work to identify
the movement of the line. This method has been proposed
in this paper based on the orientation position of a V-shape
from one corner to another corner. Two kinds of rows: Refion
and Groove.., one for weld seam corner points and the other
one for groove corner points are the main references to allo-
cate the pixel coordinate. The Ref.. and Groove.. are used
in this section to identify whether the distance between pix-
els on the current line and the Ref.. is less than or greater
than a threshold 7. Figure 16 depicts the orientation label of
V-shape based on degree, and Table 1 shows the relationship
between the orientation position that can be used to extract
the feature points with respect to the threshold.

According to Table 1, the weld seam line is extracted first,
and subsequently the groove line. As a reminder, the charac-
teristic line of the welding seam only covers the upper line,
therefore the degrees involved are 90 on the upper straight
line, 45 and 135° on the curved line. Whereas, the other 90°
include the bottom line, 45 and 135° of curved lines are char-
acteristic of a groove line. Moreover, two angles will be used
to determine the position of the corner feature point.

To detect the left corner of the weld seam feature line, the
line starts moving from the left side of the image and this
line is a straight line and represents a 90° angle. Then, the
line moves down by 45°. The transition from a straight line
to a downward-sloping line is called the left corner point.
If the distance of pixel 1 between Ref.. and the current row
is greater than 7; and the corner point meets the transition
from the start and end movement, then the coordinates of the
pixel at the left corner can be obtained. However, no pixel
coordinate is extracted if the transition line goes from 45 to
135° due to no transition from a straight line to a curved line
or vice versa. Next, the line moves from 135° and then goes
up to 90°. The transition from a curved line to a straight line
is known as the right corner point. The coordinates of the
pixel in the right corner can be found in the distance of pixel
1 between Ref. and the current row is smaller than 7; and
the corner point meets the transition between the start and
finish movement.

To find the left corner point on the groove feature line, the
pixel distance of 1 between the current line and Groovew. is
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Table 1 Feature points

extraction based on the Feature line Input Threshold(7y) Output Feature point
. . .. start end
orientation position and the
threshold 90 45 larger than (77) (x,y) left corner
weld seam 45 135 larger than (77) no no
135 90 less than (77) (x,y) right corner
45 90 Z€ero (x,y) left corner
groove 90 135 larger than (77) (x,y) right corner

0 because the groove line is already on the groove row and
therefore no threshold is needed. Additionally, a left corner
point can be obtained because there is a transition from 45
to 90°. Whereas the right corner point can be extracted when
it meets the requirements of the orientation position and the
threshold.

2.7 A new groove point extraction

Supposedly there is one point only for the groove feature line
instead of two points. After taking into account the several
factors such as the laser width and also the actual value, it
was found that if using the middle point between two cor-
ner points, did not successfully locate the lowest point. Even
though the lowest line indicates the deepest point of the work-
piece, however, after going through the image processing
method especially when involves the radius value in MOO
operation, the line might be a little bit above when compared
to the actual value. Since the actual value is obtained at the
deepest position, it is taken into consideration to make sure
the groove value is placed correctly. To ensure that the level
of consistency between the measured value and the actual
value is not significantly different, a method called intersec-
tion is the most appropriate to use to find a new point that is
slightly below the groove feature line. There are two steps to
extract a new groove by using an intersection extended point.

Fig. 17 Intersection line
method for a new groove point

left side

By referring to Fig. 17, the lines are divided into two parts:
left and right sides. There are four points namely Al, Bl, Ar,
and Br where point Al and BI are for the first line (left side)
and point Ar and Br is on the second line (right side).

Below is the step on how to determine the new groove
point by using the intersection method. The step shown below
is applied for the first line which is for the left side.

Step 1: Calculate the difference vector Cug[x.. y.] of the
first line by subtracting the B: [x» y»] and A: [x1. 1]

Step 2: Extend the Cuy by p% where p% is declared as
factor_distance

Step 3: Determine the pixel coordinate at the endpoint of
the extended line by using Eq. (7)

DIl = Al + (Cdiff x factor_distance) @)

where D [x1, 1] is the end point of the extended first line,
Ai is the start point from the left side, Cuy is a vector
difference between point A: and B: and factor_distance is
acoefficient, it can be a percentage or any integer number.
It is obvious that the right side can be obtained by the
same algorithm, only change to A: [x2 y:], B [x2 ¥:], and
D. [)Cz,yz]

Step 4: Do the same steps for the second line on the right
side
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Fig. 18 Groove depth
measurement

Step 5: By using the intersection formula for both lines,
then a new groove point (U, V;) can be identified

2.8 Groove depth measurement

Lii et al. [28] used the method of subtracting the coordinate
pixel values on the y-axis between the weld seam line and the
groove line, however, the results will change if the left and
right corner points are not the same on the y-axis. This paper

Fig. 19 Image preprocessing
result for halfmoon type

ROl image

binary image

(. qp¥.01)

(xAr ’yAr)

. groove

depth
g)

presents a new approach to determining depth, which can be
used if the two corner points are not exactly equal in row
coordinates. First, find the midpoint (X1 Y1) between the left
and right corners of the weld seam line. Then, compute the
distance between the midpoint (X1 Y4) and the new groove
line (U, V) by using Euclidean distance. The distance is rep-
resented as the groove depth, G.. Figure 18 shows the groove
depth measurement.

original image

©)

image after erosion

(d)

image after dilation
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Fig.20 Result for halfmoon
type by using Hough transform
a line detection in full image, b
left corner when zoom-in, ¢
right corner when zoom-in, and
d groove corner when zoom-in

Fig.21 Result for straight line
type by using Hough transform
a line detection in full image, b
left corner when zoom-in, ¢

right corner when zoom-in, and
d groove corner when zoom-in

(b) (c)

(a)
(b) (c)

(d)
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(b)

Fig.22 Results of the proposed method a halfmoon type and b straight
line type

3 Results

10 samples of straight line and 10 samples of half-moon are
taken to see how successful the proposed image processing
algorithm is. The workpiece and the camera are in a fixed
position, while the laser is adjusted to obtain the various
laser positions on a workpiece. The images are captured in
a controlled environment. All the measured values are taken
experimentally, and the values will be compared to the actual
value. The actual coordinate is determined by human eye
observation according to the location in the actual image.

Fig.23 Pixel coordinate of
feature points a straight line and
b halfmoon

@ Springer

3.1 Comparison between existing method
and the proposed method of line detection

Figure 19 shows the results of image preprocessing for the
half-moon type. It starts with the captured image (a), then
extracts the selected laser area from the whole image using
ROI extraction (b), next, uses the MOO process with the ero-
sion disk structuring element with radius 10 (c¢), and followed
by the dilation disk structuring element with radius 40 (d).
The radius value is flexible; depending on the size of the
image’s features, it may or may not be the same for another
sample of a half-moon image. The stated radius above is
applicable for the sample in Fig.19d and e. As stated ear-
lier, the Hough transform is a line detection method that has
been used by many researchers. Figures20 and 21 depict
the results of line detection by using the Hough transform
method for two types of V-groove weld seam: half-moon line
and straight line. It was shown that the lines are not properly
detected for both types. It was difficult to extract the weld
seam of left and right corner points in Figs.20b, c and 21b,
¢ when there was more than one line detected. Moreover, no
line was detected for the groove line in Figs.20d and 21d.
The proposed method, however, can improve the deficiency
by successfully detecting the line and fitting the unconnected
lines as displayed in Fig. 22.

It was difficult to extract the weld seam of left and right
corner points in Figs.20b, c and 21b, ¢ when there was more
than one line detected. In Figs.20d and 21d, no line was
detected for the groove line. The proposed method, however,
can improve the deficiency by successfully detecting the line

(281359, 151.903)

(a)

(470.5, 257.735)

(b)
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Fig. 24 Graph plotting between Groove depth accuracy for different Samples
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and fitting the unconnected lines into a continuous line, as
displayed in Fig.22.

3.2 Groove depth matching result

Figure 23 shows the coordinates of the feature points for one
of the samples for each line type. As displayed in Fig.23a,
the left corner point coordinate is (205,66), the right cor-
ner point is (378,66) and the groove point is (281,152). The
y-axis shows the same coordinate which is at row 66, the
value to realize the line fitting. While the groove coordinate

Fig.25 Graph plotting between

the measured value and the 240 .

Groove depth accuracy for different Samples

4 5 6 7 8 9
Samples

10

is obtained after using the line intersection extended point
method from four coordinates, left corner points, one from
the weld seam feature line (upper row) and the other one
from the groove feature line (bottom row), and two more
coordinates which is from the right corner points, on the
upper and bottom rows respectively. Whereas the left cor-
ner point coordinates in Fig.23b is (222,81), the right corner
pointis (719,81) and the groove point is (471,258). The pixel
coordinates of all samples were collected and compared to
the actual values. The data gathered (pixel coordinate) for
the midpoint and new groove point mentioned in Sect.2.5

actual value of G« for halfmoon
samples

200

groove depth(pixel)

120

100 : *

- -
180 | -

——+— Actual
-t Measured

I L

4 5 6 7 8 9
Samples

10
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Table 2 Accuracy (straight line type)

No. of sampels Ga Error (%)
Measured value Actual value

1 132.46 137.03 33
2 84.21 87.37 3.6
3 133.82 142.94 6.4
4 130.22 128.06 1.7
5 102.31 104.24 1.8
6 156.23 163.06 42
7 158.06 170.01 7.0
8 79.62 91.72 13.2
9 153.70 141.51 8.6
10 96.88 102.31 53

was then calculated using Euclidean distance to establish the
groove depth, which is denoted as G. (groove depth). These
values have been plotted in a graph to highlight the difference
between the measured value from the proposed method and
the actual value as shown in Figs. 24 and 25. Based on both
figures, the values for measurement and actual for groove
depth do not show a very significant comparison. Referring
to Figs.24 and 25, the most significant divergence is in the
8th and 3rd samples, respectively, which is approximately
12 pixels, while the least difference is 2 pixels and 4 pixels,
respectively for both figures. Then, to validate the accuracy
of the proposed system, APE (absolute percentage error) was
applied between the actual and the measured value, and then
MAPE (mean absolute percentage error) was used to esti-
mate the average error for all the samples. All the data and
percentage errors were provided in Tables 2 and 3. From the
results, the average percentage is still acceptable due to the
MAPE for half-moon types is only 2.7% while 5.5% for the
straight line.

Table 3 Accuracy (halfmoon line type)

No. of sampels Ga Error (%)
Measured value Actual value
1 195.06 196.13 0.5
2 184.07 183.02 0.6
3 178.03 190.07 6.3
4 177 188 5.9
5 189 188.04 0.5
6 191.07 192.01 0.5
7 182.02 188.07 32
8 193.13 185.01 4.4
9 192.02 188.17 2.0
10 194.04 188.13 3.1

@ Springer

4 Conclusion

This research proposed an extension study on feature point
extraction to measure the depth of the V-groove. This method
requires feature points from the weld seam and groove feature
line to determine the groove depth. A distance measurement
method is applied to obtain the depth. In the binary image, the
edge noises appear to be strong which causes light pollution
around the laser boundary. However, using morphological
operation and skeleton technique can eliminate the branches
that appear at the endpoint of the line thus improving the
image quality. Line fitting is then proposed to fix the broken
line in order to obtain accurate feature points. The groove
point is determined from the groove line to have one point
instead of two points using the intersection equation method.
When the proposed method is tested against laser reflection
and different lighting conditions, it is discovered to be accept-
able when the distance measurement displays an accuracy of
more than 94%. Therefore, the proposed method gives an
advantage when it can be used on strong distribution edge
noise, due to its reflections on MIG metal.
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