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Abstract  
AR assembly instruction is a method that helps users with manual assembly by overlaying virtual information on the real 
environment. However, users have to manually change the information display form, which fails to adapt to their varying 
information needs in different stages of the assembly task. This study proposes a user-centered adaptive visualization method 
for AR manual assembly that can provide the necessary information according to the user’s intention in the assembly process. 
This paper develops a system (UIAVS) through an information hierarchy mechanism and a user intention recognition method 
based on the user’s eye gaze, the spatial location, and current assembly task, which can adaptively adjust the visibility of 
information, how much information is displayed, and the change of visualization form. UIAVS was tested for the first time 
in a small engine assembly task. Twenty-four participants were randomly assigned to different task familiarity (novice and 
expert) and different information visualization response methods for assembly task experiments. The results show that UIAVS 
has better task performance and cognitive performance as well as user experience than traditional AR assembly instruction 
method, especially for experts. The research results have certain guiding significance for the design of AR assembly instruc-
tions, which extends the application of AR technology in practical complex assembly tasks.
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1  Introduction

Augmented reality (AR) is a technology that can integrate 
the physical world with the virtual world and change the way 
humans interact with digital data [1]. Compared with the 
traditional assembly process, augmented reality can display 
the assembly guidance information fused with the actual 
work scene in real time, such as step-by-step instructions, 
3D models, or other relevant information [2]. The visual 
information of augmented reality is intuitive and easy to 
understand [3]. In addition, people can naturally interact 
with virtual information, which effectively improves the 

efficiency of manual assembly [4]. Traditional paper-based 
assembly processes, which mainly use two-dimensional 
text and pictures to convey process information, are still 
widely employed on assembly sites. However, this method 
of expressing information is flat, static, and limited, and it 
challenges the users’ cognitive abilities when they encounter 
complex assembly scenarios [5, 6]. Model-based definition 
(MBD) is a method of defining product assemblies using 
3D models (e.g., solid models), product and manufactur-
ing information (PMI), and relevant metadata [7]. Unlike 
traditional methods that rely on 2D engineering drawings 
to provide assembly information, MBD can express assem-
bly intent and requirements more clearly and present them 
on an electronic screen in a way that enhances the user’s 
understanding of the assembly process through views, ani-
mations, annotations, and other visual forms [8]. However, 
these methods of expressing assembly process information 
cannot integrate the information with the assembly site in a 
virtual and real way. The expression and interaction of the 
information do not consider the context and cannot change 
automatically with the environment. AR assembly instruc-
tions are a guidance method that uses augmented reality 
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technology to assist manual assembly. It shows the user the 
assembly steps, tools, and components by overlaying infor-
mation such as virtual 3D models, images, animations, and 
text in a realistic environment [9]. AR assembly instructions 
differ from traditional paper-based processes and MBD pro-
cesses in that they are a three-dimensional, dynamic, and 
unlimited way of expressing information [10–12]. They can 
automatically provide and update information based on the 
user’s interaction feedback and environmental changes, and 
change the content of the information in real time [13]. As a 
result, the information display is more intuitive and easier to 
understand, and the user does not need to search for informa-
tion elsewhere [14–16]. Previous studies [6, 17] have shown 
that AR assembly instructions have advantages over other 
methods of displaying information in terms of improving 
assembly efficiency and reducing user cognitive load.

Most previous studies [18–20] aimed to investigate the 
feasibility of applying AR to manual assembly assistance 
and demonstrate its effectiveness. However, these studies 
varied greatly in terms of user interface settings and visual 
information display [9]. Therefore, how the display of vis-
ual information affects the effectiveness of AR applications 
remains to be explored. Displaying all the visual information 
will negatively affect users, because they will struggle to 
cope with the complex multitask information in the virtual 
and real world [21, 22]. In complex tasks, displaying exces-
sive AR assembly information may make it difficult for users 
to find the required information, thus prolonging the time to 
complete the assembly task [23]. In contrast, in simple tasks, 
users may have low dependence on AR instructions, or even 
no noticeable effect [6]. Radkowski et al. [23] suggested 
that the complexity of visual information should match the 
complexity of assembly steps. With existing methods [24, 
25], users need to manually adjust the information they see: 
assembly step information, assembly parameters, and the 
display of changes in the 3D model. Switching to different 
stages of the task (for example, when the user moves from a 
distance to the final assembly position of the part) requires 
readjusting the visualization type and level of detail (LOD) 
of the part information. Users have to manually adjust mul-
tiple interactive operations to find the desired information or 
visual form. This process is cumbersome, especially when 
users do not even know what interaction to do to find the 
information they want, it is ineffective and a waste of time.

In fact, users with different levels of expertise have differ-
ent information needs at different stages of the assembly task 
[26]. Experts need less information while novices need more 
information to complete the task successfully. Therefore, a 
flexible visualization method is needed at the assembly site 
to accommodate their varying needs in different assembly 
steps. Moreover, a lack of adaptive experience can adversely 
affect the overall experience. This paper argues that it is 
necessary to adaptively adjust how much information is 

displayed and in what visual form according to the user’s 
intention. This study aims to propose a user-centered adap-
tive visualization method that can offer the necessary infor-
mation based on the user’s intention in the assembly process, 
thus avoiding information overload, reducing cognitive load, 
and improving assembly efficiency.

Current research on the adaptive display of virtual infor-
mation in AR assembly focuses on the method of auto-
matically adjusting the display interface to adapt to the 
current environment according to context awareness [25], 
or automatically allocating resources and dynamically dis-
playing different contents based on user preferences [27]. 
Most of these methods only display the amount of infor-
mation according to the cognitive load, users’ preferences, 
and the difficulty of the task, but they do not highlight the 
information users need. However, none of these works take 
user intention into account, that is, they do not adjust the 
visualization forms of virtual information adaptively and 
jointly based on user behavior (such as spatial location and 
eye gaze) in manual assembly. User’s spatial location is an 
important indicator of the area that user is interested in [28]. 
In addition, eye gaze is directly related to the attentional 
process and implicitly tells us what we are interested in [29]. 
The user’s intention and status can be dynamically tracked 
by sensing the gaze point and gaze time through sensors 
[30]. This paper argues that these aspects play an equally 
important role in the adaptive display of virtual information, 
especially in the field of AR manual assembly.

To our best knowledge, this paper first proposes a method 
to adaptively adjust the display of virtual information 
according to the user’s intention in AR manual assembly. 
This method can recognize user intention according to the 
user’s eye gaze, current task, and user’s spatial location, and 
adaptively adjust the way of virtual information display to 
highlight the information required by the user. This paper 
combines user’s intention and visual form with the content 
of assembly process based on the process designer deci-
sion to automatically control when virtual information is 
displayed, how much information should be displayed, and 
what visualization form should be used.

Concretely, the system design rules are:

(1)	 The design methods of assembly process contents with 
different LODs and visualization forms shall be deter-
mined by the process designer.

(2)	 The adaptive display rules of virtual information are 
designed from the two dimensions of time (user’s eye 
gaze time) and space (user’s spatial location), so that 
different LODs and visual forms can be displayed adap-
tively according to the user’s intention. At runtime, 
the system takes the user’s eye gaze information, the 
user’s spatial location, and the current assembly task 
into account. By quantifying these factors, the system 
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recognizes the user’s intention and connects them with 
the visualization information to adaptively control the 
display form and amount of virtual information.

In summary, this paper contributes an adaptive visual 
enhancement method of virtual information based on user 
intention in AR manual assembly. The method can adap-
tively change the display form of virtual information accord-
ing to the user’s intention, and display the information 
required by the user to reduce people’s cognitive burden. 
The main contributions of this paper include:

•	 Proposing an adaptive visualization method of virtual 
information based on user intention in AR manual assem-
bly.

•	 Designing a logic rule–based user intention recognition 
method that can infer user’s intention based on user’s 
spatial location, user gaze, and current assembly task in 
AR manual assembly.

•	 Reporting on a formal user study investigating the ben-
efits of User-Intention Adaptive Visualization System in 
AR manual assembly.

•	 Providing a novel design interface that enriches the 
design of AR assembly instructions.

The rest of the paper reviews related work, and then 
describes the methodology, mainly focusing on the design of 
the system framework and the recognition of user intention 
as well as the adaptive visualization of virtual information 
in AR assembly. Next, it reports on a user study with the 
platform, and discusses the results found. Finally, it provides 
some conclusions and directions for future work.

2 � Related work

This research investigated the method of adaptive display of 
virtual information based on user intention in AR assembly. 
Here, this paper reviewed the visualization methods of vir-
tual information in AR assembly and the relevant research 
methods of adaptive augmented reality, then reviewed the 
related work on the perceived form of user intention in AR, 
and finally compared our approach to these prior works.

2.1 � Virtual information visualization in AR 
assembly

Compared with the traditional instructions, the informa-
tion display method in AR assembly is more intuitive. It 
uses two-dimensional graphics, text, images, three-dimen-
sional models, animation, and other information to describe 
the state, assembly relationship, and assembly process of 
parts in physical tasks [10]. Operators can concentrate on 

completing assembly tasks quickly and with high quality 
[31, 32] In the AR-based cable routing system, the cable 
routing direction and text annotation information were 
superimposed on the vision of the routing operator to help 
them complete the routing task [33], which was one of the 
most famous AR application cases in the assembly field. 
VTT technology research center of Finland had developed 
an assembly prototype system based on augmented reality, 
which used virtual parts, virtual assembly tools, and assem-
bly prompts to guide users in actual assembly operations 
[20]. At present, most of these researches in AR assembly 
focus on the display of geometric assembly relations, and 
rarely involve the description and display of semantic rela-
tions of part assembly.

Semantic information plays an important role in assembly 
guidance, which can describe assembly sequence, assembly 
constraints, assembly tools, and so on. Aiming at the prob-
lem that the geometric model cannot fully express the part 
assembly relationship, Xia et al. [31] proposed an analysis 
and construction method of part assembly semantic infor-
mation model based on part object model, visually mod-
eled the assembly relationship between parts, and accurately 
superimposed these information models on the real assembly 
environment by using augmented reality and virtual space 
modeling technology. Wang et al. [34] converted assembly 
semantic information into more understandable informa-
tion based on visual content and visual form to improve the 
human–computer cooperation experience and improve the 
user’s cognitive efficiency of the operation intention of the 
physical task.

Most of the above works focus on the representation of 
visual information. For the variable display of visual infor-
mation, users mostly change the visual form through explicit 
interaction [35]. It gives users great freedom to get the infor-
mation they want. However, too many interactive operation 
interfaces and cumbersome operations will bring informa-
tion disorder and operational confusion to users, especially 
in the AR assembly environment with complex background 
information. In terms of the response to visual information 
in AR assembly, Radkowski et al. [23] proposed that the 
visual features of specific assembly operations must cor-
respond to their relative difficulty level, and the ultimate 
goal was to associate different types of visual features with 
different levels of task complexity. Lindlbauer et al. [25] also 
proposed a method to intelligently adjust which applications 
were displayed, how much information was displayed, and 
where they were placed based on users’ current cognitive 
load and knowledge about their tasks and environment.

However, to our best knowledge, few works associate 
the display of virtual information with user intention in AR 
assembly. In fact, when users assemble in different positions, 
different operation steps, and different parts, they pay atten-
tion to different key information. Generally speaking, users 



4708	 The International Journal of Advanced Manufacturing Technology (2023) 129:4705–4730

1 3

pay more attention to the information most relevant to the 
current assembly task. This study takes into account user 
intentions based on eye gaze, tasks, and user space position, 
and adaptively adjusts the display form of virtual informa-
tion to provide users with the most needed information.

2.2 � Adaptive augmented reality

In the assembly process of a AR physical task, the super-
position of a large amount of virtual information in the real 
environment, especially there may be many objects in the 
assembly site of large parts, will cause information redun-
dancy and make it difficult for users to pay attention to the 
key information needed. In order to avoid information over-
load, the AR system can be designed as an explicit interac-
tive system or an implicit interactive system [36]. Explicit 
interaction systems can use gestures, finger pointing [37], 
or other input devices to provide the precise information we 
need. The implicit interactive system can provide us with a 
method of adaptive display of information, and avoid manual 
operation by designing an active interactive way. The dis-
play method of implicit interactive information is mainly 
through context awareness [29], and context awareness 
factors include environmental knowledge (object position/
shape, etc.), or approximate relevant objectives and rules 
[38, 39]. In order to follow this approach, various augmented 
reality (AR) systems have been developed [40, 41]. DiVerdi 
et al. [42] proposed a method based on the combination of 
level of detail (LOD) geometry and adaptive user interface. 
LOD interfaces allowed applications to adjust the size of the 
interface widget with respect to distance from the camera to 
make good use of the screen space in the 3D environment. 
They proposed to use different LODs of content presenta-
tions to improve the adaptability of the augmented reality 
interface. The concept of LOD is also used in this research. 
In order to overcome the confusion caused by overlapping 
and complex information when displaying virtual informa-
tion, Julier et al. [38] proposed a method to perform informa-
tion filtering by using region-based and users’ location and 
task. Tatzgern et al. [43] presented an adaptive information 
density display method for AR to reduce clutter when the 
amount of data is too large, so that users can focus on finding 
the relevant items. Ghouaiel et al. [44] proposed to adjust 
the virtual content according to the changes of ambient light, 
target distance, and noise. In the field of AR assembly, Geng 
et al. [27] developed an system, which can adaptively allo-
cate resources and dynamically display different contents 
according to the preferences of different operators. Lindl-
bauer D et al. [25] proposed a method to automatically adjust 
the augmented reality interface based on the user’s current 
cognitive load and knowledge about their task and environ-
ment. This method uses a mix of rule-based decision-making 
and combinatorial optimization to determine when, where, 

and how to display virtual elements. For tasks with low cog-
nitive load, the system displays more elements and more 
details. With the increase of cognitive load, the minimum 
user interface is adjusted to display fewer elements on tasks 
with high cognitive load. Although the above method of 
adaptive display of information based on context awareness 
can adjust the display form of information, one limitation of 
this implicit method is approximate correlation, which is not 
necessarily related to the real intention [29]. These methods 
cannot adaptively display the visual enhancement informa-
tion that users are interested in according to the user’s inten-
tion. The ideal interface design is to support two ways, that 
is, to display approximate relevant information in an implicit 
way, and to provide an explicit way to interact with it to take 
into account various factors. Pfeuffer et al. [29] believe that 
gaze interaction is an ideal way to realize this design. They 
have created a gaze interaction design space to continuously 
expand more content according to users’ attention and inter-
est to realize information level conversion, but they do not 
consider the influence of users’ spatial location factors.

This study is jointly concerned with when and how to 
display content. These decisions are made based on the 
user’s intentions. Different from the aforementioned adap-
tive method, what it considers is how to recognize the user’s 
intention so that the display form of the virtual information 
can be automatically determined during the assembly pro-
cess to visually enhance the information that the user needs.

2.3 � User intention recognition in augmented reality

In the field of augmented reality, the recognition of user 
intention is mostly carried out in the form of natural 
human–computer interaction. Natural gesture operation 
is one of the most direct expression methods for users to 
convey their cognition. AR system can understand the 
user’s behavior by capturing the user’s natural gestures, 
so as to perceive the user’s intention and make corre-
sponding response behavior [45]. In addition, eye track-
ing, as an accurate attention indicator, can tell us what we 
are interested in [46]. Cognitive science and human–com-
puter interaction (HCI) research have demonstrated that 
eye tracking can be used to measure user intention, char-
acteristics, and status, and provide active and passive 
input control for AR interface. Sensing the gaze point 
and gaze time through the sensor can dynamically track 
the user’s intention and state [30]. Gaze has the potential 
to provide the AR interface with the advantage of avoid-
ing information overload and providing information on 
demand [29]. McNamara A et al. [46] realized the tech-
nology of placing information tags in a complex virtual 
environment (VE) by using eye tracking as an accurate 
attention indicator to capture objects of interest to the 
user. When the user noticed these objects of interest, the 
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system would display the tags associated with them to 
reduce information overload. Pfeuffer et al. [29] designed 
a gaze interaction design space to capture the user’s vis-
ual attention through the gaze interaction dwell time in 
the AR environment. In the process of presenting multi-
layer information, the system can transition from the 
initial information to gradually more detailed informa-
tion through the user’s gaze dwell time, so as to achieve 
a wider range of user information needs. In addition to 
gesture and gaze interaction, user intention can also be 
perceived through multi-channel interaction [47]. Seipel 
et al. [48] proposed a method of using natural language 
understanding technology to perceive the user’s intention, 
which can enable users to make use of both gesture and 
speech actions simultaneously for information explora-
tion. Their system also considered the contextual infor-
mation of the visualization and made the conversational 
interface based on utterances “automatically” followed 
the conversation and adapted the visualization accord-
ingly. Pfeuffer K et al. [49] explored a special combi-
nation of interactive technology in virtual reality, that 
was gaze-squeeze interaction technology, which used 
eye gaze to select targets and gestures to manipulate tar-
gets. This method perceived the user’s intentions through 
hand-eye collaborative interaction, and realized a series 
of advanced interactive 3D operations on targets at any 
distance in the virtual environment.

In an assembly site with a complex and noisy environ-
ment, voice interaction will be affected by noisy sounds. In 
addition, the user needs two hands to operate the physical 
part. Therefore, it is not suitable to perceive the user’s 
intention by voice and gesture. Perceiving the user’s inten-
tion through eye gaze mentioned above can be used as a 
pre-processing step to this approach. Different from the 
aforementioned work, to our best knowledge, this paper 
comprehensively considers the user’s eye gaze informa-
tion, the user’s spatial position, and the user’s current 
assembly task in AR assembly for the first time. By quan-
tifying these factors, this paper can perceive the user’s 
intention and provide the virtual information that the user 
may need to reduce the user’s cognitive burden.

3 � Methodology

This section presents the design and detail of the User-
Intention Adaptive Visualization System (UIAVS). UIAVS 
considers the user’s intention to adaptively change the 
visual form of guidance information. The prototype is 
described with implementation specifics covering (1) 
system framework, (2) content creation, (3) user intention 
recognition, and (4) adaptive visualization.

3.1 � System framework

The prototype system includes three main modules: (1) 
a content creation client that provides process design-
ers with a platform to generate AR instructions; (2) an 
AR visualization client supports adaptively adjusting the 
visual form of AR assembly instructions based on user 
intention; (3) a server client connects the content creation 
client with the AR visualization client to manage and share 
task process resources.

Figure 1 presents the overall workflow of the User-
Intention Adaptive Visualization System (UIAVS). The 
goal of this research is to automatically adjust the visibil-
ity, level of detail (LOD), and visual form of each virtual 
element in an AR assembly environment according to the 
user’s intention. On the content creation client, the process 
designer can import the 3D CAD model of the assembly 
and generate AR assembly instructions. These instructions 
are composed of virtual elements, such as text, images, 
3D CAD models, and assembly animations, which differ 
from traditional assembly processes. Process designers can 
set the initial parameters that are required to generate AR 
assembly instructions before using the system, and define 
the trigger conditions for variable parameters that may 
change during the system operation. Variable parameters 
include the visibility, the level of detail (LOD) display 
priority order, and the visual form triggers for each virtual 
element in the current task. The system can dynamically 
adjust variable parameters based on user intention dur-
ing operation. Then, these AR assembly instructions are 
uploaded to the server client by the process designer. The 
server client performs data storage, analysis, processing, 
and transmission tasks between the content creation cli-
ent and the AR visualization client. Moreover, it gathers 
user behavior information from the AR visualization cli-
ent, such as user spatial location and eye gaze. Using the 
predefined logic rules, it deduces user intention from this 
information. Next, it synthesizes and analyzes this infor-
mation with the assembly instruction information from the 
content creation client to generate AR assembly instruc-
tion logic data that can change the visual form of virtual 
elements. Lastly, it delivers the AR assembly logic data 
to the AR visualization client. The AR visualization client 
includes the AR visualization library and generates and 
visualizes AR assembly instructions. It receives the AR 
assembly instruction generation logic and the 3D CAD 
model of the part from the server client and converts them 
into AR assembly instructions that can change the visual 
form of virtual elements. The AR assembly instructions 
on the AR visualization client can dynamically change the 
visual form of virtual elements based on user behavior, to 
provide the necessary information and instruct the user to 
complete assembly tasks.
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The prototype system was developed using the Unity3D 
2021.1.4f1c1 game engine and Microsoft’s Mixed Reality 
Toolkit (MRTK) on Windows 10 operating system (see 
Fig. 2). MRTK is an open-source augmented reality devel-
opment toolkit that provides a unified input system that sup-
ports various input devices and modes, such as gestures, eye 
tracking, and voice, and enables developers to rapidly create 
cross-platform MR applications. The content creation client 
used a Dell Alienware 17 (ALW17C-D2758) laptop as its 
hardware platform. The laptop was equipped with an Intel 
Corei7 7700HQ 2.8 Ghz CPU, an NVIDIA GeForce GTX 
1070 graphics card, and 16 GB of memory. WiFi network 
connection was also available on the laptop. The hardware 
platform for the AR visualization client was HoloLens 2, 
which has the ability to collect and display data. HoloLens 
2 is an augmented reality headset from Microsoft with fea-
tures such as spatial awareness, eye tracking, gesture rec-
ognition, and voice control. The server client used an Intel 
NUC7I7BNH microcomputer as its hardware platform. The 
microcomputer was equipped with an Intel ceroi7 7567u 
3.5 GHz CPU, an Intel GMA HD 650 graphics card, a Win-
dows 10 professional 64-bit operating system, and 6 GB of 
memory. WiFi network connection was also available on the 
microcomputer.

On the content creation client, the user who plays the 
role of process designer can control the visibility, the LOD 

importance division, and the visual form trigger conditions 
of each virtual element. The process designer imports the 
assembly 3D CAD models into the Unity 3D game engine 
and generated prefabs and asset bundles resource files. The 
process designer also creates guidance information LODs 
panels based on the assembly process and other related 
information and converted them into resource files in Unity 
3D. Then, the process designer packages and submits the 
resource files to the server client through WiFi. The configu-
ration files, including the file of the assembly logic data, can 
also be defined by the process designer. Unity 3D can parse 
the assembly logic data into an XML format file that organ-
ized the assembly logic into a tree hierarchy supporting AR 
instruction representation. The XML format file can then be 
packaged and submitted to the server client by the process 
designer. For details of this work, please refer to Ref [50]. 
Different from the previous work, this study has designed 
a new interface so that process designer can freely set the 
visibility of virtual elements, the display priority order of 
LODs, and the trigger conditions of various visual forms.

On the server client, data processing, communication, and 
data sharing are performed by the server among the content 
creation client and the AR visualization client. The server 
client receives the user’s spatial position and eye gaze data 
collected by Hololens2. It analyzes and processes these data, 
recognizes the user’s intention based on predefined logic 
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Fig. 1   The workflow of the User-Intention Adaptive Visualization System



4711The International Journal of Advanced Manufacturing Technology (2023) 129:4705–4730	

1 3

rules, and links them with the 3D CAD models, configu-
ration files, LODs panels, and other information from the 
content creation client (see Sect. 3.3 for more details). The 
server client processes information to form AR assembly 
instruction logic data that can change the visual form of 
virtual elements. It sends these data and the 3D CAD model 
of parts to the AR visualization client through the network 
using WampServer.

On the AR visualization client, the user who plays the 
role of the worker performs assembly tasks wearing Holo-
lens2 head-mounted display. The AR visualization client has 
an AR visualization library for generating and visualizing 
AR assembly instructions. To unify the coordinate system 
between the virtual space and real-world space, this study 
used the method described by Piumsomboon et al. [51] for 

virtual-real registration and calibration. The worker’s spatial 
position and gaze information are collected by Hololens2 
and transmitted to the server client of the system. Then, the 
AR visualization client parses the AR assembly instruc-
tion logic data and the 3D CAD model of the part received 
from the server client into AR assembly instructions. AR 
assembly instructions can recognize the user’s intention 
based on the user’s spatial position and gaze information 
and adaptively change the visualization form of virtual ele-
ments. Finally, the worker can follow AR assembly instruc-
tions to perform assembly tasks. It should be noted that the 
3D CAD model of the part only needs to be loaded at the 
initial startup, while the generation logic of the AR assem-
bly instruction is loaded in real time during the assembly 
process.
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In summary, the system has the three key features: (1) it 
enables process designers to adjust the visibility, the LOD 
display priority order, and the visual form change trigger 
conditions for each virtual element according to their needs; 
(2) it recognizes user intentions by applying logical rules to 
user spatial position and eye gaze data; (3) it generates AR 
assembly instructions that adapt the visualization form of 
virtual elements (visibility, LOD, and visual form) to user 
intentions in real time. By considering user intentions, the 
system optimizes the visual form changes and provides the 
most relevant information for the current task. The next sec-
tions present the inputs and parameters required for content 
creation in the system, a user intention recognition method 
based on logical rules, and an adaptive visualization form 
adjustment approach.

3.2 � Content creation

The system requires two types of inputs: initial parameters 
that are determined by the process designer before using 
the system (see Table 1) and variable parameters that are 
dynamically adjusted by the system at runtime according to 
the user’s intention (see Table 2).

3.2.1 � Initial parameters input

For all virtual elements e ∈ E= (e1, ..., en) in the current 
assembly task t , each element e requires a set of specifica-
tions before its visibility, LOD, and visualization form can 
be determined. This study uses a specification similar to the 
Ref [25]. De= (d1, ..., dme

) denotes a list that provides infor-
mation about each virtual element e at different levels of 
detail, where me represents the number of specific level 

information of element e (see Fig. 3). Each level of informa-
tion, de ∈ De has an associated importance factor It

e,de
 , which 

represents the importance of the LOD of element e to the 
user in the current task t . It

e,de
 determines the priority of de 

display. The importance factor It
e,de

 is determined by the pro-
cess designer according to data-driven approaches [52]. Data 
sources include assembly process specification, workers’ 
experience information, and questionnaire information. For 
an individual task t , pt

e
 represents the usage frequency of e . 

pt
e
 is related to the visibility Vt

e
 of element e in assembly task 

t . The process designer can set a certain threshold Pe for pt
e
 . 

It should be noted that when pt
e
 reaches the threshold Pe , the 

display visibility priority of element e in the entire element 
set E can be changed. ut

e,de
 denotes the utility of e at the LOD 

de . It represents the degree of use of de in the assembly pro-
cess. The process designer also can set a certain threshold 
Ue for ut

e,de
.When ut

e,de
 is greater than the threshold Ue , the 

display priority order of de in all LOD sets De can be 
changed. pt

e
 and ut

e,de
 can change by perceiving the user’s 

intention, which will be described in detail later. Note that 
although this method designs the display priority of LOD de 
in the set De , the process designer can still design more 
parameters to adjust the display order of de.

VFe= (1, ..., vfme
) denotes the list of various visual forms 

of assembly part model e , where me represents the num-
ber of variable visual forms for virtual model e . The trigger 
conditions for the transformation of visual form from one 
form to another are determined by the process designer. The 
system provides an easy AR visualization library for pro-
cess designers. Process designers can directly change the 
visualization form by setting the number corresponding to 
the visualization form of AR visualization library, and set 

Table 1   Initial parameters input 
supplied by process designers

Parameter Description

E =
(

e1, ..., en
)

, n ∈ Z+ All n virtual elements in the current assembly task t

De =
(

d1, ..., dme

)

,me ∈ Z+ Available me LODs for element e
It
e,de

∈ [0, 1] Importance factor of the LOD de ∈ De of element e
pe

t Usage frequency of element e during task t  . The 
process designer can set a certain threshold Pe 
for pet

ute,de Utility of e at the LOD de during task t  . The process 
designer can set a certain threshold Ue for ut

e,de

VFe = (1, ..., vfme
),me ∈ Z+ Available visual forms of assembly part model e

Table 2   Variable parameters 
input determined by system

Parameter Description

Ve
t ∈ {0, 1} Determines if a virtual element e is visible during the current task t

de ∈ De Determines virtual element e is displayed at which LOD
vfe ∈ VFe Determines what visual form of the virtual element e is displayed



4713The International Journal of Advanced Manufacturing Technology (2023) 129:4705–4730	

1 3

simple parameters (such as resizing virtual elements and set-
ting the transparency of virtual elements). The system also 
provides process designers with various threshold condi-
tion adjustment interfaces for triggering conditions of visual 
form changes of virtual models. The system then takes these 
as constraints into account. The system can adjust the visu-
alization and LOD level of virtual elements without the user 
providing any explicit input. This manual procedure could 
be replaced with an automatic analysis.

It should be noted that the focus of this approach is not to 
automatically infer the user interaction required for the cur-
rent task, nor to determine a mapping between the task and 
virtual elements e . There exist approaches for human activity 
recognition [53], which would plug into the system. When 
users feel that the visual form automatically adjusted by the 
system does not meet their needs, the system also provides 
users with an operation space for free interaction. The main 
objective of this research is to develop a flexible and general 
method of AR adaptive adjustment visualization to provide 
users with important and needed information. Connecting 
this with more advanced sources of information is a natural 
extension of this work.

3.2.2 � Variable parameters input

Some initial parameters determined by the process designer 
are not invariable. They will be changed according to the 
user’s intention when the system is running. The visibility 
Ve

t of a virtual element e during the current task t  will be 
initially determined by the process designer. When the sys-
tem is running, it will continue to determine whether the 
virtual element e is visible according to the user’s spatial 
location and behavior. Similarly, the system will continue 

to determine element e is displayed at which LOD. At the 
beginning, the process designer sets the priority display 
order of de according to its importance in the current task t , 
and sets the trigger conditions for the change of display order 
of de . When the conditions are met, the system will automat-
ically decide element e to display at which LOD to provide 
important information for users. In addition, the visual form 
vfe of the virtual element e is also a variable parameter. For 
most of the virtual elements that are indicative of informa-
tion, the visual form does not change much, but for some 
virtual assembly models e , the change of the visual form 
helps users to understand the assembly process more easily. 
This study uses logical rules to recognize the user’s intention 
and adjust the variable parameters accordingly.

3.3 � User intention recognition

In the system, the adaptive process is to determine the user 
intention in the assembly process according to the user’s 
behavior and automatically adjust the visualization form of 
virtual elements. The recognition of user intention is the 
key to adaptively adjusting the visualization form. Users’ 
intentions are diverse and difficult to recognize. Therefore, 
it should be noted that the main focus of this study is the 
intention of users to adjust the visual form in order to better 
understand the assembly information during the assembly 
process.

3.3.1 � User intention classification

In this method, the user’s intention can be classified into 
three categories: (1) the visibility of the virtual element e 
can provide intuitive and important assembly information 
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Fig. 3   Assembly process information of carburetor and its four LODs
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in the current assembly task; (2) in the current assembly 
task, the required information can be obtained by search-
ing the LOD of the virtual element e ; (3) the exploration of 
the virtual part model e can obtain an intuitive visual form, 
which makes it easier to understand the current assembly 
process. Based on this, the method is to perceive the user’s 
behavior through hardware devices such as sensors, then 
process the perceived data, and set logic rules to analyze 
the user’s intention.

3.3.2 � User behavior perception

(1)	 Spatial location

Location-aware systems, also known as context-aware 
systems, have become increasingly important in recent years 
[28]. Users can express their interest through simple head 
posture and keep their hands free. The user’s head position 
and head direction are obtained by the head motion sensor, 
and the area of interest to the user can be obtained. When 
the user approaches the destination, the visual form of the 
virtual element of the destination can be adjusted according 
to the change of the region of interest. The system uses a 
location tracking algorithm based on artificial markers to 
locate assembly parts, and scans the artificial marker through 
Hololens2 to deeply integrate the virtual model with the real 
object in the assembly process. In the assembly process, the 
position of the virtual model of the part to be assembled is 
fixed and registered on the real object. Therefore, this study 
uses the distance parameter dt between the user’s spatial 
location and the location of the currently assembled virtual 
part as one of the data sources for us to analyze the user’s 
intention. The disadvantage of adaptively adjusting the visu-
alization form only through the user’s spatial position is that 
the change is single and does not provide the user with free 
interaction. Therefore, the system perceives the user’s point 
of interest and the user’s intention through eye tracking.

(2)	 Eye tracking

Eye tracking is a proxy for attention on specific AR infor-
mation that can tell us what we are interested in [46]. Fixa-
tion point p is the basic output measure of interest, which 
can show what target the eye is looking at and select virtual 
elements. Gaze allows users to browse multiple informa-
tion levels, from concise and important information levels 
to detailed levels, so as to provide users with a way to grad-
ually consume more information. Users can complete the 
conversion of LOD information levels through gaze inter-
action. Deeper information transformation can unfold care-
fully according to the attention to specific node elements 
in the existing information level. To transition from initial 

information to gradually more detail, the system should take 
the visual attention into account in the process of presenting 
multiple levels of information. This can be designed by tem-
poral and spatial multiplexing of the virtual elements in rela-
tion to gaze data [29]. The most prominent selection method 
via gaze is the dwell-time mechanism, which is to gaze at 
an object over a specific amount of time. Timings for target 
selection can refer to the gazing design principle of Holo-
lens2.1 Dwell-time threshold can be from 150 to 1500 ms 
[54, 55]. We are concerned about the gaze time tg that can 
change the display level of LOD. First, this study directly 
provides the important information display level, and then 
gradually expands the display information level by gazing at 
the time t of virtual elements, while allowing us to adapt to 
the continuous development of information. The conversion 
of the visual form of the virtual part model is also similar to 
the LOD level change display mechanism. The difference is 
that what changes through the dwell-time mechanism is not 
the display level of LOD, but the change of visual form. In 
addition, the system counts the total time te

sum
 and the total 

number of times ne
sum

 of gazing at element e in assembly 
task t . When the total time te

sum
 or the total number of times 

ne
sum

 reaches a critical value set by the process designer, the 
LOD level and visualization form also change accordingly. 
Therefore, the fixation point p and gaze time tg , as well as 
the total gaze time te

sum
 or total gaze number of times ne

sum
 of 

a virtual element e , in the current task are also used as the 
data sources for us to analyze the user’s intention.

3.3.3 � Intention recognition based on logical rules

In assembly scenarios, user intention recognition can be 
achieved by logic rule–based methods that exploit rules 
derived or induced from domain knowledge [56]. Depend-
ing on the specific assembly task, a rule-based method can 
be used to infer the user’s intention and provide adaptive 
visualization feedback based on the user’s behavior and the 
assembly part information. As an example, suppose that the 
current assembly task involves screwing a bolt. The user 
grabs a bolt from the assembly part table and walks to the 
part that needs to be assembled. The rule-based intention 
recognition system infers that the user’s intention is to find 
the correct position for the bolt on the part to be assembled 
and provides adaptive visualization feedback by highlight-
ing that position. When the user approaches the assembly 
position, the system infers from the user’s gaze information 
that the user wants to know the required torque for tighten-
ing the bolt and displays that information with high prior-
ity. This study conducts a comprehensive analysis of how 

1  https://​docs.​micro​soft.​com/​en-​us/​windo​ws/​mixed-​reali​ty/​design/​
gaze-​and-​dwell-​head

https://docs.microsoft.com/en-us/windows/mixed-reality/design/gaze-and-dwell-head
https://docs.microsoft.com/en-us/windows/mixed-reality/design/gaze-and-dwell-head
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user behavior and assembly part visualization information 
interact. Each assembly task requires 3D CAD models of 
the parts to be assembled and the assembly process to be 
decomposed into virtual elements, which are all explicitly 
defined. Based on the user intention classification presented 
in Sect. 3.3.1. This study categorizes the user’s intention to 
change the visualization information of the virtual elements 

during the assembly process into three types: (1) visibility, 
(2) LODs priority, and (3) visualization form. This study 
designs logical rules for user intention recognition from 
both spatial and temporal perspectives. This study defines 
logical rules that can accurately recognize the user’s inten-
tion to change the visualization information of the virtual 
elements based on the user’s spatial distance, gaze area 

Fig. 4   The workflow of user intention recognition of adjusting the 
visibility of visualization information based on logical rules. dt repre-
sents the distance between the user’s spatial location and the position 
of the currently assembled virtual part. Dt denotes the threshold value 

of the distance parameter. te
sum

 and ne
sum

 represent the total duration 
and the total frequency of gazing at element e , respectively. Te

sum
 and 

N
e

sum
 denote the threshold values of the total duration and the total 

frequency of gazing at the virtual element e , respectively

Fig. 5   The workflow of user intention recognition of adjusting the 
LODs priority of visualization information based on logical rules. 
dme

 represents the current LOD level, and dke represents the next level 
of information to be displayed. tg represents the duration of gazing at 
the specific node of the LOD. te

vf
 represents the duration of gazing at 

the virtual part e . Tg denotes the threshold value of the gaze dwell 
time. tdesum and ndesum represent the total duration and the total frequency 
of gazing at the LOD level d

e
 , respectively. Tde

sum and Nde
sum denote the 

threshold values of the total duration and the total frequency of gaz-
ing at the LOD level d

e
 , respectively
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and duration, and the threshold parameters specified by the 
process designer. By constantly updating and analyzing the 
user’s behavior parameters B=<p,tg,tesum,n

e
sum

,dt> , the sys-
tem recognizes the user’s intention and changes the visual 
form of the virtual element. In the following, the logical 
rules for user intention recognition are described in detail.

(1)	 Visibility

For the convenience of description, the visibility of vir-
tual elements is divided into the visibility of virtual part 
information Vt

vfe
∈ {0, 1} and the visibility of illustrative 

information Vt

de
∈ {0, 1} . Figure 4 illustrates the workflow 

of recognizing the user’s intention of adjusting the visibility 
of visualization information based on logical rules. The vir-
tual model of the part to be assembled in the current assem-
bly task t has been specified by the process designer to be in 
the highlighted visible state. The visibility Vt

vfe
∈ {0, 1} of 

other virtual parts e in the assembly is specified as follows:

pe ∈ {0, 1} denotes whether the virtual part e is gazed. Dt 
represents the distance threshold set by the process designer. 
Te
sum

 and Ne
sum

 are thresholds for the total duration and the 
total frequency of gazing at element e set by the process 
designer. When the user’s distance dt from the current 
assembly virtual part registered on the assembly is greater 
than the set threshold Dt , the current assembly virtual part 
is highlighted, and other parts are not displayed whether 
they are gazed or not. The gaze behavior of the real parts 
can be monitored by registering the virtual parts and the 
real assembly parts together and tracking the gaze behavior 
of the virtual parts. When dt does not exceed the set thresh-
old Dt , other parts are highlighted when they are gazed. In 
addition, when te

sum
 or ne

sum
 reaches the set threshold Te

sum
 

and threshold Ne
sum

 , it indicates that the virtual part e is the 
information that the user may need to pay attention to, so it 
is highlighted whether it is gazed or not.

The visibility of the most basic and important information 
such as the name and part number of the virtual part e is the 
same as the visibility Vt

vfe
 of the virtual part e . And the vis-

ibility Vt

de
∈ {0, 1} of illustrative information of virtual part 

e in the assembly is specified as follows:

(1)Vt
vfe

=

⎧

⎪

⎨

⎪

⎩

1,

1,

0,

(pe = 1, dt ≤ Dt)

(tesum ≥ Te
sum ∥ nesum ≥ Ne

sum, dt ≤ Dt)

(otherwise)

(2)Vt
de
=

⎧

⎪

⎨

⎪

⎩

1,

1,

0,

(pe = 1, dt > Dt)

(dt ≤ Dt)

(otherwise)

When the distance dt between the user and the virtual 
part e is greater than the set threshold Dt , the LOD level 
information of the highest priority display set by the process 
designer is displayed only when the user gazes at the virtual 
part e . When the distance dt does not exceed the set thresh-
old Dt , the most priority important information is displayed 
whether or not the user gazes at the virtual part e.

(2)	 Level of detai

After determining the visibility of the virtual element e , 
the goal of this research is to automatically determine at 
which level of LOD the illustrative information de is dis-
played to provide the information the user needs. Figure 5 
illustrates the workflow of recognizing the user’s intention 
of adjusting the LODs priority of visualization information 
based on logical rules. The method is to change the LOD 

Fig. 6   The workflow of user intention recognition of adjusting the 
visual form of virtual parts based on logical rules. dt represents the 
distance between the user’s spatial location and the location of the 
currently assembled virtual part. Dt denotes the threshold value of 
the distance parameter. vfme

 represents the current visual form of the 
virtual part e , and vfke and vf le represent the next and the subsequent 
visual forms to be displayed, respectively. te

vf
 represents the duration 

of gazing at the virtual part e . Tg denotes the threshold value of the 
gaze dwell time
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through the dwell-time mechanism of gaze. If the user’s gaze 
time is too short, the automatic change of the LOD will 
cause the user to be disturbed. Therefore, a rule is set to 
fix the LOD. The LOD can only be changed when the user 
gazes at a specific node of the LOD and the gaze time tg is 
greater than a threshold Tg (In this case is 0.8 s). The user 
gradually triggers the level by level change of LOD through 
gazing node and gazing duration. This can be formulated as:

yde ∈ {0, 1} denotes if virtual element e has multiple LODs. 
jde ∈ {0, 1} indicates whether the node is gazed or not. Tg 
denotes the gaze dwell-time threshold. dme

 is the current 
LOD level, and dke indicates the next level information to be 
displayed. Vt

de
 indicates whether the illustrative information 

of the virtual part e is visible or not. It should be noted that 
in order to prevent excessive information display from caus-
ing trouble to users, the LOD display layer will gradually 
disappear after the user’s eyes look away from the LOD for 
a certain time. When the user looks at a certain threshold 
time again, the LOD display layer will be displayed again.

In addition, the user can also trigger the next level change 
of LOD when the time of gazing at the virtual part e is 
greater than a threshold Tg . This is mainly because the user 
may pay more attention to the virtual part e , so the system 
changes to display a more detailed LOD level to provide 
the user with more assembly information. The goal of this 
research is to display more common and important LOD 
level information. Therefore, when the total fixation time 
t
de
sum or total fixation number ndesum of a LOD level de reaches 

the set time threshold Tde
sum or number threshold Nde

sum , the 
LOD display priority can be automatically changed. This 
can be formulated as:

(3)

yde = 1

Vt
de
= 1

jde = 1

tg ≥ Tg

⎫

⎪

⎪

⎬

⎪

⎪

⎭

⇒ dme
→ dke∀e ∈

E = (e1, ..., en), de ∈ De

= (d1, ..., dme
, dke , ...dne)

(4)
yde = 1

Vt
de
= 1

tevf ≥ Tg

⎫

⎪

⎬

⎪

⎭

⇒ dme
→ dke∀e ∈ E = (e1, ..., en), de ∈ De = (d1, ..., dme

, dke , ...dne)

(5)
yde = 1

Vt
de
= 1

tde sum ≥ Tde
sum ∥ nde sum ≥ Nde

sum

⎫

⎪

⎬

⎪

⎭

⇒ dme
→ dke∀e ∈ E = (e1, ..., en), de ∈ De = (d1, ..., dme

, dke , ...dne)

te
vf

 indicates the duration of gazing at the virtual part e . 
T
de
sum and Nde

sum are the thresholds for the total duration and 
the total frequency of gazing at the LOD level set by the 
process designer.

(3)	 Visual form

The adjustment of the visual form is for the virtual part 
e . Figure 6 illustrates the workflow of recognizing the user’s 
intention of adjusting the visual form of virtual parts based 
on logical rules.

The goal of this research is to provide different visual 
forms of virtual parts at different stages of user assembly to 
attract users’ attention and make it easier for users to under-
stand the assembly information of the current assembly step. 
In the AR visualization library, the visualization form can 
take various forms, such as magnification, transparency, or 
wireframe model. The priority order of visualization form 
adjustment is determined by the process designer by chang-
ing the number corresponding to the visualization form in 
the AR visualization library.

The method changes the visual form of virtual parts 
through the change of user’s spatial location and gaze dwell-
time mechanism. For example, when the distance dt between 
the user’s spatial location and the position of the current 
assembly virtual part is greater than the set threshold Dt , 
the key information that the user pays attention to is not the 
current assembly virtual part itself, so its visualization form 
is not adjusted. When dt does not exceed the set distance 
threshold Dt , the current assembly virtual part is magnified 
(or other set visual form of priority display), and the magni-
fication depends on the multiple set by the process designer. 
This can be formulated as:

(6)

yevf = 1

Vt
vfe

= 1

dt ≤ Dt

⎫

⎪

⎬

⎪

⎭

⇒ vfme
→ vfke∀e ∈ E

= (e1, ..., en), vfe ∈ VFe

= (1, ..., vfme
, vfke , ..., vfne)
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yevf ∈ {0, 1} indicates whether the virtual part e has multiple 
visualization forms. vfme

 is the current visual form of the virtual 
part e , and vfke represents the next visual form to be displayed. 
Vt

vfe
 indicates whether the virtual part e is visible or not.

In addition, users can also adjust the visualization form 
through the gaze dwell-time mechanism. When the time te

vf
 

of the user gazing at the virtual part e is greater than the set 
time threshold Tg , the virtual part e becomes a transparent 
display (or other priority change visualization methods set 
by the process designer). The user gradually triggers the 
layer by layer change of the visual form of the virtual part 
through the gazing time. This can be formulated as:

(7)
yevf = 1

Vt
vfe

= 1

dt ≤ Dt

tevf ≥ Tg

⎫

⎪

⎬

⎪

⎭

⇒ vfke → vfle∀e ∈ E = (e1, ..., en), vfe ∈ VFe = (1, ..., vfke , vfle , ..., vfne )

vfke is the current visual form of the virtual part e , and vf le 
represents the next visual form to be displayed. It should 
be noted that the change of the visual form of the virtual 
part e is not independent, and the level of its LOD will also 
change as described in the previous section. In addition, this 
study also provides an explicit interaction method, which 
allows users to freely interact and choose other visualization 
forms when the current visualization form does not meet the 
requirements.

3.4 � Adaptive visualization

According to the adaptive visualization rules formulated 
above, the user’s intention is determined by comprehensively 
analyzing and processing the user’s behavior parameter 
B=<p,tg,t

e
sum

,ne
sum

,dt> . This study collects the user’s behav-
ior parameters using the head-mounted AR device Hololens2 
and uploads them to the server client in real time. Based on 
logical rules, this study identifies the user’s intention from 
their behavior and derive variable parameters for visibility, 
level of detail (LOD), and visualization form (see formulas 
(1) ~ (7)). The server links these parameters with the resources 
created by the content creation client and produces logic data 
that can change the visualization form of virtual elements. 
These data and resources are then transmitted to the AR visu-
alization client. The AR visualization client interprets them 
and integrates them with its local AR visualization library 
to generate AR assembly instructions. AR assembly instruc-
tions contain some parameter configurations that can change 
the visualization form of virtual elements. The system adjusts 
the visibility of virtual elements, the priority display level of 
LOD, and the visualization form of virtual parts in real time 
according to AR assembly instructions. It should be noted 
that AR assembly instructions change in real time according 
to the user behavior parameters. Therefore, the system can 
adaptively change the visualization form of virtual elements 
according to the user intention to provide the information 
needed by the user. Figures 7, 8, and 9 illustrate the effect of 
adaptive visualization of virtual element information.

Figure 7 shows the effect of adaptive adjustment of vis-
ibility and information display of virtual elements based on 
user intention. When the user is in the part placement area, 
only the current assembly virtual part is visible (see Fig. 7a). 
However, in the part assembly area, other parts become vis-
ible when gazed at in the nearby region (see Fig. 7b). In 
addition, parts that are gazed at for a long time or frequently 
remain visible even when not gazed at in the nearby region 
(see Fig. 7c). It is worth noting that when the user is in the 
part placement area, only basic information of the current 
assembly virtual part is shown (see Fig. 7d). However, when 
the user gazes at it, the most important LOD information 
is displayed (see Fig. 7e). Furthermore, when the user is 
in the near-distance part assembly area, the most priority 
information is displayed regardless of whether they gaze at 
it or not (see Fig. 7f).

Figure 8 shows the effect of adaptive adjustment of LOD 
display priority of virtual elements information based on 
user intention. The user triggers the hidden nodes by eye 
gaze in the part assembly area and the LOD information 
can be displayed level by level (see Fig. 8a–c). Moreover, 
illustrative information can be displayed by the user’s gaze 
at the virtual part in the same area (see Fig. 8d). Further-
more, after the user gazes at the virtual part for a certain 
time, another level of LOD information can be displayed 
(see Fig. 8e). Finally, the display priority of LOD can be 
updated automatically based on the user’s gaze duration and 
frequency (see Fig. 8f).

Figure  9 shows the effect of adaptive adjustment of 
visualization forms of virtual elements information based 
on user intention. When the user is within the part place-
ment area, the assembly position of the current virtual part 
can be effectively highlighted and visually represented, as 
depicted in Fig. 9a. Furthermore, as the user moves into the 
near-distance part assembly area, both the current assembly 
virtual part and its associated components can undergo a 
transformation in their visualization, such as an enlarge-
ment, as illustrated in Fig. 9b. Moreover, when the user 
directs gazes at the virtual part, its visual representation can 
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Fig. 7   The effect of adaptive 
adjustment of visibility and 
information display of virtual 
elements based on user inten-
tion
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undergo sequential changes, such as rendering the related 
parts in a transparent manner, as shown in Fig. 9c.

4 � User study

This section reports a user study on UIAVS to investigate 
the benefits and limitations of adaptive visualization method 
based on user intention, and to evaluate the effectiveness of 
the method in AR assembly process. In terms of research 
questions, we were interested in (1) how this method affects 
task performance and (2) how the system affects user atten-
tion and distraction. Considering the actual assembly situa-
tion, there is a difference in the cognitive level of assembly 
tasks between novice and expert. They may have differences 
in the information they need during the assembly process, so 
a grouped experimental design was performed. Therefore, 
the purpose of this study was to examine the effects of infor-
mation visualization response methods on users’ cognitive 
load, user experience, and task effectiveness, in two groups 
with different levels of task familiarity in assembly.

4.1 � Study design

In this research, two information visualization response 
methods were selected:

(1)	 Baseline: The most common visual response method in 
AR assembly. All information is directly displayed on 
the AR interface. The user manually adjusts the infor-
mation visualization form.

(2)	 UIAVS: An information adaptive visualization response 
method based on user’s intention for AR assembly.

This user study used the between-subject design. The 
independent variables were information visualization 
response methods (Baseline or UIAVS) and level of exper-
tise (novice or expert). The combination yielded 4 condi-
tions, Novice Baseline (NB), Expert Baseline (EB), Novice 
UIAVS (NU), Expert UIAVS (EU). Dependent variables 
included task completion time, number of assembly errors, 
cognitive load, and user experience. Subjective cognitive 
load was measured by the NASA-TLX questionnaire [57], 
while user experience was evaluated by a self-designed user 
experience questionnaire with reference to [58, 59]. NASA-
TLX and the user experience questionnaire were collected 
after experimenters completed their assembly task.

4.2 � Setup and task

The experimental space was set up in a room (6.1 m by 
4.3 m) that contained a simplified assembly table and a part 
placement table (see Fig. 10). The task was to locate the 
necessary components from the parts placement table and 
complete the assembly of a miniature engine on the assem-
bly table.

The main parts of the engine were placed on the assembly 
table. Some target engine parts and tools were placed on the 
parts placement table. The users needed to find the compo-
nents for assembly and the corresponding tools to complete 
the engine assembly task. This study chose this assembly 
task to simulate the process that users need to find parts and 
the final assembly position of parts to complete the assembly 
in the actual assembly. In such situations, users have to con-
sciously make an effort to find information in the interface 
during AR assembly. Depending on the visible virtual ele-
ments and their LOD, the users need to perform interactions 

Fig. 9   The effect of adaptive 
adjustment of visualization 
forms of virtual elements infor-
mation based on user intention
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to find information and complete the task according to the 
instructions.

4.3 � Hypotheses

Chanquoy et al. [60] explained that the higher the pro-
fessional level and familiarity in the task, the lower the 
load. In the actual assembly, for the same assembly task, 
the expert is more familiar than the novice. Therefore, the 
expert may have a lower cognitive load than the novice, 
and the amount of information required in the AR assembly 
may be less. In addition, the studies [61, 62] showed that 
both system properties (such as information visualization 
response method) and user characteristics (such as task 
familiarity level) have effects on human–computer interac-
tion. These interactions impact the perception of practical-
ity and focus, and then affect the user experience. Based on 
this and earlier research results, the following hypotheses 
were proposed:

H1: Time. The UIAVS interface will be more efficient 
than the Baseline interface in task completion time.
H2: Error. Using UIAVS will reduce operating errors.
H3: User cognitive load. The cognitive load of users 
using UIAVS is lower than that of users using Baseline, 
whether novice or expert.
H4: User Experience(UX). UIAVS will provide a better 
user experience than the Baseline.
H5: Number of interactions. The number of user inter-
actions in UIAVS is lower than in Baseline.

4.4 � Participants

Twenty-four participants (17 males and 7 females, mean 
age of 24.3 years, SD = 2.9) from Northwestern Polytechni-
cal University were invited for this study (see Fig. 11). We 
sought participants with AR/VR experience to reduce the 
impact of novelty effects. They were randomly and evenly 
assigned to one of two information visualization response 

Fig. 10   The setting of the 
experimental work scenario. a 
The part placement area. b The 
part assembly area

(a) (b)

Target parts

Target tools

Assembly position

Artificial marker

Fig. 11   Statistical data of participants in the experiment. a Distribution data of participants in four experimental groups. b Age data of experi-
ment participants
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methods (UIAVS or Baseline) and one of two levels of task 
familiarity (novice or expert).

Four experimental groups were constituted. Twelve par-
ticipants assigned to the expert level group were trained to 
become familiar with the assembly task. They are familiar 
with the assembly process but cannot remember all the key 
data. This was to imitate the actual situation of most workers 
in the assembly process.

4.5 � Procedure

The user study followed the six steps as shown in Fig. 12. 
Participants were informed of the goal of the experiment. 
Participants needed to search for information in the AR 
interface to find the information required for the cur-
rent assembly task as soon as possible. In addition, par-
ticipants would be required to be pre-familiar with the 
operational procedures of Baseline and UIAVS. Research-
ers would then explain the meaning of each data param-
eter to participants and spend as much time as possible 
allowing participants to fully understand the content of 
the instructions provided. Before the formal experiment, 
each participant was required to complete a brief research 
background questionnaire. In the experiments, four groups 
were divided for a between-group experimental design, 
namely NB, EB, NU, and EU (see Fig. 11). During the 

experiment, participants were required to complete the 
assembly of the engine. Figure 13 shows the main steps 
of the engine assembly task using the UIAVS interface 
by the participants. A timer was used to record the time 
each participant took to complete each task. The num-
ber of assembly errors for each participant was recorded 
after each task was completed. The system automatically 
recorded the number of interactions that each participant 
completed each task. At the end of task, participants were 
asked to fill out a NASA-TLX questionnaire and subjec-
tively rated the user experience quality of each experiment 
on a scale of 1 (I totally disagree) to 7 (I totally agree). 
Each participant was asked to conduct interviews accord-
ing to the content of the experiment.

4.6 � Results

This section summarizes the data analysis results collected 
from five experimental measures: (1) performance time, 
(2) error evaluation, (3) cognitive load, (4) user experi-
ence, (5) number of interactions. Normality assessments 
on the data of all dimensions were conducted, and the 
homogeneity of variance was assessed through Lev-
ene’s test. The between-groups analysis of variance was 
used when the data met the normality assumption and 

Procedure

1. Introduction

Introduce the goal of the study
2. Pre-familiar and training
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Fig. 12   The procedure of user study
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homoscedasticity, and the nonparametric Mann–Whitney 
U test was used when the normality assumption or homo-
scedasticity was not met.

4.6.1 � Performance time

The UIAVS interface and the Baseline interface were com-
pared in terms of performance time in assembly tasks, with 
the aim of exploring the efficiency of the UIAVS interface. 
Table 3 shows the average performance time under differ-
ent conditions. A two-way between-groups analysis of var-
iance revealed the main effect of information visualization 
response methods on performance time was significant 

(F(1,23) = 77.817, p < 0.001). According to single-variable 
test, the average time to complete the assembly task using 
UIAVS (M = 304.000) interface was significantly shorter 
than that of Baseline (M = 384.917, p < 0.001), which 
was 21.0% shorter. There was a statistically main effect 
for level of expertise (F(1,23) = 125.883, p < 0.001). The 
single-variable test revealed that the average time to com-
plete the assembly task for the expert (M = 293.000) was 
significantly shorter than that of the novice (M = 395.917, 
p < 0.001). The interaction effect between information vis-
ualization response methods and level of expertise was sta-
tistically significant (F(1,23) = 14.078, p < 0.05). Simple 
effect analysis showed that the average time (M = 372.667) 

N
ecivo

(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

trepx
E

straplacisyhP

Fig. 13   The main steps of engine assembly using the UIAVS interface by the participants. a–d The Hololens view of the expert. e–h The Holo-
lens view of the novice. i–l The physical parts assembly

Table 3   Assembly performance data of users according to visual response method and task familiarity level

*  indicates p < 0.05; ** indicates p < 0.001. Fv indicates the F-value of main effect of information visualization response methods. Fe indicates 
the F-value of main effect of level of expertise. Fv×e indicates the F-value of the interaction effect of information visualization response methods 
and level of expertise

Novice Expert F

Baseline UIAVS Baseline UIAVS

Performance time(s) 419.167 ± 18.986 372.667 ± 17.997 350.667 ± 17.143 235.333 ± 26.544 Fv = 77.817**
Fe = 125.883**
Fv×e = 14.078*

Number of errors 1.167 ± 0.687 1 ± 0.817 0.833 ± 0.687 0.667 ± 0.471 Fv = 0.303
Fe = 1.212
Fv×e = 0.001

Cognitive load 15.154 ± 1.015 13.072 ± 0.977 10.542 ± 1.281 6.465 ± 0.630 Fv = 47.161**
Fe = 156.484**
Fv×e = 4.953*

Number of interactions 37 ± 1.291 29 ± 2.769 23.667 ± 1.886 9.167 ± 1.462 Fv = 168.438**
Fe = 365.998**
Fv×e = 14.057*
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for novices to complete assembly tasks using UIAVS 
was 11.1% shorter than that of Baseline (M = 419.167, 
p < 0.05). For the expert, the average time (M = 235.333) 
of using UIAVS to complete the assembly task was shorter 
than that of Baseline (M = 350.667, p < 0.001), which was 
32.9% shorter.

4.6.2 � Error evaluation

The initial hope of this research was to explore whether the 
use of UIAVS in assembly tasks could reduce the assem-
bly error rate. However, to our surprise, according to the 
two-way between-groups analysis of variance, the inter-
action effect between information visualization response 
methods and level of expertise was not statistically signifi-
cant (p > 0.05). There was no statistically significant main 
effect for either information visualization response methods 
(p > 0.05) or level of expertise (p > 0.05).

4.6.3 � Cognitive load

Cognitive load is an important indicator to measure the 
effectiveness of information visualization response meth-
ods. NASA-TLX was used to measure cognitive load. The 
impact of information visualization response methods and 
level of expertise on global cognitive load was explored 
through a two-way between-groups analysis of variance. 
The results showed that there was a statistically significant 
main effect for information visualization response methods 
(F(1,23) = 47.161, p < 0.001). For users, compared with 
UIAVS interface (M = 9.769), Baseline interface would 
bring heavier cognitive load (M = 12.848, p < 0.001). 
There was a statistically main effect for level of expertise 
(F(1,23) = 156.484, p < 0.001). The single-variable test 
revealed that the cognitive load of the expert (M = 8.504) 
was significantly shorter than that of the novice (M = 14.113, 
p < 0.001). The interaction of information visualization 
response methods and level of expertise had a significant 
effect on the global cognitive load (F(1,23) = 4.953,p < 0.05). 
Simple effects analysis showed that novices using the 

UIAVS interface (M = 13.072, p < 0.05) had a lighter cog-
nitive load compared to Baseline interface (M = 15.154). In 
addition, for expert, the cognitive load of using the UIAVS 
interface (M = 6.465) was significantly lower than that of 
Baseline interface (M = 10.542, p < 0.001).

4.6.4 � User experience

User experience is critical to the usability of a system. A 
7-point Likert scale (see Table 4) was used to evaluate the 
user experience effect of the two information visualization 
response methods. Participants were asked to fill out a ques-
tionnaire that included 8 questions to assess efficiency (Q1), 
feeling (Q2), attention (Q3), perception (Q4), usability (Q5), 
feasibility (Q6), confidence (Q7), and intention (Q8). The 
Mann–Whitney U test was used to explore whether there was 
a difference in user experience between the UIAVS interface 
and the Baseline interface. The statistical data results are 
shown in Fig. 14.

For novice (as shown in Fig.  14a), there were sig-
nificant differences in terms of efficiency (Q1: U = 31, 
p < 0.05), attention (Q3: U = 33.5, p = 0.009 < 0.01), 
usability(Q5: U = 36.0, p = 0.002 < 0.05), feasibil-
ity (Q6: U = 35.0, p = 0.004 < 0.05), confidence(Q7: 
U = 35.5, p = 0.002 < 0.05), and intention (Q8: U = 36.0, 
p = 0.002 < 0.05). No significant differences between the 
two information visualization responses methods were 
observed for the other two factors (i.e., feeling (Q2: U = 28, 
p = 0.132 > 0.05), perception (Q4 = 24.5, p = 0.310 > 0.05)).

For expert (as shown in Fig. 14b), there were significant dif-
ferences in terms of efficiency (Q1: U = 32, p < 0.05), feeling 
(Q2: U = 31.5, p < 0.05), attention (Q3: U = 34.5, p =  < 0.05), 
perception (Q4: U = 35.5, p < 0.05), usability (Q5: U = 36.0, 
p < 0.05), feasibility (Q6: U = 34.0, p < 0.05), confidence (Q7: 
U = 35.5, p < 0.05), and intention (Q8: U = 36.0, p < 0.05).

4.6.5 � Number of interactions

The number of interactions is an important indicator to 
evaluate the adaptive ability of a system [25]. Therefore, a 

Table 4   Likert scale rating 
questions for user experience

Question Question statement Evaluation factors

Q1 This visual interface allows me to complete tasks quickly Efficiency
Q2 I enjoyed this visual interface Feeling
Q3 I can focus on my task without being distracted Attention
Q4 I can easily find the information I need Perception
Q5 The visual information provided is intuitive and useful Usability
Q6 The AR instruction of this visual interface was helpful Feasibility
Q7 I am confident that I have finished the task correctly Confidence
Q8 This visual interface can understand my intention Intention
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comparison of the number of interactions between the two 
information visualization response methods was conducted. 
A two-way between-groups analysis of variance revealed the 
main effect of information visualization response methods on 
number of interactions was significant (F(1,23) = 168.438, 
p < 0.001). According to the single-variable test, the average 
number of interactions to complete the assembly task using 
UIAVS (M = 19.083) interface was significantly shorter than 
that of Baseline (M = 30.333, p < 0.001), which was 37.1% 
shorter. There was a statistically main effect for level of 
expertise (F(1,23) = 365.998, p < 0.001). The single-variable 
test revealed that the number of interactions for the expert to 
complete the assembly task (M = 16.417) was significantly 
shorter than that of the novice (M = 33.000, p < 0.001). The 
interaction effect between information visualization response 
methods and level of expertise was statistically significant 
(F(1,23) = 14.057, p < 0.05). Simple effect analysis showed 
that for novice, the number of interactions using UIAVS to 
complete assembly tasks (M = 29) was 21.6% shorter than that 

of Baseline [M = 37, p < 0.001]. In addition, for expert, the 
number of interactions used to complete the assembly task 
using UIAVS (M = 23.667) was significantly shorter than 
Baseline (M = 9.167, p < 0.001), which was 61.3% shorter.

5 � Discussion

In this section, the results of this user study were further dis-
cussed and analyzed. The authenticity of the five hypotheses 
was tested according to the experimental results in perfor-
mance time, error evaluation, NASA-TLX, Likert scale, and 
number of interactions.

(1)	 Task performance

The performance time of two information visualization 
response methods in AR assembly in two groups of people 
with task familiarity (novice and expert) was tested to prove 

Fig. 14   User experience results 
(mean ± SD) for the two visual 
response methods reported by 
novice and expert, *p indicates 
a significant difference between 
two different interfaces

(a) Likert scale rating of novice

(b) Likert scale rating of expert
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hypothesis 1. First, according to Sect. 4.6.1, the average time 
to complete the assembly task using UIAVS interface is less 
than that of Baseline interface, which proves that UIAVS 
interface is more efficient (see Table 3). Feedback analy-
sis from Question 1 also supports this view (see Fig. 14). 
According to Q1 and the time data of completing the task, 
finding effective and important information in the physical 
task is directly related to the user’s operation response time, 
because the user needs to find the necessary assembly pro-
cess information to know the precautions to correctly com-
plete the assembly task. Therefore, it can be inferred that the 
greater the difficulty of information cognition, the longer it 
takes for users to find effective and important information, 
and the longer it takes to complete the task. Second, the 
average time to complete the assembly task is shorter for 
the expert than for the novice (see Table 3). This is con-
sistent with the description in [63]. Third, Table 3 shows 
that under the premise of the same task familiarity level, 
the change of operation time reflects the change of user’s 
information demand. After paying attention to the most 
important information, novices will still expand the LODs 
level to find other information they want. Therefore, it is 
only a little more efficient for novices to use UIAVS inter-
face to complete assembly tasks than Baseline interface (see 
Table 3, Sect. 4.6.1). Experts have a higher cognitive level 
and pay more attention to the information they need. They 
use UIAVS interface to complete assembly tasks more effi-
ciently than Baseline interface (Table 3 and Sect. 4.6.1). The 
feedback results of Q4 also support this view (see Fig. 14 
and Sect. 4.6.4). “I know the assembly process, but I don’t 
remember the parameters specified for assembly. I can eas-
ily find the parameters I want with this program. I just need 
to pay attention to these during assembly” said an expert 
who participated in UIAVS. A reasonable explanation for 
these different results is that UIAVS introduces a hierarchi-
cal mechanism of information importance, which speeds up 
the efficiency of users acquiring important and necessary 
information, so they can perform more efficiently. Therefore, 
Hypothesis 1 is finally accepted.

In order to prove Hypothesis 2, the correct assembly posi-
tion of engine was verified by checking whether the parts 
meet the specified requirements. According to Table 3 and 
Sect. 4.6.2, there was no significant difference between the 
UIAVS interface and the Baseline interface, neither for nov-
ice nor expert. Essentially, users pay attention to the key 
information of parts assembly and form their own mental 
representations in memory through these information [64], 
thereby affecting the operation of assembly. In addition, it 
should be noted that the amount of assembly errors using 
the UIAVS interface was slightly lower than that of the 
Baseline interface, although there was no statistical differ-
ence between the two interfaces. This shows that the UIAVS 
interface has a certain role for users, which is consistent 

with the feedback results of Q3 and Q5 (see Fig. 14 and 
Sect. 4.6.4). Through the interviews with participants and 
the analysis of assembly error parts, it can be inferred that 
the adaptive visualization of LODs of key information may 
have an impact on the psychological representation of users, 
which needs further research to link the visual characteris-
tics of key information with the degree of user distraction 
reduction. Therefore, Hypothesis 2 is rejected.

(2)	 Information cognition

In order to prove Hypothesis 3, UIAVS adopts the hier-
archical display of important information and the adaptive 
display of visualization, that is, by recognizing the user’s 
intention to provide the user with necessary and required 
information in the engine assembly, so as to reduce the 
amount of information in the AR interface. It can be seen 
from Table 3 and Sect. 4.6.3 that the UIAVS interface can 
effectively reduce the cognitive load of users compared with 
the Baseline interface, both for novice and expert. In fact, 
the experiment proves the conclusion in the Ref [65], that 
is, reducing the interference of information in the interface 
can reduce the cognitive load of users. UIAVS improves the 
usability of visual information through user intention rec-
ognition (see Fig. 14), information processing (see Fig. 14), 
and reducing the time users spend searching for information 
(see Table 3). This enables the user to correctly complete the 
assembly task while reducing the amount of information, 
which is consistent with the feedback results of Q5 and Q7 
(see Fig. 14 and Sect. 4.6.4). This might be attributed to the 
fact that UIAVS reduces the amount of information while 
ensuring the existence of necessary information, and gives 
users an interface for free interaction to obtain information, 
so that users can confidently complete assembly tasks. So 
Hypothesis 3 should be accepted.

(3)	 User experience

According to Fig. 14 and Sect. 4.6.4, the two interfaces have 
significant effects in Q1 (efficiency), Q3 (attention), Q5 (usabil-
ity), Q6 (feasibility), Q7 (confidence), and Q8 (intention) for 
both novice and expert. UIAVS interface has better user experi-
ence than Baseline interface in these aspects. In other respects, 
there are some differences between novices and experts. For 
Q2 (feeling), there was no statistical difference among novices, 
which means that UIAVS interface has no obvious advantage in 
Q2 (feeling) over Baseline interface (see Fig. 14 and Sect. 4.6.4). 
Through interviews with participants, we found that the main 
reason for novices is the novelty effect; they always tend to 
expand LODs to understand all the information to ensure that 
they do not miss some information. For Q4 (perception), there 
was no statistical difference between the two interfaces among 
novices, but there was a significant difference among experts. 
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“In fact, what I am interested in is the data information. I know 
how to operate it, but the data is too difficult to remember. When 
I assemble parts, the process data information will always pop 
up. This is really great.” An expert who participated in UIAVS 
experiment said so. For Q4 (perception), the user experience of 
the expert users who participated in the UIAVS interface experi-
ment was significantly better than that of the Baseline interface. 
However, for Q4, the user experience of novices participating 
in UIAVS interface experiment had no advantage over that of 
baseline interface. Based on interviews with participants and 
data analysis, it can be speculated that the reason for this phe-
nomenon is largely because novices do not know the main infor-
mation they want, so they will still expand the LODs level to 
obtain comprehensive information. In addition, the experts know 
the information they want so they can easily find it. Therefore, 
Hypothesis 4 is selectively accepted.

(4)	 Interaction behavior

As can be seen from Table 3 and Sect. 4.6.5, there is a 
significant difference in the number of interactions between 
the two interfaces. Because UIAVS interface can adaptively 
adjust the visualization form according to the user’s inten-
tion, users do not often need to change the distribution of 
information in AR interface through manual interaction. This 
effectively reduces the number of user interactions. The feed-
back from Q3, Q4, and Q8 also proves this view (see Fig. 14 
and Sect. 4.6.4). Changes in the number of interactions also 
reflect changes in user information needs (see Sect. 4.6.5). 
Experts have higher cognitive levels, so they focus on less 
information, and the number of interactions using the UIAVS 
interface is significantly less than the Baseline interface (see 
Table 3 and Sect. 4.6.5). Relatively speaking, novices have 
lower cognitive level and pay more attention to informa-
tion, so they have more interactions. Therefore, the number 
of interactions using UIAVS is slightly lower than that of 
Baseline (see Table 3 and Sect. 4.6.5). A reasonable explana-
tion for these different results is that UIAVS introduces an 
adaptive visualization adjustment function and a hierarchical 
mechanism of information importance, which enables the 
system to automatically adjust changes according to user 
intentions, thereby effectively reducing the number of inter-
actions. Therefore, Hypothesis 5 is finally accepted.

6 � Limitations and future works

(1)	 Simple physical assembly tasks

The experiments simulated the assembly of a small 
engine on the assembly table. The assembly tasks are 

simpler than those of large-scale parts in real-world 
scenarios. It does not involve the assembly of curved 
space parts and complex process drawing requirements. 
However, it does have some key elements in assembly, 
such as assembly position requirements, assembly pre-
cautions, and assembly process requirements. This may 
have some limitations on the applicability of the experi-
mental results. Therefore, in future work, it is needed to 
verify the results of the experiments in more scenarios, 
such as high-precision assembly and complex assembly 
environments.

(2)	 Smooth transition settings

Through interviews with participants, it was found that 
adaptive adjustment of visualization forms in the UIAVS 
interface can be confusing to users. Although the system 
has added a progress bar-like indication mechanism to the 
change of the visual form. In addition, this experiment 
cannot prove that Q2 may also be related to unreasonable 
changes in visual form (see Fig. 14 and Sect. 5). There-
fore, in the future, we can add a time smooth transition 
setting when the visual form changes adaptively on the 
existing basis, so as to minimize the trouble caused to 
users by the sudden change of the visual form.

7 � Conclusion

This paper is the first to propose a method for recognizing 
user intention to adaptively adjust information in AR manual 
assembly. This paper proves that the system (UIAVS) has 
higher user performance than the traditional AR assembly 
instruction method, especially for expert. The purpose of this 
study is to recognize the user’s intention based on the user’s 
gaze, spatial location, and the current assembly task, and to 
adaptively adjust the display form of virtual information to 
highlight the information needed by the user. UIAVS was 
developed by establishing an information hierarchy mecha-
nism, and using a logic rule–based method to analyze the 
user’s intention and to adaptively provide the corresponding 
level of visualization information according to the intention. 
An experimental case was designed to imitate the actual 
engine assembly. To test the effect of the experiment, 24 
participants were randomly assigned to different task famili-
arity levels (novice and expert) and different information 
visualization response methods (UIAVS and Baseline). The 
experimental results were analyzed in terms of performance 
time, error evaluation, cognitive load, user experience, and 
number of interactions. All hypotheses except Hypothesis 2 
were accepted. Therefore, UIAVS is helpful for improving 
the cognitive efficiency of users.
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This paper is just a preliminary exploration of recogniz-
ing users’ intention to adjust the form of information visu-
alization. In fact, the method proposed in this paper can be 
used not only in AR manual assembly, but also in other fields 
such as AR maintenance and AR education. In addition, this 
paper is user-centered to reduce the cognitive burden of the 
assembly site personnel as much as possible. However, pro-
cess designers are required to rank important information 
levels, which increases the burden of process designers to 
a certain extent. Therefore, future research work will fur-
ther investigate the automatic information hierarchy ranking 
algorithm to reduce the burden on process designers and 
make up for the deficiencies in this research.
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