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Abstract
This paper introduces a web-platform system that performs semi-automatic compute of several risk indexes, based on the 
considered evaluation method (e.g., RULA—Rapid Upper Limb Assessment, REBA—Rapid Entire Body Assessment, 
OCRA—OCcupational Repetitive Action) to support ergonomics risk estimation, and provides augmented analytics to pro-
actively improve ergonomic risk monitoring based on the characteristics of workers (e.g., age, gender), working tasks, and 
environment. It implements a body detection system, marker-less and low cost, based on the use of RGB cameras, which 
exploits the open-source deep learning model CMU (Carnegie Mellon University), from the tf-pose-estimation project, 
assuring worker privacy and data protection, which has been already successfully assessed in standard laboratory conditions. 
The paper provides a full description of the proposed platform and reports the results of validation in a real industrial case 
study regarding a washing machine assembly line composed by 5 workstations. A total of 15 workers have been involved. 
Results suggest how the proposed system is able to significantly speed up the ergonomic assessment and to predict angles 
and perform a RULA and OCRA analysis, with an accuracy comparable to that obtainable from a manual analysis, even 
under the unpredictable conditions that can be found in a real working environment.

Keywords  Motion capture · Ergonomics risk assessment · Machine learning · Extended reality · Human-centered 
manufacturing

1  Introduction

Industry 4.0 renews the focus on human-centered manufac-
turing: human still represents an extraordinary driver for 
flexibility in high automation manufacturing environments, 
ensuring creativity and problem-solving. To improve facto-
ries’ efficiency, productivity, and social sustainability, one 

of the challenges is to put workers in human-suitable work-
ing conditions, adapting the workspace to the individual 
capabilities going behind the concept of “the worker” as 
a homogeneous group. To implement this worker-centric 
manufacturing model, more effective health and safety 
management systems are needed, based on objective, auto-
matic, and real-time MSDs (musculoskeletal disorders) risks 
assessment. In fact, in a rapidly changing scenario like the 
manufacturing environment is today, the workload a worker 
is subjected to is also constantly changing. This situation, in 
addition to aggravating the mental workload (i.e., because 
they must remember the steps of many different assembly 
stations), increases the likelihood of MSDs. This happens 
because workers are frequently moved to a new workstation 
and do not have time to memorize correct postures and any 
corrections made to improve posture. Obviously, given the 
high frequency with which workers change workstations or 
tasks, it is impractical for an ergonomist to perform a new 
ergonomic risk analysis each time. Current practices make 
ergonomic assessment costly and time-consuming, highly 
affect the intra- and inter-observer results variability, and 
may lead to low accuracy of such evaluations [1].
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It can be seen that there are now many simulation tools 
that support ergonomic analyses during the workstation 
design process, including digital human mannequins, which 
can potentially eliminate the need for field analyses if well 
used (e.g., software such as CATIA, CREO, DELMIA, 
JACK). In any case, simulations are not without drawbacks: 
in order to ensure a realistic process simulation, they require 
expert users and a lot of effort again to assign the manne-
quins proper posture settings [2]. One way to partly speed up 
the process is to integrate the virtual mannequins with real 
user posture information, through the use of motion capture 
technologies. However, the use of such systems to acquire 
data in real working environments is still scarce [3] since it 
requires very complex procedures that are not immediately 
applicable [4], so that their application remains limited to 
virtual simulation contexts.

In this context, the introduction of new methods and tools 
for semi-automated ergonomic postural assessment, which 
by exploiting the input of Motion Capture (MoCap) systems 
based on one or more RGB images enables the identification 
of key points of the human body, is the solution of choice. 
Significant advances in the field of computer vision have 
been made in recent years, leading to the definition of new 
body tracking systems based on supervised machine learning 
techniques, which could become a breakthrough for marker-
less postural assessment, as the assessment would eventually 
be available from photos and videos taken from any common 
RGB camera, improving the accessibility and applicability 
of the system [1, 5].

Research has produced so far either 2D and 3D RGB 
MoCap systems [1]. Systems based on the acquisition of 
3D data are more accurate of their 2D counterparts, but to 
reach such an high accuracy they have drawbacks: before 
they can be used, they need to be calibrated to obtain intrin-
sic camera parameters [6]. On the other hand, while being 
less accurate, 2D MoCap systems present the advantage 
of being more portable and more flexible, given they can 
adapt to various positioning configurations without requiring 
recalibration each time. Although 2D systems have proven 
to have interesting potential for the future, the validation of 
these tools is still mostly done under controlled conditions in 
the laboratory [1, 5], while experimentation in real working 
conditions is quite scarce.

To support the ergonomist performing an ergonomic 
analysis in a more efficient and reliable way, this paper 
introduces a novel web-platform system able to perform 
semi-automatic ergonomic risk assessment based on several 
evaluation methods (i.e., RULA, REBA, OWAS, OCRA). It 
implements a 2D motion capture tool that needs at least one 
common RGB camera (even that of a smartphone), exploit-
ing an open-source deep learning model with low computa-
tional requirements, already validated in laboratory condi-
tions [5]. In order to test the effectiveness of such a system 

in supporting ergonomic risk assessment in a real industrial 
production environment, we discuss the results of an experi-
ment conducted in an assembly line of an Italian washing 
machine and dryer manufacturing plant.

The paper is organized as follows: in Sect. 2, we present 
the research background, while in Sect. 3 we describe the 
proposed system that is used in the experimentation, which 
is detailed in Sect. 4. Section 5 shows the numeric results 
and the equations that support data processing. Finally, in 
Sect. 6, discussion and conclusions are presented.

2 � Research background

2.1 � Ergonomic risk assessment methods

Musculoskeletal disorders (MSDs) are a critical work-related 
health problem [7, 8] and are caused by the accumulation, 
due to inappropriate postures assumed by workers during 
manual labor, of musculoskeletal loads. To reduce MSDs, 
ergonomists have been utilizing ergonomic risk assessment 
protocols that help them evaluate the risk, which are based 
on direct on-site observation or posthumous video analysis of 
workers when performing their jobs. They are easy to use and 
applicable for many work scenarios, although they demand a 
time-consuming, and thus costing, activity of on-site obser-
vation or manual video analysis. Among those, RULA—
Rapid Upper Limb Assessment [9], REBA—Rapid Entire 
Body Assessment [10] (whose popularity is increasing over 
the years according to [3]), OWAS—Ovako Working Posture 
Analysis System [11], and OCRA—Occupational Repetitive 
Action [12] are four of the most popular choices. In sum-
mary, the characteristics of each are as follows:

•	 RULA, it is a so-called “rapid” assessment tool that 
assigns a score ranging from 1 (lowest risk) to 7 (high-
est risk) to the task analyzed. It does so by comparing 
the angles assumed by several body’s joints (e.g., the 
neck in relation to the back, the elbow, the shoulders, the 
knees) with predefined angular ranges. It also takes into 
account muscle load and frequency of repetition of the 
posture within the task to calculate the score but does not 
consider the total duration of the cycle.

•	 REBA, it indicates the need to change the workstation 
layout by assigning each posture a score. This score is 
calculated by analyzing, through a checklist of predefined 
limit positions, the position of several body parts, such 
as the neck, upper limbs, trunk, lower limbs, and wrist. 
This method takes also in consideration the presence of 
loads applied to the worker’s body.

•	 OWAS, with reference to some predefined levels of dan-
ger, the worker’s postures are designated by a 4-digit 
code representing its danger level. This code is computed 
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considering the arms, back, and legs as well as the weight 
lifted by the worker. The single postures are then ana-
lyzed taking into account the sequence that binds them 
within the task.

•	 OCRA, was developed to assess the MSDs in a more 
detailed manner, not only considering awkward upper limb 
postures and hand gestures, but also other risk factors such 
as lack of appropriate recovery periods or the task duration.

From the previous description of the four methods, it is 
clear that, whichever of them the choice falls on, the ergono-
mist must spend a large amount of time analyzing the task of 
interest either in person or through photo and video record-
ings, with the latter becoming more common due to the ability 
to record video or photos via a smartphone, now present in 
the pockets of virtually any adult in a developed country [13].

2.2 � Ergonomic risk assessment tools

To reduce the time spent analyzing video captures, research-
ers have been proposing automatic or semi-automatic ergo-
nomic risk assessment tools. Initially, those systems were 
based on the acquisition of the human body postures through 
high-end motion capture hardware, such as optical or iner-
tial wearable sensors as in [14–16]. The limitations of these 
instruments are, on the one hand, the high economic invest-
ment required to acquire them and, on the other hand, the 
impractical use in real manufacturing environments, for 
example because they require the worker to wear invasive 
wearable sensors during the acquisition. To reduce costs and 
get rid of wearable sensors, new tools were proposed. Many 
studies proposed systems based on a low-cost motion capture 
tool, the Microsoft Kinect v2, e.g. [17, 18], to automatically 
collect joint’s angles necessary for ergonomic risk assess-
ment based on RULA. However, although Microsoft Kinect 
v2 is a low-cost equipment when compared to the high-end 
gear, it suffers of occlusion and self-occlusion problems [1, 
19]. Occlusion of the human body is the normality in a man-
ufacturing environment, and since it leads to partial human 
body acquisition, the Kinect cannot be the universal solu-
tion of choice. Combining the data acquired from a depth 
camera with Machine Learning algorithms is an effective 
solution to predict those joints’ angles that are occluded by 
the obstacles; however, this can only be obtained at a cost 
of a high computational demand from the tool [18]. So, to 
overcome the occlusion and the high computational costs, 
more advanced techniques were proposed. They are based on 
the acquisition of a video recording through a simple RGB 
camera and on the processing of these videos with Machine 
Learning algorithm, to predict joint’s location and thus to 
compute joints’ angles [20–22].

2.3 � RGB motion capture technologies

As previously mentioned in the last section, new Motion 
Capture (MOCAP) technologies, based on the acquisition 
of common photos or video recordings and on the subse-
quent processing by means of Machine Learning (ML) 
techniques, are gaining momentum. Several new tools are 
being proposed. The first example of such a technology was 
OpenPose [20], a powerful tool developed by the Carnegie 
Mellon University. It can detect and track the body, hands, 
and face with a remarkable accuracy and without suffering 
of occlusion problems [23] and has proved itself to be useful 
in performing an ergonomic risk assessment [24, 25]. How-
ever, this high performance is paid in high computational 
resources needed [26].

A novel tool, namely tf-pose-estimation [21], was later 
proposed. It was developed as a lightweight tool to enable 
real-time computation. Because of its light weight, it can 
also work on mobile devices [27]; its accuracy as a tool to 
help ergonomists assess ergonomic risk has been validated 
in [5].

Later, Google proposed its own framework, MediaPipe 
[22]. This framework contains several tools to detect body 
features, such as pose detection, hand detection, iris detec-
tion, and so on. However, its best strength is the hand detec-
tion module, which accuracy has been assessed in several 
works [28–30].

All the works presented here have a common trait: they 
were tested only under controlled conditions in a laboratory 
environment. Validation of these tools in a real-world envi-
ronment (e.g., manufacturing plant) is the next step that may 
or may not decree their wide adoption.

Thus, this paper proposes a semi-automatic tool that 
leverages the work presented in [31] to perform several 
ergonomic risk assessments, extending the previous work 
by adding some features and a user-friendly interface, and 
validating it in a real manufacturing environment.

3 � The proposed system

This research work proposes a platform that, by means of 
Deep Learning models and algorithms, provides the analysis 
of video taken during manufacturing work operations, with 
the main purpose of assisting the ergonomist one hand in 
the collection of data related to postures, hand grip types, 
and body segments angles assumed by the worker, and on 
the other hand in providing insights through a portable and 
user-friendly interface.

The proposed architectural constraints/objectives 
concern:
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•	 Modular architecture
•	 Simple data acquisition method with no technological 

constraints
•	 High configurability with the possibility of working with 

different ergonomic protocols
•	 Intuitive and portable user interface for results analysis

To perform the data acquisition, the proposed platform 
requires in input one or more video shots, retrieved by point-
ing a camera respectively parallel to the three anatomical 
planes (i.e., Sagittal Plane, Frontal Plane, and Transverse 
Plane). Each video must capture the operator(s) during the 
entire work cycle. The necessary shots can be recorded in 
succession, using even only one camera, as the system does 
not require that they are simultaneously collected.

In this way, users have at their disposal a data (i.e., video 
of the worker’s work cycle) acquisition method that obvi-
ously increases the accuracy of the system as the number 
of the used cameras increases, but that does not constrain 
them in any case. This choice was made necessary by the 
fact that working environments hardly allow ergonomists to 
work in ideal conditions, and most of the time it is unthink-
able that they will be able to recreate an environment in 
which the worker moves in a confined area, always staying.

within the frame without changing his or her angle to the 
camera(s). An architectural scheme is shown in Fig. 1.

The main component, the Motion Analysis System, pro-
vides an analysis of the people framed by the camera. To this 
end, it performs Data Collection by means of two different 
modules. The first one implements the tf-pose RGB MAS 
system described in [5], which exploits the open-source deep 
learning model CMU. It enables body tracking and associ-
ates a proper ID to each person framed by the camera. The 
second one uses the Google Mediapipe hand tracking model 
[21] to enable hand landmarks recognition. Mediapipe is 
an APIs package for multiple programming languages that 
Google makes available to developers to implement image 
analysis functionalities by means of pre-trained Deep Learn-
ing models, including hand palm detection. This module 
has been added to the previous configuration for a twofold 
purpose: to allow the calculation of the angle assumed by 
the wrist and to allow the recognition of the hand grip type. 
Both these parameters are in fact fundamental for the evalu-
ation of some ergonomic protocols, especially for OCRA, 
and were not considered in [5] which instead made use of 
RULA for the experimental tests.

Mediapipe can recognize from a video frame the coor-
dinates of the landmarks shown in Fig. 2, but despite the 

Fig. 1   The proposed platform’s architecture
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notable performances achievable at a computational level 
compared to systems such as OpenPose, it suffers from other 
problems, first of all the difficulty of detecting a hand if it is 
covered by a glove. This is a problem of utmost importance 
in a manufacturing context where workers are forced to wear 
gloves. With the intention to use an off-the-shelf tool, this 
library is however the most performing and reliable for this 
kind of tasks among the existing ones.

Collected data are then processed through the Parameters 
Calculation module in order to compute posture angles, rec-
ognize hand grips, and determine the time the traced worker 
spends in each detected posture. Specifically, the calculation 
of angles is carried out by the algorithms described in [5], 
while hand grip recognition and posture time calculation are 
performed using solutions similar to that described in [31].

In particular, with respect to the systems described in 
[5] and [31], among the calculated parameters there is also 
the wrist angle, obtained with the calculation of the angle 
between the segments formed by the coordinates of elbow 
and wrist obtained from tf-pose and by those between wrist 
and middle finger MCP obtained from Mediapipe. In this 
case, being able to understand if the wrist is bent following 
a flexion or extension movement, or even if we have a radial 
or ulnar deviation, is quite complicated, since the hand can 
rotate with more degrees of freedom than the other body 
segments. By evaluating the position of the x-coordinate 
of the hand landmarks, it has been possible to discriminate 
the case in which the palm of the hand is directly facing the 
camera or it is the back of the hand that is facing the cam-
era: in the first case, for example with the right hand, if the 
x-coordinate of the middle finger MCP has a greater value 
than that of the wrist (i.e., the middle finger MCP is more to 
the left of the wrist from the viewpoint of the camera) it is 
possible to assume that the user is making a radial deviation 
of the wrist; otherwise, he/she is making an ulnar deviation. 
The references are reversed if the back of the hand is fac-
ing the camera or if the left hand is being analyzed. Similar 
reasoning can be used to discriminate a flexion movement 
from an extension movement. Figure 3 is an excerpt of the 
followed algorithm, in pseudocode, for the right wrist.

Obviously, that algorithm can only work if the hand palm 
(or its back) is directly facing the camera. In case the sys-
tem detects that the hand palm or the back is not facing the 
camera, (i.e., when the x,y coordinates of the middle finger 
MCP landmark fall in the same neighborhood, empirically 
derived, of the pinky finger MCP coordinates) it stops calcu-
lating wrist radial/ulnar deviation angles. By using two cam-
eras, the problem of missing data is greatly mitigated, until 
it disappears altogether if three cameras are used. After all 
the parameters have been calculated by the Motion Analysis 
System, they are stored in a Database.

The system provides a specific module, the Human Work 
Analysis, to support the compute of ergonomic indexes 
respectively based on the RULA, REBA, OCRA, and OWAS 
checklists. Each sub-module provides the specific checklist 
partially filled with all the posture-related data, computed in 
an automatic way through the Motion Analysis System, and 
requires the ergonomist to insert the other data required to 

Fig. 2   Mediapipe recognised 
hand landmarks

Fig. 3   The pseudocode for the followed algorithm
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complete the indexes estimation. After analyzing the entire 
video, this module retrieves the parameters stored so far 
and uses them to calculate the scores of the implemented 
ergonomic evaluation methods. These scores are calculated 
frame by frame, and only after analyzing the entire sequence 
a weighted average is calculated to obtain the overall score 
for the entire task. As an example, in the case of the RULA 
A and C scores, the computation is as follows:

where the ith weight wi is computed considering the amount 
of time ti that each single ith score Ai and Ci (i.e., 1,2, …, 7) 

(1)A =

∑N

i=1
w
i
A
i

∑N

i=1
w
i

C =

∑N

i=1
w
i
C
i

∑N

i=1
w
i

lasted over the total task’s duration t, as shown in the fol-
lowing formula:

Then, following the RULA calculation rules, the sin-
gle RULA’s Left and Right scores are computed for each 
worker, and the RULA Grandscore is the mean values of the 
former. A similar reasoning applies to the other implemented 
evaluation methods.

The system provides a web interface (Fig. 4), through 
which the ergonomist can perform a semi-automatic analysis 
of the postures found in the various tasks that character-
ize the work cycle and assess the risk related to MSDs. In 

(2)w
i
=

t
i

t

Fig. 4   The proposed platform’s web interface
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particular, the system provides basic video editing func-
tionalities to enable the ergonomist to define and select the 
working cycle or working task to be analyzed, in a very 
quick and easy way.

4 � Experimental case study

In order to test its effectiveness and accuracy, the proposed 
system has been adopted to support the assessment of the 
ergonomics risk, based on the RULA and OCRA indexes, of 
workers performing assembly operations in an assembly line 
of an Italian washing machine and dryer production plant, 
which produces 570 pieces per work shift, consisting of five 
workstations (Fig. 5).

The workstations, which follow one after the other during 
the entire manufacturing cycle, are the following:

•	 Workstation 1, the subjects (standing for the whole work-
ing cycle), with the aid of a mechanized hoist, picked up 
the basket of a washing machine from a conveyor belt on 
their left and positioned it, still suspended from the hoist, 
in front of them. At this point, they installed a pipe and the 
motor on the basket, and they fixed them with screws, using 
an electric screwdriver. They then placed the assembly on 
a conveyor belt in front of them and repositioned the hoist 
on the next basket on their left. They finished installing 
two springs and a component on the first assembly, and the 
working cycle began again. The total duration was 51 s

•	 Workstation 2, the subjects, sitting on a rotating chair, 
had a conveyor belt in front of them, running from left 
to right. Starting on their far left, they simultaneously 
tightened four screws on a washing machine basket using 
a special electric screwdriver, then in order they placed a 
belt on a pulley, checked its free rotation, and verified the 
tension of the belt. At this point, by rotating the basket 
90° thanks to a rotary table, they installed a first pipe and 
then installed a second one after another 90° rotation of 
the basket. Finally, they tightened a screw that secured 
the second pipe with a suspended electric screwdriver 
and began the cycle again. All of this took place within 
42 s

•	 Workstation 3, the subjects, standing, installed on bas-
kets that slide in front of them, from left to right on a 
conveyor belt, the door seal. To do this, they took the 
gasket to their left and greased it, as they did on the seat 
where it will be installed, with the aid of a brush. Finally, 
they secured the gasket by placing a metal screw clamp 
around it, which they tightened with a suspended electric 
screwdriver. The cycle took 44 s

•	 Workstation 4, the subjects were standing in front of a 
conveyor belt that carried washing machine baskets, left 
to right. They took a plastic component from a box to 
their left, placed it on the basket, and locked it in place by 
tightening a screw, helping themselves with an overhead 
electric screwdriver. Then they repeated the same action 
but with a component taken from their right and secured 
it with three screws and a plastic band, all in 42 s

Fig. 5   The considered workstations

4227The International Journal of Advanced Manufacturing Technology (2022) 122:4221–4233



1 3

•	 workstation 5, the subjects hooked the basket of the 
washing machine with a mechanized hoist, but before 
lifting it they equipped it with two springs and a plastic 
component. After that, they lifted the basket and placed 
it inside of the frame of the washing machine, where they 
secured it using the two previously positioned springs. 
The procedure took 45 s

4.1 � Experimental procedure

The experiment was carried out considering three work 
shifts. A total of 15 workers (11 males and 4 females), who 
gave their informed consent to participate, were involved.

The repetitive cycle for each operator was about 45 s.
Workers have been filmed with an iPhone XS (12 MP 

f/1.8 aperture), mounted on a tripod, from a single point of 
view: while the camera should be ideally placed on one of 
the subject’s sides, at their pelvis height, the actual position-
ing was dictated from the workstation layout (even if, at 
some degree, the recording point was still located at the side 
of the subjects). This situation is the norm when performing 
an ergonomic analysis in a real working environment and, 
combined with the occlusions that naturally occur in such 
an environment, leads to the ideal harsh context in which to 
assess the system’s true accuracy.

4.2 � Data collection

Angles were extracted from the video recordings either 
automatically by the proposed tool and manually from 
still frames by a panel of expert ergonomists. The tool 
was running on a PC workstation with an Intel(R) Core 
(TM) i7-7700 K CPU at 4.20 GHz and 32 GB RAM, and 
a GTX 1080 Ti GPU, running Windows 10 Pro. Once 
collected, angles were processed by the proposed tool, 
running on the same PC workstation just mentioned. To 
avoid possible differences in results given by approxima-
tion errors, the system has been used to compute RULA 
and OCRA scores either considering the angle automati-
cally extracted, and those manually measured through 
video analysis.

5 � Results

For each of the workstations (WS), the score is calculated as 
the median between the scores obtained by the three workers 
involved in that WS. The partial scores of the experimenta-
tion for the RULA (A and C scores) either for automatic 

Table 1   RULA A and C scores resulted from automatic and manual 
analysesa, Δ% =  − 25.83%, σ = 37.17%

a The figures in brackets next to the automatic values represent the 
percentage variation from the corresponding manual value

Automatic Manual

Workstation A score C score A score C score

WS1 2 (− 50.00%) 3 (+ 50.00%) 4 2
WS2 2 (− 33.33%) 3 (− 25.00%) 3 4
WS3 1 (− 75.00%) 3 (+ 0.00%) 4 3
WS4 2 (− 50.00%) 4 (+ 0.00%) 4 4
WS5 1 (− 75.00%) 3 (+ 0.00%) 4 3

Table 2   RULA’s Left, Right, 
and Grandscore values resulted 
from automatic and manual 
analysesa, Δ% =  − 8.33%, 
σ = 14.57%

a The figures in brackets next to the automatic values represent the percentage variation from the corre-
sponding manual value

Automatic Manual

Workstation L R Grandscore L R Grandscore

WS1 3 (+ 0.00%) 3 (+ 0.00%) 3 (+ 0.00%) 3 3 3
WS2 3 (+ 0.00%) 3 (− 25.00%) 3 (+ 0.00%) 3 4 3
WS3 3 (+ 0.00%) 3 (+ 0.00%) 3 (+ 0.00%) 3 3 3
WS4 3 (− 40.00%) 4 (− 20.00%) 3 (− 40.00%) 5 5 5
WS5 3 (+ 0.00%) 3 (+ 0.00%) 3 (+ 0.00%) 3 3 3

Fig. 6   Comparison of the variability between the RULA A and C par-
tial scores and the RULA’s Left, Right, and Grandscore
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and manual angles extraction are reported in Table 1, while 
Table 2 shows the final RULA’s Left, Right, and Grandscore.

In addition, for each of the following categories of auto-
matic scores obtained:

•	 aggregated A & C scores
•	 aggregated RULA Left, Right, and Grandscore

for every ith score, the percentage variation (Δ%i) from 
the corresponding manual score was calculated as in Eq. (3), 
followed by the mean values Δ% and the standard deviations 
σ (Eq. 4) that were calculated for each category:

with:

•	 V ai is the ith automatic value.
•	 V mi is the ith manual value.
•	 N is the total number of items in that category.

(3)Δ%
i
=

(V
ai
− V

mi
)

V
mi

⋅%

(4)
� =

�

∑N

i=1
(Δ%

i
− Δ%)

2

N

Table 3   OCRA upper limbs incongruous postures scoresa, Δ% =  − 24.56%, σ = 17.65%

Score Ib Score IIc Score IIId Score IVe

WS1

A
L 5.40 (-40.00%) 5.80 (-3.33%) 17.40 (-13.00%) 1.40 (-30.00%)

R 13.40 (-33.00%) 7.90 (-12.22%) 19.40 (-19.17%) 2.10 (-47.50%)

M
L 9.00 6.00 20.00 2.00

R 20.00 9.00 24.00 4.00

WS2

A
L 20.59 (-29.00%) 2.04 (+2.00%) 8.60 (-14.00%) 1.30 (-35.00%)

R 23.39 (-31.00%) 2.10 (+5.00%) 21.24 (-10.00%) 3.05 (-39.00%)

M
L 29.00 2.00 10.00 2.00

R 33.90 2.00 23.60 5.00

WS3

A
L 14.58 (-39.00%) 1.64 (-18.00%) 16.48 (+3.00%) 2.52 (-37.00%)

R 15.84 (-45.00%) 1.52 (-24.00%) 17.75 (-9.00%) 1.71 (-43.00%)

M
L 23.90 2.00 16.00 4.00

R 28.80 2.00 19.50 3.00

WS4

A
L 13.66 (-46.00%) 18.31(+9.00%) 14.75 (+1.00%) 2.24 (-44.00%)

R 8.36 (-45.00%) 15.66 (-11.00%) 22.68 (-16.00%) 3.85 (-45.00%)

M
L 25.30 16.80 14.60 4.00

R 15.20 17.60 27.00 7.00

WS5

A
L 13.66 (-46.00%) 2.00 (+0.00%) 10.24 (-11.00%) 1.40 (-44.00%)

R 8.03 (-27.00%) 1.64 (-18.00%) 18.72 (-22.00%) 2.64 (-56.00%)

M
L 25.30 2.00 11.50 2.50

R 11.00 2.00 24.00 6.00

A stands for Automatic, M stands for Manual
a The figures in brackets next to the automatic values represent the percentage variation from the corresponding manual value
b Hand in pinch grip or handheld or hook posture
c Arm almost at shoulder height or other incongruous postures
d Extreme deviation of wrist in flexion and/or in radio/ulnar deviation
e Complete rotation of objects and/or large elbow flexions-extensions
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As it can be seen from Table 1, there is quite a remarkable 
percentage variation in the automatic values compared to the 
manual reference ones, with a mean value Δ% =  − 25.83% 
and a standard deviation σ = 37.17%. However, looking at 
Table 2, the RULA’s Left, Right, and Grandscores suffer of 
a lower variability, with the mean value Δ% =  − 8.33% and 
a standard deviation σ = 14.57%. A visual comparison of the 
RULA scores variability can be found in Fig. 6.

OCRA scores are computed for each WS, considering 
the median score collected for the analyzed workers. The 
estimated time cycle considered for the OCRA scores com-
putation is the ones reported above in the workstations’ 
description.

Finally, for each of the following categories of automatic 
scores obtained:

•	 aggregated OCRA upper limbs incongruous posture 
scores

•	 OCRA Partial (OP) indexes
•	 OCRA Final (OF) indexes

The same percentage variation and standard deviation 
dealt with in the RULA paragraph are calculated.

All the results are reported in Tables 3 and 4. Table 3 
shows the scores obtained through manual and automatic 
assessment with regard to OCRA upper limbs incongruous 
postures score. The outcomes clearly demonstrate strong 
variability in the results, as evidenced by the percentage 
changes in the automatic scores from the correspond-
ing manual values (i.e., the values shown in parentheses 
next to the scores). The mean value of these variations is 
Δ% =  − 24.56%, with a standard deviation amounting to 
σ = 17.65%.

However, looking at Table 4, where the Partial and Final 
OCRA indexes are shown, we get a better picture. In fact, 
the variations are limited: the mean value of the variation for 
the OCRA Partial index is Δ% =  − 9.88%, and the standard 
deviation is σ = 6%, while for the OCRA Final index we have 
Δ% =  − 10.74% and σ = 8%. A quick visual comparison of 
the variability of the OCRA incongruous posture scores and 
the OCRA Partial and Final indexes can be found in Fig. 7.

Again, the system provides an automatic score that is 
more than sufficient to conduct a reliable ergonomic risk 
analysis.

6 � Discussion and conclusion

In this paper, a new semi-automatic ergonomic risk assess-
ment system, with its web interface, is presented. Experi-
mentation in a real manufacturing context showed that the 
system is robust enough to withstand the severe condition 
that may occur in such an environment (e.g., occlusion, vary-
ing lighting conditions, sub-optimal location of the acquisi-
tion cameras). This confirmed the results reported in pre-
vious studies, which compared the performances of other 
RGB-based MoCap systems, similar to that here considered 

Table 4   OCRA partial and 
final indexesa. Partial index: 
Δ% =  − 9.88%, σ = 6%. Final 
index: Δ% =  − 10.74%, σ = 8%

a The figures in brackets next to the automatic values represent the percentage variation from the corre-
sponding manual value

Automatic Manual

Workstation Index L R L R

WS1 Partial index 4.00 (− 16.67%) 8.00 (− 11.11%) 4.80 9.60
Final index 4.80 (− 17.24%) 9.6 (− 11.11%) 5.80 10.80

WS2 Partial index 11.18 (− 14.00%) 13.00 (+ 0.00%) 13.00 13.00
Final index 11.99 (− 19.00%) 15.54 (+ 5.00%) 14.80 14.80

WS3 Partial index 8.10 (− 19.00%) 11.88 (− 1.00%) 10.00 12.00
Final index 9.96 (− 17.00%) 14.69 (+ 2.00%) 12.00 14.40

WS4 Partial index 10.44 (− 13.00%) 12.96 (− 4.00%) 12.00 13.50
Final index 11.81 (− 18.00%) 15.07 (− 7.00%) 14.40 16.20

WS5 Partial index 12.09 (− 7.00%) 6.09 (− 13.00%) 13.00 7.00
Final index 13.73 (− 12.00%) 7.31 (− 13.00%) 15.60 8.40

Fig. 7   Comparison of the variability between the OCRA upper limbs 
incongruous posture score and the OCRA partial
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(e.g., OpenPose), with other body tracking techniques, such 
as Microsoft Kinect [1] or Vicon Nexus [5].

The ergonomists using it may benefit from a significant 
decrease in the time it takes to perform an ergonomic risk 
assessment: while manually determining the posture angles 
from video analysis required on average an hour per worksta-
tion, the system demonstrated to be able to provide, within a 
minute, automatic scores that mostly match those supplied 
by expert ergonomists, so that it seems reliable enough to 
support an ergonomic risk analysis, at least as far as RULA 
and OCRA are concerned. However, the system evidenced 
some limitations mainly due to the hand tracking and gesture 
recognition pipeline. In particular, the hand tracking sys-
tem (based on Google Mediapipe hand recognition model) 
highlighted severe problems in recognizing gloved hands. 
The shape and size of the gloves seem not to influence the 
results: problems happen even if very tight and thin gloves 
are used. Given that in a manufacturing environment almost 
every worker wears gloves, this can be a severe limitation.

This hand recognition problem may have affected RULA 
scores (in particular, the hand and wrist analysis sections) 
although the final results are almost matching those pro-
vided by expert ergonomists, but it strongly affected OCRA 
results related to the hand. In fact, the large discrepancy 
between the times estimated by the system and by the 
experts is mainly due to the large number of frames in which 
the system failed to recognize the hand. Based on the best 
of our knowledge, there is no tool yet able to recognize and 
track landmarks hands, in a robust way, even when they are 
covered with gloves. Further studies that aim to overcome 
the limitations of current tools are needed. One possible 
solution could be the use of only the hand landmarks recog-
nition model from Mediapipe, while the palm detection (the 
task of recognizing a hand within a frame which takes place 
before landmarks recognition) is performed using tf-pose-
estimation: the idea is to retrieve the landmark coordinates 
relative to the wrist and crop the image on the space around 
it. The image will then be passed to Mediapipe. In this way, 
accuracy in recognizing hand coordinates even when gloves 
are worn could be greatly increased.

Another problem that causes variability in score estima-
tion is that the proposed system is not always capable to 
correctly predict angles from body joints with 2 or more 
degrees of freedom with non-calibrated cameras, e.g., when 
the arms are simultaneously showing flexion in the lateral 
plane and abduction in the frontal plane. In fact, at the pre-
sent time the proposed system is not able to manage spatial 
correlation between two or more cameras, so as it does not 
implement solution to compensate perspective error due to 
camera positioning. The situation gets worse when only a 
camera is used, as in the case studied in this paper.

However, since the percentage variation between the 
automatic RULA and OCRA final scores with respect to the 

corresponding manual ones is, respectively, Δ% =  − 8.33% 
and Δ% =  − 10.74% and therefore very contained, one can 
argue that the inability to provide accurate hands assessment 
of a motion capture acquisition tool does not compromise 
the validity of the ergonomic risk assessment. Despite the 
proposed system demonstrating a mean error equal to 10% in 
the compute of final indexes compared to the manual analy-
sis, no significant differences have been found in terms of 
risk class estimation between ergonomic assessments per-
formed by an expert ergonomist, with or without the sup-
port of the system. This should make us reflect on the limits 
of the considered ergonomic risk indexes (i.e., RULA and 
OCRA), and on the usefulness and opportunity of an ergo-
nomic analysis carried out only by means of observational 
methods. Since they provide an estimation of risk based on 
classes, they have the tendency to equalize different situa-
tions placed at the extremes of the same class, while at the 
same time diversify two situations that are very similar but 
placed very close to the classes’ boundaries. Probably, the 
integration with other tools that include assessing the psy-
chological aspects of the job (e.g., Quick Exposure Check 
[32]) or with questionnaires (e.g., Standardized Nordic 
Musculoskeletal Questionnaire [33]) can provide different 
perspectives from which deeply analyze the results of an 
ergonomic assessment [34].

Future works should consider extending the features of 
such system to support the workers themself, somehow 
replacing the ergonomist in following them during their 
daily activities. The proposal should be a tool that not only 
performs ergonomic risk analyses, but also merges with the 
work environment and becomes an integral part of it, much 
like a screwdriver.

The solution identified would therefore constantly moni-
tor workers, alerting and correcting them in real time if they 
assume incorrect postures. Moreover, it could be imple-
mented in novel or already existing systems that aid the 
worker, by showing them the assembly steps that they must 
perform, like the systems developed in [35, 36].

Finally, this solution allows ergonomic risks related to all 
workstations to be assessed in a tight time frame, opening 
the possibility to constantly monitoring the operators work-
ing along a production line, and to collect a large amount 
of historic data. Such data would have a great impact in the 
workstations’ design phase. The availability of historic data 
about results of many ergonomic analyses can be useful to 
better guide the improvement of the workstations or to sup-
port the design of innovative solutions, in order to attempt 
the reduction of work-related musculoskeletal disorders. In 
particular, the design can be carried out at the level of the 
worker-station coupling, going to customize the worksta-
tion on the needs of the individual. However, this possibility 
is currently hampered by the difficulty of providing a fre-
quent ergonomic risk monitoring without incurring in huge 
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costs. Moreover, in a smart manufacturing context, Machine 
Learning and AI techniques could be employed to analyze 
this data history, with the aim of optimizing shifts and task 
assignments to the workers, based on their characteristics 
and skills.
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