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Abstract
This paper develops an approach to improve a CNC machine’s tool performance and slow down its degradation rate automati-
cally in the Pre-Failure stage. A Deep Reinforcement Learning (DRL) agent is developed to optimize the machining process 
performance online during the Pre-Failure interval of the tool’s life. The Pre-Failure agent that is presented in the proposed 
approach tunes the feed rate according to the optimal policy that is learned in order to slow down the tool’s degradation 
rate, while maintaining an acceptable Material Removal Rate (MRR) level. The machine learning techniques and pattern 
recognitions are implemented to monitor and detect the tool’s potential failure level. The proposed mechanism is applied to 
a CNC machine when turning Titanium Metal Matrix Composites (TiMMC). A CNC machine Digital Twin (DT) is devel-
oped to emulate the physical machine in the digital environment. It is validated with the physical machine’s measurements. 
The proposed pre-failure mechanism is a model-free approach, which can be implemented in any machining process with 
fewer online computational efforts. It also validated on a wide range of cutting speeds, up to 15,000 RPM. Deployment of 
the proposed machine learning approach for the particular case study improves the tool’s Time to Failure (T2F) by 40% and 
the MRR by 6%, on average, compared to the classical approach.
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Nomenclature
�	� Binary index
�	� Scaling factor
Δ(O)	� Multi-class’s discriminator function
�	� Discount factor
∇Q�J	� Training losses of policy network
�∗	� RL optimal policy
�	� Learning rate
��	� Policy Network parameters
�Q	� Q-Network parameters

at	� Action at time t
A	� Action space
Fx	� Radial force N
Fy	� Feed force N
Fz	� Cutting force N
f	� Feed rate rev/min
L(�Q)	� Training losses of Q-network
Nh	� Hidden neurons
Ns	� Number of data observations
Nt	� Random noise
NTPI	� Normalized Tool performance degradation 

Index
Q∗(st, at)	� Optimal Q-value
rt	� Reward at time t
st	� State at time t
S	� State space
VBp	� Potential failure tool wear
v	� Cutting speed m/min
Wj	� Pattern coverage wight
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1  Introduction

The integration of Artificial Intelligence (AI) in a Cyber-
Physical System (CPS) is used to establish autonomous 
and self-driven machining processes [1–3]. The machining 
processes are usually associated with aspects of non-linear 
behavior and stochastic degradation that result in the dif-
ficulty of predicting the life span of the tool, especially 
when dealing with difficult-to-cut materials [4, 5]. There 
are many attempts in the literature to monitor the tool 
wear and detect the machining’s tool failure. To achieve 
the highest possible material removal rates in machining, 
previous studies focused on offline optimization to schedule 
the machine feed rate, assuming ideal machining conditions 
[6]. Despite the previous attempts, an intelligent online sys-
tem that can monitor and optimize the tool’s performance 
in real-time is still needed. This paper fills this gap by 
offering a new approach that provides an intelligent-based 
extension of Tool Time to Failures (T2F) while maintaining 
an acceptable material removal rate level.

Offline mathematical optimizations were applied to the 
CNC machine processes to find the static machining param-
eters that maximize productivity [7]. Feed rate scheduling 
optimizations were developed to have a dynamic online 
feed rate setting [5, 8, 9]. One of the limitations of these 
approaches is the usage of empirical equations that assume 
ideal machining conditions. Adaptive control (AC) tech-
niques take into consideration the environmental and sen-
sor variations by mathematically estimating the forces at 
each time step, and then comparing the estimated values 
with the actual sensor measurements [5]. As such, the CNC 
machine controller’s parameters are changed to achieve 
the offline optimized feed rate schedule. The estimation of 
online forces requires large computational time. Stemmler 
et al. [10] developed a Model Predictive Controller (MPC) 
to minimize the production time online for CNC milling 
machines. MPC is a model-based controller that predicts 
the values of the forces and adjusts the feed rate online 
accordingly to minimize the machining time. The MPC 
online optimization causes a processing delay, and thus, 
an additional signal processing synchronization is added to 
the machine controller. Both MPC and AC require math-
ematical modeling to estimate the forces. These models 
assumed a new tool at the beginning of cutting and ideal 
tooling conditions.

Shaban et al. studied tool wear monitoring for CNC machines 
to develop a failure alarm solution that could avoid producing 
defective pieces [11–13]. The authors applied Logical Analysis 
of Data (LAD) to detect the tool wear (VB) failure while moni-
toring the data of the machining forces. Sadek et al. [14] devel-
oped an adaptive mechanism that linked the tool wear monitor-
ing to AC for a drilling machine. This mechanism is limited to 

two speeds and two feed rate adjustment levels. Shaban et al. 
used the time to Failure (T2F) and the Proportional Hazard Mod-
eling (PHM) to obtain the optimal replacement time for the CNC 
machine tool [15]. The authors defined the tool replacement time 
at different machine settings using two types of analyses: tool 
availability and cost. The machining parameters were static set-
tings, and it was adjusted before running the machine.

Taha et al. [16] developed a self-healing mechanism for a 
CNC milling machine. This mechanism dealt with the CNC 
machine under fault and approved self-healing mechanism to 
the machine. The authors used pattern-recognition machine 
learning to define the recovery patterns and each pattern is 
bounded by corrective settings. The self-healing mechanism 
selects the recovery pattern according to distance calculations 
to the current machine’s faulty settings. From the selected 
pattern, the corrective actions are randomly selected through 
a uniform distribution that is bounded by the selected pattern.

Reinforcement Learning (RL) is a model-free approach that 
able to find the best value of a variable over its dimensional 
space, according to the optimal trained policy [17]. It success-
fully adapted to optimize the tool orientation [18], and manage 
the energy of a turning process under different cutting condi-
tions [19]. The autonomous actions to improve tool life and 
productivity are needed to be addressed in the pre-failure zone. 
Table 1 provides a summary of many attempts in terms of 
what was achieved and what needs to be addressed. To fill the 
research gaps presented in Table 1, the main objective of this 
paper is to develop an autonomous pre-failure mechanism that 
interacts with the CNC machine in the P-F interval to extend 
the tool’s useful life. Figure 1 depicts the P-F curve, which 
is a conceptual curve of degradation of any physical assets. 
The P-F curve has two main points that express its name: the 
potential failure point (P), and the function failure point (F) 
[20]. Practically, the degradation process is a stochastic phe-
nomenon, and each tool has a unique P-F curve [3, 4].

This section presents the LAD algorithm to generate the 
patterns, which are used to develop the self-healing actions in 
module 3, and to classify and detect the out-of-specification 
in module 2.

The proposed Pre-Failure approach has the following 
features: 

1.	 Model-free adjustment mechanism for the CNC 
machine.

2.	 Continuous feed rate adjustment.
3.	 Time to failure extension and degradation rate slow-

down.
4.	 Lower online computation efforts.
5.	 Applicable for wide ranges of machining parameters.

In this work, a model-free Deep Reinforcement Learning (DRL) 
is proposed for continuous online feed rate adjustment. This 
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approach is developed to add a tuning mechanism that opti-
mizes the tool performance and productivity in the P-F zone of 
the machine’s tool. The approach has the capability to achieve 
the highest possible material removal rate while maintaining an 
acceptable tool wear level. This approach can be implemented 
in any machining process with less computational effort.

This paper is organized as follows: Section 2 describes 
the system layout and Pre-Failure mechanism procedure. 
Section 3 contains the physical experiment and data review. 
Section 4 presents the proposed methodology. Section 5 
describes the results of the implementation and provides a 
discussion. Lastly, Sect. 6 concludes the paper.

Table 1   Research Gaps

Achieved Open Issues

Offline optimal machining parameters -Assuming ideal machining and environmental conditions
-Static machining parameters

-Feed rate scheduling optimization -Offline feed rate optimization
-Adaptive control was applied to improve productivity -Complex modeling and empirical equations

-Ideal tooling conditions
-Online optimization -Massive online computation
-Sensor predictions -Complex modeling

-Ideal tooling conditions
-Tool wear monitoring -Passive system
-Failure alarm -Correction mechanism was not addressed
-Adaptive correction mechanism -Limited action values (feed rate)
-Adding Tool wear monitoring to adaptive control -Tool Time to Failure (T2F) was not addressed

-Limited spindle speeds (Two values)
-Discrete value adjustment

-Optimal Replacement -Static Machining settings (non-variable)
-Tool Time to Failure (T2F) -Correction mechanism was not addressed
-Different machining parameters -The failure detection module is time-independent
-Post-failure correction mechanism The study is missing the following:
-Dynamic online machine settings -T2F and degradation rate optimization
-Ease of implementation -Optimal criteria to select the corrective settings

-Effect of corrective action on productivity

Fig. 1   P-F Conceptual Curve
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2 � System description

2.1 � System layout

Figure 2 shows the system layout of the online autonomic 
closed loop for the CNC machine’s pre-failure mechanism. 
In the pre-failure mechanism, there are two main phases and 
four modules. Phase 1 is the offline step for machine learning 
with Logical Analysis of Data (LAD), which is indicated by 
module 1. The software used is cbmLAD, which was devel-
oped for condition-based maintenance applications [21]. The 
cbmLAD is used to generate explanatory patterns that define 
the online P-F zones in module 2. The tool data is labeled 
according to the tool wear level VB as (a) new tool VB < VBp , 
(b) Potential Failure (P-F) of the tool VBp < VB < VBF , and 
(c) Failure of the tool VB < VBF . The data of the time-series 
forces are ingested into the cbmLAD to extract patterns that 
characterize the P-F zone. The tool’s data is labeled as a fail-
ure when the tool wear level is more than, or equal to, a 
predefined value VBF . The data in the potential failure zone 
is labeled in the same way, as shown in Sect. 4.1.

P-F zone monitoring in module 2 is based on online rules 
extracted from the cbmLAD’s generated patterns. This mod-
ule monitors the tool performance and detects the instant of 
Potential failure and the tool failure. Module 3 represents the 
CNC machine in the Digital environment. The developed CNC 
Digital Twin (DT) is proposed to work online and in parallel 
with the physical machine. The DT model is supported by an 
artificial Neural Network (NN) that reads the CNC machine 
settings of cutting speeds speed (v) and feed rate f. It estimates 
the machine’s forces measurements [Fx,Fy,Fz] at each time step 
(t+1), based on the sensor’s readings of forces at the time (t).

Module 4 is a Deep Reinforcement Learning (DRL) Pre-
Failure agent that generates action at+1 to adjust the feed rate 
ft+1 according to the optimal policy that the agent learned in 
the training phase. In the online mode, module 2 reads the 
CNC machine forces sensor measurements at time (t) and 
enables the Pre-Failure agent in module 4 once the P-F zone 
is detected. The Pre-Failure agent reads the CNC machine 
measurement of the radial force Fx , the feed force Fy , the 
cutting Fz force, and the cutting speed v, at each time step. 
Accordingly, the proposed DRL agent adjusts the feed rate 
ft+1 to slow down the tool degradation rate.

2.2 � Pre‑failure intelligent mechanism procedure

This section presents the design steps to achieve the research 
objective of having a tool Pre-Failure mechanism for autono-
mous CNC machines. The proposed Pre-Failure mechanism 
has five main steps, as follows: 

1.	 CNC machine experimental data: the material-tool pair 
Time to Failure (T2F) data is an essential process in order to 
improve the tool performance in the Pre-Failure stage. In this 
paper, the raw T2F data is analyzed to monitor and detect the 
tool performance degradation in the P-F zone. The developed 
CNC machine’s Digital Twin (DT) model is validated and 
tested with the Physical raw data. These data were collected 
for the process of turning Titanium Metal Matrix composite 
(TiMMC) material. The raw data collection experiment was 
fully described in [13]. The data is presented in Sect. 3.

2.	 Tool P-F zone monitoring: the tool performance degrada-
tion is studied by building the tool P-F curve as the general 
one in Fig. 1. P-F curve shows the performance degrada-

Fig. 2   Autonomic closed loop 
to achieve Pre-failure Mecha-
nism
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tion versus the lifetime of the tool. Section 4.1 presents the 
data analysis of tool performance degradation and the pro-
posed algorithm to define the tool potential failure instant. 
It also includes a Logical Analysis of Data (LAD) and the 
online generated patterns that monitor the P-F zone. By 
the end of Sect. 4.1, module 3 in Fig. 2 is achieved.

3.	 Deep Reinforcement Learning (DRL) Pre-Failure agent: 
This is the step of designing the DRL agent (module 4 
in Fig. 2). Section 4.2 explains the DRL for continuous 
feed rate adjustment, and it defines the pre-failure agent 
objective and state vector that describes the CNC machine 
status from the perspective of DRL. Section 4.2 includes a 
description of the agent’s architecture, training algorithm, 
and communication links to modules 2 and 3. The added 
value and machining improvement for the tool’s perfor-
mance are discussed and verified in the results in Sect. 5.

4.	 CNC machine Digital Twin (DT): The DRL’s environ-
ment is an essential part of Pre-Failure agent learning. A 
Digital Twin model is developed to interact with the DRL 
agent. The developed model lies on the collected experi-
mental data, and it is validated with the physical machine 
tool’s degradation. By the end of Sect. 4.3, the CNC 
machine’s digital module 3 in Fig. 2 is accomplished.

3 � Review of the experimental data

The Proposed Pre-Failure algorithm will be implemented on 
a CNC machine during turning Titanium Metal Matrix Com-
posites (TiMMC), and all experimental data used in this study 
is based on [13]. In the data collection phase, the experimental 
data was recorded under different static machining parameters 
on a 5-axis Boehringer NG 200 CNC turning center [13]. The 
tool diameter was 1.6 mm, and the tool wear was measured 
with an Olympus SZ-X12 microscope. In [13], two design 
variables are included; feed rate f (mm/rev) and cutting speed 
v (m/min). In terms of the machining outputs and experiment 
response, the forces and flank wear VB (mm) are recorded. 
The experiment consisted of five runs, and at least five repli-
cations for each run.

For high-speed turning machines, ISO 3685:1993 stated 
that the maximum allowable VB before tool failure is 0.3 mm 
[22]. This criterion is uncommon in the aerospace industry 
to avoid the impairing surface damage caused by tool deg-
radation [23]. In this paper, the experiments were conducted 
on a CNC machine turning TiMMC material for aerospace 
applications, and the tool wear level is recommended to be 
lower than 0.2 mm [13]. Therefore, VB was measured every 
2 min until its value exceed the failure level of 0.2 mm.

Full factorial Design of Experiment (DoE) is the most con-
servative DoE type, as it aims to cover all combinations of 
machining parameters [24, 25]. In this paper, the experimental 

method was a full factorial 2-factors, 2-level full DoE. The 
levels of DoE were the maximum and minimum operation 
settings that were recommended by tool’s supplier: speed 
(v = 40 ; 80 m∕min) and feed rate (f = 0.15 ; 0 ∶ 35 mm∕rev) . 
One more level (v = 60 m∕min , and f = 0 ∶ 25 mm∕rev) was 
added to the full factorial DoE in order to address the non-
linearity of the tool degradation, and increase the prediction 
accuracy. The raw experimental data consists of 247 observa-
tions. A sample of the experimental data is given in Table 2.

For example, Fig. 3 shows the radial forces of the experi-
mental data provided in Table 2 for cutting speeds of 80 m/
min. Figure 3 contains five replications of run 2 and run 4. It 
should be stated from Fig. 3 that increasing the feed rate at 
the same cutting speed leads to higher radial forces. Accord-
ingly, the T2F becomes shorter when increasing the feed rate.

4 � Materials and methods

4.1 � Tool degradation monitoring on PF curve

4.1.1 � Tool potential failure point (P)

The P-F curve presents the tool performance’s degradation 
against its operating time, and it defines the potential failure 
point (P) and the functional failure point (F) [20]. The tool 
has functionally failed when it exceeds the tool wear VB level 
that is recommended by the tool’s manufacturer. The potential 
failure point (P) is the point at which the tool’s failure propa-
gation starts to increase, and it could be detected. In the P-F 
zone, the tool’s performance has a significant deviation from 
its normal behavior when the tool is first installed. This per-
formance is observed by the machine’s sensor measurements 
of forces [13, 15]. P-F zone is an important mode as mainte-
nance activities take place in this time interval [13, 15, 20].

In this paper, the knee point detection algorithm in [26] 
is adapted to define the potential failure point (P) for tool 
performance degradation according to the experimental tool 
wear data in Table 2. To plot the tool performance degra-
dation P-F curve, an index that takes values in the interval 
of [0,1] is developed. The Normalized Tool performance 
degradation Index NTPI is given by NTPI = 1 − 5 × VB . It 
equals one with the new tool and zero at the tool failure limit 
of VB = 0.2mm. Figure 4 shows an example of the P-F curve 
for a tool operated at 40 m/min cutting speed and feed rate 
of 0.35 mm/rev. The potential failure point (P) is detected at 
560 sec, and the wear is 0.073 mm for this replication.

The knee detection algorithm [26] calculates the Euclidian 
displacement between all of the points on the NTPI graph and 
the perpendicular point on an imaginary reference line. This 
straight-line links the maximum and the minimum points of 
the tool performance, given by the dashed line in Fig. 5. The 
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potential failure point is a point on the NTPI that has the max-
imum positive Euclidian distance. In Fig. 5, the red curve is 
the Euclidian displacement between NTPI and the reference 
line. Figure 6 depicts the Normalized Tool performance deg-
radation Index NTPI and the potential failure (P) points for 
all the runs and replications of the experimental data given in 
Table 2. The potential failure points are indicated by dashed 

lines. As the tool degradation is a stochastic process, the 
detected potential points are not the same for all of the runs 
and replications. Table 3 summarizes the potential failure 
levels of the tool wear VB for each run and replication for the 
cutting speed v1 = 40m∕min and v2 = 80m∕min and the feed 
rate f1 = 0.15mm∕rev and f2 = 0.35mm∕rev . The average 
potential (P) tool wear over the collected experimental data 

Table 2   A sample of 
experimental Raw Data

* The first recorded observation of the tool’s failure in each run-replication

No Run-Rep t (s) v (m/min) f (mm/rev) Fx (N) Fy (N) Fz (N) VB (mm)

1 1-1 120 40 0.15 120.4 51.1 116.2 0.0525
2 1-1 240 40 0.15 126 50 109.4 0.06
: : : : : : : : :
: : : : : : : : :
59* 1-5 1560 40 0.15 452.1 74.5 162 0.2
60 2-1 20 80 0.15 85 32.7 83.2 0.035
61 2-1 40 80 0.15 86 34 84 0.0425
: : : : : : : : :
: : : : : : : : :
 101* 2-5 270 80 0.15 780.9 138.6 191.7 0.3
102 3-1 30 40 0.35 113.1 42.8 171.5 0.04
103 3-2 60 40 0.35 118 46.7 176.7 0.0475
: : : : : : : : :
: : : : : : : : :
188* 3-6 1320 40 0.35 618.8 161.1 252.3 0.22
189 4-1 15 80 0.35 136.2 41.5 159 0.05
190 4-1 30 80 0.35 153 47 164.2 0.065
: : : : : : : : :
: : : : : : : : :
247* 4-6 120 80 0.35 880 224.8 293 0.25

Fig. 3   Experimental radial forces Fx at cutting speed of 80 m/min and different feed rates for different replications
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Fig. 4   P-F curve of one tool replication under 40 m/min cutting speed and 0.35 mm/rev feed rate

Fig. 5   P-F curve and Euclidian distance curve for P point detection
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is 0.135 mm. Tool P-F zone is the pre-failure zone at which 
the correction mechanism is needed.

4.1.2 � Tool P‑F zone online monitoring and detection

Logical Analysis of Data (LAD) is a non-statistical super-
vised data mining method. It uses Boolean logic functions 
and combinatorial optimization for classification [21, 27]. 
The advantage of LAD over other classification methods is 
to generate explanatory patterns for each class, which main-
tains comparative performance in knowledge extraction for 
supervised and semi-supervised classification problems. The 
patterns divide the multidimensional space of features into 
zones that characterize the classes.

cbmLAD solves Mixed-integer Programming (MILP) 
optimization problems iteratively to find the logical rela-
tionships among the input data features by generating pat-
terns that characterize each class of the tool’s life [28]. For 

each pattern, each feature is bounded by a specific range 
of values. For a new data point, the pattern is satisfied 
if the value of the measured features lies in its bounded 
range. In the one versus all (OVA) classification technique, 
the cbmLAD generates patterns to characterize a specific 
class from the other classes. From the tool P-F curve, the 
tool-life consists of three zones, as shown in Fig. 7: (a) 
New tool class, (b) Pre-failure class, and (c) Failure class. 
To detect the tool degradation state, cbmLAD divides the 
classification problem into three sub-problems and finds 
each class’ discrimination function Δ1,Δ2,Δ3.

For a new observation O, the OVA cbmLAD multi-class’s 
discrimination function Δ(O) is given in Eq. 1 as described 
in [28].

(1)
Δ(O) = argimax[Δi(O)]

Δi(O) =
∑

Pj

wj�Pj
(O), ∀i = 1, 2, 3

Fig. 6   TiMMC Normalized Tool performance degradation Index NTPI for different runs and replications of the experimental data in Table 2

Table 3   Potential failure points 
of the CNC tool experimental 
data

P-tool wear (mm) Rep 1 Rep 2 Rep 3 Rep 4 Rep 5 Rep 6 Average

Run 1 (v1 = 40 m/min, f1 = 0.15 mm/rev) 0.135 0.165 0.2 0.15 0.145 - 0.159
Run 2 (v2 = 80 m/min, f1 = 0.15 mm/rev) 0.075 0.1 0.11 0.14 0.1 - 0.105
Run 3 (v1 = 40 m/min, f2 = 0.35 mm/rev) 0.073 0.16 0.168 0.2 0.073 0.14 0.1357
Run 4 (v2 = 80 m/min, f2 = 0.35 mm/rev) 0.2 0.158 0.108 0.077 0.2 0.095 0.1397
The average value of the potential tool failure 0.135 mm
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where Pj is the jth pattern that covers the observation O 
where j is the number of the pattern that belongs to the class 
i set of patterns. Wj is the pattern coverage weight, and � is a 
binary index, which is 1 when the observation O is covered 
by pattern Pj , and zero otherwise.

In this paper, the cbmLAD one versus all (OVA) technique 
is applied to solve a multi-classification problem in order to 
find the tool’s state of degradation. In online mode at each time 
step (t), the P-F monitoring and detection module 2 in Fig. 2 
monitors the time-stamped machine’s sensors [t,Fx,Fy,Fz] and 
checks whether the measured observation is covered by any 
of the patterns that represent the pre-failure or failure zones. 
The Pre-failure zone’s detection signals are used to activate or 
deactivate the Reinforcement Learning RL module 4 in Fig. 2.

From Table 3, the potential failure VB level is 0.135 mm 
on average. The P-F zone is defined when the tool wear is 
0.135 ≤ VB < 0.2 , and the failure level is VB > 0.2 . The 
experimental data is categorized into three main classes: (a) 
VB < 0.135 , (b) 0.135 ≤ VB < 0.2 , and (c) VB ≥ 0.2 mm. 
According to the developed tool P-F curve, the data in Table 2 
is identified by the classes label and ingested to OVA cbmLAD 

to generate the tool life’s patterns. Table 4 presents the gener-
ated patterns that characterize the P-F and the failure classes.

The online P-F monitoring module 2 in Fig. 2 performs 
two main functions, (a) the monitoring of the potential fail-
ure interval with ten patterns, and (b) the detection of failure 
with five patterns. Each pattern in Table 4 is represented 
in a multidimensional zone in the features space. At each 
time step (t), once the measured observation lies in a pattern 
zone, a signal is sent to activate or deactivate the Pre-Failure 
agent module 4 in Fig. 2. The P-F monitoring and detection 
module’s scanning cycle is synchronized with the machine 
module 3 in Fig. 2 and with the pre-failure agent.

4.2 � Deep Reinforcement Learning (RL) model

The standard RL is formalized as an agent that interacts with 
a system’s environment, then receives the current system 
state and instant reward rt at time t [17, 29]. The RL goal is 
to find the optimal policy �∗ that maximizes the return from 
the state Rt =

∑∞

t=0
�rt(st, at) , where � ∈ [0, 1] is the dis-

count factor for future rewards and t is instant of the return 

Fig. 7   OVA Technique for the 
Tool Degradation Performance 
Classes in Two-Dimensional 
Space

Table 4   Generated patterns of P-F and failure zones for the data of the time-stamped Force

Class Pattern t (sec) Fx (N) Fy (N) Fz (N)

P re-F ailure 1 102.5 < t 305.3 < Fx < 685.95 126.85 < Fx < 155.85 203.3 < Fz

2 - 305.3 < Fx < 542.3  117.25 < Fx < 174.5  Fz < 250.7

3 85 < t 341.35 < Fx < 507.85 Fy < 174.5 -
4 685 < t 271.2 < Fx < 605.4 71.3 < Fx < 174.5 175.25 < Fz < 250.7

5 t < 67.5 354.1 < Fx < 507.85 93.75 < Fy < 174.5 -
6 1085 < t 271.2 < Fx < 507.85 Fy < 174.5 -
7 805 < t 261.9 < Fx < 507.85 78.25 < Fy < 114.6 -
8 127.5 < t 316.1 < Fx < 507.85 Fy < 174.5  Fz < 190.25

9 t > 685 249.5 < Fx < 488.5 71.3 < Fy < 174.5 139.7 < Fz < 159.85

10 - 271.2 < Fx - 143.75 < Fz < 150.2

Class Pattern t (sec) Fx (N) Fy (N) Fz (N)

Failure 1 t < 327.5 Fx > 605.4 - -
2 1025 < t Fx > 542.3 - -
3 t < 112.5 Fx > 543.3 - -
4 127.5 < t < 327.5 Fx > 488.5 - Fz > 174.85

6177



The International Journal of Advanced Manufacturing Technology (2022) 121:6169–6192	

1 3

[29, 30]. The expected return value of taking action ( at ) in 
the state st under a policy � is called Q-function and it is 
equal to Q�(st, at) = Ert ,st+1

[rt(st, at) + �Eat+1
[Q�(st+1, at+1)]] . 

The optimal Q-value Q∗(st, at) = max(Q�(st, at)) is the maxi-
mum returned value ∀st ∈ S and ∀at ∈ A , where S is the 
state space, and the action space A is limited to discrete 
actions [29, 30]. The optimal policy is obtained from the 
optimal Q-value when obtaining the action that maximizes 
the returned Q-value; in mathematics, this is given by 
�(s) = argmaxaQ(st, at) [29, 30]. The Q-learning is an off-
policy algorithm that uses a greedy policy. It learns the 
optimal policy �∗ as it approximates the Q-function by the 
Q-network parameters �Q . The optimal Q-function Q∗(st, at) 
is achieved by obtaining the optimal parameters �Q∗ at 
which the training loss L(�Q) = Est ,at ,rt

[(Q(st, at|�Q) − yt)
2] 

is the minimum. yt is the target function with next time step 
state st+1 , and it is calculated as yt = r(st, at) + �Q(st+1|�Q) . 
For the Q-learning stability, the target yt is calculated by 
another identical Q-network [2, 29]. Practically speaking, it 
is difficult to apply Q-learning to a continuous action space, 
and the Q-algorithm is not capable of optimizing an infi-
nite number of actions at each time step. The actor-critic 
approach is used to solve this problem with the Determinis-
tic Policy Gradient (DPG) algorithm [2, 29]. The critic is an 
action-value function Q(s, a|�Q) used to calculate the tem-
poral difference (TD) error to criticize actions made by the 
actor, and it is updated based on the Q-function. The actor 
is a deterministic policy function �(s|�� that chooses action 
at given state st [2, 29]. The actor’s network parameters 
�� are updated according to maximizing the action-value 
Q(s, a|�Q) , and its training losses are ascending losses given 
by ∇Q�J ≈ Est

[∇a.Q(s, a|�Q)|s=st ,a=�(st)∇Q��(s|��)|s=st ] . A 
Deep Deterministic policy gradient (DDPG) is an algorithm 
that implements the deep Q-network on the DPG algorithm. 
DDPG approximates the Q-function and enables RL in sys-
tems that have continuous actions and a large-dimension 
state [2, 29]. DDPG is a model-free RL algorithm that 
uses a replay buffer memory to update the system’s states, 
actions, and rewards during agent training [17, 29]. In this 
paper, the pre-failure agent is an adapted DDPG algorithm 
to achieve optimal proactive and autonomous feed rate 
adjustment.

4.2.1 � Pre‑failure agent for autonomous CNC machine

In the current work, the CNC turning machine pre-failure 
agent action at is performed on the feed rate ft mm/rev. At 
each time step t = 1sec, the agent reads the machine sensor 
data [Fx,Fy,Fz] and scans the P-F monitoring module signal. 
The agent generates actions to decrease the tool’s degrada-
tion rate and keep a reasonable productivity limit in the P-F 
zone, which is given in Eq. 2.

In the training phase, the pre-failure agent interacts 
with the DT model of the CNC turning machine, and it is 
rewarded for each action at → ft with the reward function rt . 
The rewarded value depends on the tool degradation rate and 
productivity at each time step. The machine’s productivity is 
represented by the Material Removal Rate MRR (mm3∕min) 
in Eq. 2.

where f is the feed rate in mm/rev, v is the cutting speed in 
m/min, and d is the cutting depth in mm. The proposed pre-
failure agent interacts with the CNC machine at a different 
cutting speed, which varies from 25 m/min to 80 m/min. 
The agent’s actions are a wide range of feed rate adjustments 
from 0.025 mm/rev to 0.35 mm/rev.

Definition of the state  The classical RL algorithm is an 
extension of a Markov Decision Process (MDP) and its 
assumption of time-independent states [30]. At each time 
step (t), the RL agent receives state st and takes an action 
at → ft according to its learned policy [29]. To learn the 
optimal policy, the state is assumed to be time-independent, 
and it describes the system status regardless of the system’s 
historical behavior. In many industrial system applications, 
the MDP cannot fully describe a system in which the time-
independent state is useless in learning the optimal policy 
[29]. For example, in CNC machining, the instant sensor 
measurement [Fx,Fy,Fz] t at time (t) cannot abstract the tool 
wear stage, as described in Sect. 4.1. Therefore, it is dif-
ficult to take a maintenance decision according to a time-
independent instant value of forces. To ensure that the RL 
agent has the full features to describe the tool wear status, 
the RL state st is extended to include the cutting speed v (m/
min), forces measurement at the instant of potential failure 
detection [Fx,Fy,Fz]p , the sensor measurement deviation at 
time t from its value when the tool is at the P point [Exyz] , 
and the negative rate of forces [ΔFxyz]t over sampling time 
T. Pre-Failure agent’s state st is given by Eqs. 3, 4, and 5.

RL agent action  The feed rate optimization is the key fac-
tor in optimizing the CNC machine tool’s performance, as 
indicated in Sect. 3. At the same cutting speed v (m/min), 
the tool’s degradation rate decreases while the feed rate f 
(mm/rev) is decreased, and this decreases productivity. The 
pre-failure RL agent is designed to generate optimal and 

(2)MRR = f × v × d

(3)[Exyz]t = [Fx,Fy,Fz]p − [Fx,Fy,Fz]t

(4)[ΔFxyz]t =
[Fx,Fy,Fz]t − [Fx,Fy,Fz]t+1

T

(5)st = (v, [Fx,Fy,Fz]p, [Exyz]t, [ΔFxyz]t)
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continuous action at that adjusts the CNC machine feed rate 
at each time step (t). This action aims at decreasing the tool 
degradation rate while keeping the productivity within an 
acceptable limit. In practice, the adjustable feed rate range 
depends on the tool-material pair, and for products in com-
posite materials, it could be changed from 0.025 mm/rev to 
0.35 mm/rev.

Reward function  In RL, the reward function rt(st, ft, st+1) 
acts as the objective function in mathematical programming. 
At each time t, the RL agent explores the action space A to 
find the optimal action at that maximizes its reward accord-
ing to the given state st . The pre-failure agent reward func-
tion is designed to minimize the tool degradation rate and to 
keep the productivity level within acceptable limits. To max-
imize the tool Time to Failure (T2F), the Pre-Failure agent is 
designed with a positive reward function rt(st, ft, st+1) given 
by Eq. 6. To keep the productivity level relatively high, the 
agent is rewarded only if its action at minimizes the forces 
deviation |Exyz|t,which is the absolute difference between the 
measurement forces [Fxyz] in the P-F zone and the detected 
potential failure forces [Fxyz]p at t = tp point. The tool deg-
radation rate increases when the deviation decreases. Equa-
tion 6 indicates the instant reward rt(st, ft, st+1) calculation 
at each time step t.

4.2.2 � Pre‑failure agent training

The Pre-Failure agent is an adapted DDPG algorithm, and its 
structure consists of the actor and the Q-function/Critic deep 
NNs. The actor adjusts the CNC machine feed rate according 
to the input RL state st and learned policy that is criticized by 
the Q-function network. To improve the DDPG agent training 
performance, a random noise Nt ∼ N(0, std) is added to the actor 
action [31]. The feed rate ft to be adjusted at time (t) equals to 
at = �(st|��) + Nt , where �(st|��) is the output of the actor-
network and �� is the parameters of the actor-network. In the 
training phase, the hidden layer’s parameters of the Pre-Failure 
agent are updated to minimize the losses function of critics and 
to maximize the negative losses of the actor-network. To improve 
the learning stability, the target networks’ parameters are updated 
with soft updates [31]; in other words, ��

← �� + (1 − �)�
� , 

where the learning rate � is less than one.
The target network’s parameters are �Q′ and ��′ for the 

critic and the actor. The pre-failure agent’s full training algo-
rithm is given in Algorithm 1, and it is built and trained on 
a deep learning Pytorch environment. 

(6)rt(st, ft, st+1) =

{
1 if |Exyz|t+1 ≤ |Exyz|t
0 o.w
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In DRL for continuous control applications, the selec-
tions of the agent’s hyperparameters are correlated to the 
complexity of the environment, including numbers of inputs 
and outputs [29]. Agent complexity increases as hyperpa-
rameters are increased, which leads to high training accu-
racy, model overfitting, and low online accuracy. This 
issue is known as the bias-variance tradeoff [32]. In this 
paper, the environment is the CNC turning machine, and 
the pre-failure agent’s action is the feed adjustment while 
the machine sensors are three Fx,Fy,Fz . The developed Pre-
Failure agent architecture and hyperparameters are given 
in Appendix 1. These hyperparameters are adopted from 
the best performance DRL model in the literature of the 
same context. The adopted model’s architecture performed 
a continuous control action on a computer game environ-
ment that has the same input-output dimensions as CNC 
turning machine [29].

Training of pre-failure DRL agent requires a large num-
ber of data observations and replications [33]. It is imprac-
tical to have massive machining experiments to train the 
DRL, as the TiMMC and its tool are costly [13]. Therefore, 
training of the DRL agent in a Digital Twin (DT) envi-
ronment is proposed to address these limitations. DT is a 
potential candidate to eliminate or reduce the machining 
experiments’ cost.

4.3 � Digital Twin (DT) for CNC turning machine

Recently, the development of Industrial IOT (IIOT), simu-
lation modeling, and Artificial Intelligence (AI) enable the 
digitalization of the machines, and the Digital Twin (DT) is 

extracted as a new concept of Cyber-Physical Systems (CPS) 
[3, 34]. Digital Twin is a model that emulates the Physical 
CNC machine in the cyber/digital environment, and it has 
the capability of interacting with the real machine in the 
Physical environment [34–36]. DT was developed for a sys-
tem level, and in the case of a single machine, DT is devel-
oped on the component level. Figure 8 shows the imple-
mentation of DT on machine tool management. The digital 
environment contains physical data storage, data preproc-
essing, digital simulation models, and artificial intelligent 
agents. The digital environment has three main objectives: 
(1) monitoring the machine’s data forces (2) analyzing this 
data to abstract the health status of the tool, and (3) taking 
action to improve the tool’s performance. There are three 
methods to model a Digital Twin: Multiphysics modeling 
using Finite Element Analysis (FEA), Mathematical model-
based, and/or Data-driven modeling [31]. In this paper, the 
experimental data in Table 2 is used to build the machine 
DT, and a deep artificial Neural Network (NN) is developed 
to act as a digital twin for the CNC turning machine. This 
model emulates the CNC turning machine in the digital envi-
ronment. The DT’s outputs are the estimated radial force 
Fx , feed force Fy , and cutting force Fz measurements at each 
time step t, and the model inputs are the cutting speed v (m/
min) and the feed rate f (mm/rev), and time step t (min).

To minimize the overfitting of the model, a rule of sum 
for the NN architecture design is provided in Eq. 7 [37, 38]. 
The numbers of hidden layers are limited to the number of 
inputs Ni and number of outputs No , while the number of 
hidden neurons Nh for Ns data observations is given by Eq. 7 
[37, 38]. � is a scaling factor that represents the prevention 

Fig. 8   DT implementation on a 
machine’s tool management
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of overfitting in the NN model and it takes a value from 2 
to 10 [37, 38].

The developed digital model has three inputs [t, v, f] and 
three outputs Fx , Fy , and Fz . For 247 data observations, the 
number of hidden layers varies from 4 to 20 for � ∈ [2, 10] . 
One of the model’s architectures is selected from more than 
170 models’ architectures. The models’ hidden layers vary 
from single-layer to four-layer models, and each layer’s 
amount of neurons changes from 4 to 20 neurons, and more 
five-layer models were added to the architecture’s compari-
son. The best model is the model that has the lowest Mean 
Square Error (MSE) for the unseen testing data. Table 5 
demonstrates the lowest MSE Network’s architecture among 
all of the models with the same number of layers. The best 
model architecture of [14 − 15 − 18 − 15] is selected. To 
build the CNC machine DT, this model is trained and tested 
on a deep TensorFlow learning environment [39]. During 
the testing of the DT model, the testing Mean Absolute 
Error (MAE) was ±12.8 (e.g., Digital Fx = physical Fx ± 
12.8). Figure 9 shows the DT model estimated forces versus 

(7)Nh =
Ns

�(Ni + No)

the physical CNC turning machine sensors’ reading for the 
unseen testing data of Fx , Fy , and Fz.

5 � Analysis of the results

This section analyzes the effects of the Pre-Failure agent 
on the tool performance and the tool Time to Failure (T2F) 
compared to the standalone CNC machine at different cut-
ting speeds. The performance of the proposed Pre-Failure 
mechanism is measured by two key indexes: the Tool T2F 
and the achieved MRR. The P-F monitoring module acti-
vates the Pre-Failure agent in the P-F zone, and the agent 
is deactivated at the instant of tool failure. The closed-loop 
autonomy enables the Pre-Failure agent to adjust the opti-
mal feed rate according to the estimated machine’s forces at 
time (t + 1). In online mode, the Pre-failure agent interacts 
with the CNC machine every 1 s, and its sampling time T is 
selected as T = 60 sec.

DRL Pre-failure agent learned the optimal policy �∗ in the 
training phase, and it figures out the mapping between the 
machine’s sensor measurements that are represented in the 
state st , and the best action at → ft at each time t. In online 
mode, the input state st is changed to follow the tool deg-
radation, and accordingly, the developed pre-failure agent 
interacts with this degradation in the Pre-failure zone, and a 
new feed rate setting ft is adjusted as the best action at time 
t based on the learned optimal policy �∗.

The trained Pre-Failure agent is validated with the CNC 
Turing machine DT at different cutting speed settings given 
in Table 6. In each run, the autonomic CNC machine is simu-
lated until the tool failure is detected at VB = 0.2 mm. The 

Table 5   Lowest MSE NN 
models and their hidden layers 
and neurons

Layers 1 2 3 4 5

Layer # 1st 1st 2nd 1st 2nd 3rd 1st 2nd 3rd 4th 1st 2nd 3rd 4th 5th

Neurons 14 5 19 4 6 19 14 15 18 15 4 10 16 10 14
MSE 6.63E+04 6.44E+04 6.26E+04 5.53E+04 5.88E+04

Fig. 9   Sensor data of a Fx , b Fy , and c Fz with the CNC cyber model 
vs. experimental physical testing data

Table 6   Different speeds to validate the trained Pre-Failure agent

Simulation Run I II III IV V

Spindle speed V(RPM) 5000 7500 10000 12500 15000
Cutting speed v (m/min) 25.12 37.68 50.24 62.8 75.36
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Fig. 10   3D Forces Fxyz (N) at 5000 RPM of Run I for the standalone machine and the Pre-Failure machine

Fig. 11   Pre-Failure feed rate adjustment at a spindle speed of 5000 RPM in Run I
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Fig. 12   Pre-Failure Agent Tool MRR VS. Standalone Machine

Fig. 13   Tool T2F of the Pre-Failure and the Standalone machine for different RPMs
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machine’s tool starts with a maximum feed rate of 0.35 mm/
rev and the Pre-Failure enters the machining process when the 
P-F monitoring module 2 detects the potential failure class and 
the instant of P point.

In Run I, the Pre-Failure agent increased the tool T2F by 
almost 27% over the standalone CNC machine. Figure 10 illus-
trates the force measurements for the standalone CNC machine 
in solid lines, and the tool Time to Failure (T2F) is 31.433 min 
(1886 s). With the implementation of the Pre-Failure agent on 

the CNC machine, the degradation rate of the machine forces 
decreases, which is indicated by the dashed ( − ⋅ − ) lines in 
Fig. 10. The tool’s T2F increases to 40 min (2400 s).

In the P-F zone, the Pre-Failure agent generates a continu-
ous feed rate adjustment according to the optimal trained pol-
icy in Sect. 4.2. At a spindle speed of 5000 RPM, the adjusted 
feed rate at each time step (1 s) is given with the blue color in 
Fig. 11, while its accumulated moving average is given in the 
orange color. At t = 21.733 min (1304 s) the tool’s potential 

Fig. 14   MRR% for different 
spindle speeds

Fig. 15   T2F and MRR% for a standalone machine at a spindle speed of 10000 RPM and different feed rates
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failure point (P) is detected, then the feed rate is adjusted 
according to the learned optimal policy. Cumulative Moving 
Average (CMA) at each time step is plotted as the average of 
the Pre-Failure agent’s action up to the current time step. The 
Pre-Failure agent generates a variable feed rate at each second 
to maximize the T2F within the P-F zone.

The Pre-Failure agent keeps the productivity of the CNC 
machine at an acceptable limit, as the minimum CMA feed 
rate is kept at 0.2665 mm/rev. The machine’s productiv-
ity index is the Material Removal Rate MRR (mm3∕min) 
in Eq. 2. For a 0.2 mm depth of cut and 25120 mm/min 
cutting speed, the change of the MRR with the Pre-Fail-
ure agent is indicated by the green shaded area in Fig. 12. 
MRR% is the Pre-Failure agent’s overall productivity 
MRRPF relative to the standalone machine MRRmaxfeed at 
the maximum feed rate given by Eq. 8. T2Fst is the stan-
dalone machine’s T2F, and T2FPF is the T2F that includes 
the Pre-Failure agent.

In Run I, the Pre-Failure machine productivity is almost the 
same as the standalone machine with the maximum feed 
rate, and the MRR% equals 99.3%. The extension in T2F 
enables the machine to produce more within the added time. 
Figure 12 shows that the Pre-Failure added-value MRR 
recovers the lost MRR.

Figure 13 concludes the extension of the tool’s Time to 
Failure (T2F) by the Pre-Failure agent over the standalone 
machine. The tool’s added lifetime is high with relatively low 
spindle speeds, and it is small with high speeds. The lowest 
T2F added time is 1.4 min (37%) for the tool that works on 
12500 RPM and the highest added time is 10.9 min (50%) 
with 7500 RPM. At higher cutting speeds, the tool degrades 
faster, the P-F interval is smaller, and the Pre-Failure agent 
has a smaller time to interact with the CNC machine environ-
ment. In the meantime, the T2F added time adds more valua-
ble MRR at high speeds, as stated in Fig. 14. The Pre-Failure 
agent keeps the level of productivity high, as given in Fig. 14, 
while the tool deviation from the potential failure level is 
considered as discussed in Sect. 4.2. The lowest Pre-Failure 
agent’s MRR% is 79%, which is achieved at a spindle speed 
of 10000 RPM, as given in Fig. 14. At 10000 RPM, the tool 
T2F increases to 2.133 min (128 sec), and the added-value 
MRR with the Pre-Failure agent is lower than the lost one 
due to a decrease in the feed rate value. Figure 15 depicts the 
T2F and MRR% of the standalone machine at different static 
feed rates and a spindle speed of 10000 RPM. The best stan-
dalone static feed rate setting is 0.1745 mm/rev, which aims 

(8)MMR% =

∑T2FPF

t=0
MMRPF

∑T2Fst

t=0
MRRmaxfeed

=

∑T2FPF

t=0
f (t)

fmax × T2Fst

to increase both MRR and T2F; the achieved MRR is 59% of 
that at fmax, and tool T2F is 19.12 min. The proposed Pre-
Failure mechanism outperforms the standalone machine with 
static settings, and the online agent’s optimal policy achieves 
more T2F extension and MRR% , as given in Figs. 13 and 14.

Implementation of the developed Pre-Failure agent 
improves the tool’s performance in the P-F zone. The online 
optimal feed rate continuous adjustment adds on average of 
5 min to the tool T2F and 5% to the MRR over the classi-
cal machining system. The detailed experimental results for 
each run in Table 6 are provided in Appendix 2.

6 � Conclusion

In this paper, the developed Pre-Failure approach improves 
the tool’s performance in the Pre-Failure zone based on 
Deep Reinforcement Learning (DRL) during machining 
processes. The proposed Pre-Failure agent increases the 
tool Time to Failure (T2F) while maintaining the Material 
Removal Rate (MRR) at an acceptable limit. The machine 
tool’s P-F curves and Logical Analysis of Data (LAD) are 
implemented to monitor and detect the potential failure level 
of the machine’s tool. In the P-F zone, Pre-Failure model-
free agent interacts with the CNC machine and adjusts its 
feed rate according to the estimated machine’s forces at time 
(t+1). This method decreases the tool’s degradation rate in 
the P-F zone before the tool is worn out, at VB = 0.2mm. 
The Pre-Failure mechanism also keeps the forces at a rela-
tively high level. To train the Pre-Failure agent, a machine 
Digital Twin (DT) was developed and validated with the 
physical machine data. The Pre-Failure agent is validated 
at different spindle speeds, starting from 5000 RPM to 
15,000 RPM. By implementing the proposed Pre-Failure 
approach, the tool T2F increases over the classical machin-
ing approach. The value-added time is high at relatively low 
spindle speeds. It was found that the maximum added time is 
10.9 min, which is achieved with 7500 RPM. Meanwhile, at 
15,000 RPM, the tool T2F equals 4.55 min, which is almost 
double the standalone machine. In the P-F zone, the Pre-
Failure agent adds more MRR that recovers the lost MRR 
due to decreasing the adjusted feed rate to be lower than its 
maximum value. At high speeds, the added MRR is higher 
than the lost ones. The Pre-Failure agent’s MRR reaches 
138.04% of that achieved with a static maximum feed rate 
under 15,000 RPM spindle speed. At 1000 RPM, the Pre-
Failure agent gets the lowest MRRR of 79%, relative to the 
standalone machine, and it adds 12% of the tool T2F. How-
ever, the added time is not enough to recover the lost MRR. 
The developed dynamic Pre-Failure agent outperforms the 
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best static adjustment for standalone machine runs at 10,000 
RPM from the perspective of tool life and productivity. The 
current work can be extended in the future by including 
electrical power consumption, the material type, and other 
machining quality characteristics (e.g., surface roughness 
and residual stresses).

Appendix 1

Section title of first appendix

The proposed pre-failure DDPG architecture consists of 
two deep actor-critic networks with two hidden layers and 
the hyperparameters in Table A. The DRL performance 
depends on its hyperparameters, and it is related to the 
environment/application dimension space of actions and 
state [2, 17, 29, 40]. These hyperparameters are adopted 
from literature on computer game applications that have 
the same data dimensions of actions and sensors as the 
CNC turning machine [29]. Figure 16 shows the developed 
Pre-Failure agent architecture.

Hidden  
neurons

Discount  
factor

Batch 
size

Learning 
rate critic

Learning  
rate actor

Target 
Update 
rate

Memory 
size

256/128 0.995 128 1e-4 1e-4 1e-3 1e6

Appendix 2

Other runs figures

In this section, the detailed results of runs II, III, IV, and 
V are stated.

Run II, the spindle speed is 7500 RPM

The Pre-Failure agent interaction in this run is demon-
strated by Fig. 17.

In Run III, the spindle speed is 10000 RPM

The Pre-Failure agent interaction in this run is given by 
Fig. 18.

In Run IV, spindle speed is 12,500 RPM

The Pre-Failure agent interaction in this run is depicted 
by Fig. 19.

In Run V, the spindle speed is 15,000 RPM

The Pre-Failure agent interaction in this run is shown by 
Fig. 20.

Fig. 16   Pre-failure DDPG 
agent architecture for CNC tool 
performance
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Fig. 17   Pre-Failure agent interaction in Run II, the spindle speed is 7500 RPM
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Fig. 18   Pre-Failure Agent Inter-
action in Run III, the spindle 
speed is 10000 RPM
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Fig. 19   Pre-Failure Agent Interaction in Run IV, spindle speed is 12,500 RPM
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Fig. 20   Pre-Failure Agent 
Interaction in Run V, the spindle 
speed is 15,000 RPM
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